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FOREWORD

Since the introduction of recombinant therapeutic proteins in the 1980s, dozens of
products have been successfully commercialized, and hundreds of new ones are cur-
rently in clinical trials. These products provide uniquely effective treatments for
numerous human diseases and disorders. They have revolutionized the practice of
medicine, saving and improving countless lives. But the most promising protein-based
drug will not be of benefit to patients unless it can be manufactured, shipped, stored,
and delivered to the patient, while minimizing degradation of the protein. This is a
daunting challenge because proteins can readily aggregate, even under solution con-
ditions that greatly favor the native state. Also, proteins are susceptible to numerous
pathways of chemical degradation. Adding to the challenge is the potential that even
if a small fraction of the protein molecules in a dose is degraded, an immunogenic
response may be triggered with the potential to cause adverse effects in patients.
Furthermore, the therapeutic protein must be produced at commercial scale using a
complicated process that has been developed and documented to consistently result
in a high-quality product. Also, the appropriate analytical methods must be devel-
oped and validated to ensure that degradation products can be quantified accurately
and precisely. Clearly, the successful development of a commercialized therapeutic
protein product requires multidisciplinary efforts of experienced, skilled scientists,
engineers, and managers, and tremendous expenditure of capital. It is critically impor-
tant for management to be cognizant of these challenges and to provide the appropriate
resources to the development efforts for therapeutic proteins, as well as to establish
reasonable timelines for this work, which is so vital to ensuring product quality and
protecting patients’ safety.

Over the years, as recombinant therapeutic proteins have been developed, the
field as a whole has had to learn how to do this properly, and many of the important
guiding principles and practical strategies had to be learned “on the job” as products
were being developed. There were no established academic or industrial foundations
for these efforts, because never before had recombinant proteins been used to treat
human diseases and disorders. Fortunately, during this time, many of the leaders in
the key disciplines published papers and books describing the continually improving,
state-of-the-art approaches to stabilizing proteins, analyzing degradation products, and
developing successful formulations.

An example of this type of on-the-job training was the research focusing on devel-
oping stable lyophilized formulations of proteins. In the early to mid-1980s, expertise
from parenteral sciences and process engineering were applied to formulation and
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process development for freeze-dried therapeutic proteins. The results of early efforts
were often commercially viable freeze-drying cycles and formulations that provided
good cake structure but did not stabilize the protein very well. At the same time,
researchers from materials sciences, food sciences, and even zoology were working to
understand the mechanisms by which various excipients succeeded or failed to stabi-
lize proteins during freezing, drying, and storage in the dried solid. Combined efforts
from all of these disciplines gradually led to determination of these mechanisms as
well as to the discernment of the key physical properties (and associated analytical
methods) that govern long-term storage stability of dried proteins. As a result, we
now have fairly straightforward, rational approaches to development of stable freeze-
dried protein formulations. But many challenges remain, particularly understanding the
quantitative linkages between different degradation pathways (e.g., oxidation, aggre-
gation) and physical properties of the dried formulation (e.g., glassy-state dynamics,
protein structure).

Also, during the years of development of therapeutic proteins the types of degra-
dation products that could be studied, and the quality and resolution of analytical
methods have vastly improved. These improvements allow for better understanding
of causes and pathways for degradation. However, they also lead to more stringent
criteria for the definition of a stable protein product. There are still many analytical
challenges. For example, size exclusion chromatography (SEC) is the key method used
to quantify levels of protein aggregates and monomer. But this method can provide
misleading results because aggregates can dissociate or form during SEC and/or adsorb
to the column resin. Thus, values obtained from SEC may not actually represent the
true aggregate levels in the protein drug container, so there is a continued effort to
investigate methods that can be used to corroborate results from SEC. Currently the
most promising approach is analytical ultracentrifugation (AUC). But this method has
its own challenges in proper sample handling, data analysis, and appropriate training
of personnel. The field must continue to strive to improve SEC and AUC methods for
aggregate quantification and to explore new methods (e.g., field flow fractionation).

Today we benefit from the numerous advances in the field that have been made
over the last few decades. But we also face many new challenges to developing safe
and effective therapeutic proteins. For example, monoclonal antibody products that
have doses with relatively high protein concentrations (e.g., ≥100 mg/mL) can be
difficult to manufacture, stabilize sufficiently, and analyze properly. Additionally, the
use of prefilled syringes as product containers has recently led to new issues with
protein stability that had to be resolved. In general, we must conduct research to gain
more fundamental insights into the effects of the various product containers and their
component materials on protein stability. Similarly, we must work to understand how
various key processes steps (e.g., filling vials or syringes with pumps) affect protein
stability, to increase awareness of these issues, and to create effective strategies to
investigate these potential problems and to mitigate them.

Another challenge facing many companies is the need to develop consistent
approaches for protein formulation studies, characterizing analytical methods, and
studying protein stability during various processing steps. This does not mean that
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there should be “platform” formulations for drug product or platform analytical meth-
ods; indeed, any platform approach must be confirmed for each individual molecule,
and there are many examples of surprising results. Rather, it is important to incor-
porate the scientific knowledge that has been gained across the industry in rational
approaches that are developed and agreed on by educated and experienced personnel to
ensure product quality and safety. As more companies develop global operations, such
an approach may have the added benefits of promoting best practices between sites
and individual researchers, minimizing unproductive conflicts, and speeding product
development.

As has been the case throughout the history of working with recombinant thera-
peutic proteins, the field will take on current and future challenges and learn how to
overcome them. Certainly, with future insights into disease pathologies and creation of
new therapeutic protein categories, delivery approaches, and analytical methods, even
more challenges will arise. With the strong foundation of excellence in therapeutic
protein product development and rational approaches to delineate and solve problems,
the field will successfully overcome these barriers, and new medicines will be made
available for the benefit of patients.

In this book, experts from around the world provide comprehensive overviews
of the many important steps involved in—and the critical insights needed for—the
successful development of therapeutic proteins. The book is a state-of-the-art sum-
mary of what we have learned together as a field as we have worked to define the
theory and practice of proper development of safe and effective medicines based on
biotechnology. Moreover, it documents how researchers from numerous companies
and universities contribute to furthering our insights and expertise for developing
therapeutic proteins. The editors and authors are to be congratulated for their leader-
ship in these efforts and their willingness to continue to communicate openly about
where we are as a field and where we are going.

John Carpenter





PREFACE

The unraveling of the human genome, the concomitant explosion of proteomics, and an
ever-increasing interest in proteins to treat an expanding range of medical indications
have lead to growing interest in the development and production of biomolecules for
therapeutic use. The identification of a new candidate drug compound is preceded by
substantial scientific efforts and considerable capital investment. In order to realize the
value to patients and the healthcare industry, the new drug molecule must be formu-
lated and manufactured in an appropriate dosage form that can be conveniently used
by the patient. Understanding the underlying challenges at each step of development
and commercialization of the drug product dosage form is central to the successful
launch of a biological therapeutic.

In order for proteins to manifest their proper biological and therapeutic effect,
their conformational and structural integrity must be maintained at all stages of the
development and commercialization process. Biomolecules are generally very sensitive
to their microenvironment due to their complex and fragile structures. Once a new
biologic has been identified for therapeutic use and product development, the first steps
in the development process are determination of the physical and chemical properties
of the molecule, identification of the major degradation pathways, and development
of stability-indicating analytical methods as well as other biophysical characterization
techniques. The information gathered from these early studies is used to identify
excipients and conditions that will keep the protein therapeutic molecule in the native
conformation and promote long-term product stability. Several chapters in this book
discuss the latest biophysical and biochemical characterization techniques, as well as
approaches to conducting the early physicochemical characterization studies.

The protein or peptide drug active must then be formulated for preclinical and
clinical testing in conditions that preserve the chemical and physical integrity of the
molecule, as well as render it in a form suitable for administration to patients. This is
generally accomplished by screening the protein under a variety of excipients and
conditions and monitoring stability as a function of time, temperature, and other
stresses to identify/select the best conditions for further development. Liquid dosage
forms may be preferred because of their greater convenience and lower manufactur-
ing costs. However, lyophilized formulations may be required in some cases to attain
adequate shelf-stability or where enhanced stability at higher temperatures or other
special features are desired. At early stages, lyophilization may also offer a faster
or more reliable path to develop an initial clinical formulation. This book contains
a number of chapters relating to early formulation development strategies, platform
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approaches for initial antibody formulations, high-throughput strategies based on sta-
tistical design, and design space considerations. Additional chapters focus on the
challenges associated with stability and analysis in the development of high concen-
tration antibody formulations, and the impact of high concentrations on manufacturing
and dose delivery. Case examples are provided to illustrate these approaches and offer
specific applications.

Concurrent with preclinical and clinical testing of the candidate drug compound,
the process development group will typically evaluate additional options available
for expression, recovery, purification, and characterization of the drug substance for
commercial production. Alternative formulations of the drug product for commercial
use will also typically be explored. At this stage, the requirements in terms of sta-
bility, shelf-life, and ruggedness are typically much greater than for the earlier stages
of development. In addition the focus on minimizing cost of goods and increasing
throughput and manufacturing ease and consistency are significantly greater at this
stage. Robust conditions for storage and shipment of the bulk drug substance must
be identified. During subsequent commercial manufacturing, the purified bulk drug
substance needs to be processed and prepared for successful fill/finish of final dosage
form and, may go through freeze-thawing, formulation, mixing, filtration and filling
operations prior to finishing as a lyophilized or liquid dosage form. Although these
unit operations have been studied during earlier stages, the stresses generated and the
mechanisms of denaturation in a manufacturing setting may be different, depending on
scale, equipment and facility. Chapters dedicated to drug product process development
discuss in detail, illustrated with case studies, methodology to develop, characterize
and ”optimize for scalability” all the manufacturing processes relating to drug product
prior to their transfer to manufacturing sites. Additionally, these chapters provide guid-
ance on formulation design considerations to stabilize the drug against the stresses that
typically arise during large-scale manufacturing and commercialization in the cGMP
environment.

There is growing interest in devices to simplify injection, particularly for products
that will be sent home with patients for self-administration. This has led to increased
interest in more complex container closures, such as prefilled syringes, either as stand-
alone injection devices or as a component of a more complex injection device such
as an auto-injector. The more complex primary containers may introduce additional
stresses for the protein drug, as well as increased manufacturing challenges. Several
chapters address considerations common to all container closures, as well as specific
issues related to the more complex primary containers such as prefilled syringes.

Once the commercial formulation and configuration have been recommended and
all the process parameters are locked into, the process is transferred to manufacturing.
In simple terms technology transfer is referred to as transfer of a new product design
from development (internal or external) into an operational environment for validation
and robust sustained production. It can be between sites at a single company or from
company to company and may involve a scale change or adaptation to a different
equipment train. It is very complex operation that demands in-depth understanding of
manufacturing challenges associated with the design of the facility, equipment train,
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scale, and operational procedures, besides development of robust processes and analyt-
ical methods. Chapters relating to technology transfer will discuss the manufacturing
challenges and requirements and provide guidance to the reader as to when in the
development phase these requirements need to be incorporated to mitigate the risk of
failures and delays in getting the product to the market.

In recent years the field has evolved rapidly in many dimensions. The dramatic
expansion in number and diversity of protein therapeutics, new scientific and technical
approaches, the evolving regulatory landscape, and changes in marketing requirements
and expectations for patient compliance make it imperative to update the available
information. This book provides a comprehensive overview and guide to formulation
and process development as well as manufacturing of biopharmaceutical drug product,
covering both fundamentals and specialized considerations. Case histories are included
to illustrate challenges and successful approaches for each phase as well as various
classes of protein therapeutics, along with thoughtful analysis of lessons learned.
Contributors have been selected from both industry and academia and have a wide
range of experience and expertise in this area. The book will benefit scientists and
engineers involved at various stages of product development, commercial production,
project management, clinical, regulatory affairs, and quality assurance, and can serve
as an introduction and reference for students who are contemplating a career in the
biopharmaceutical industry.

Color versions of some of the text illustrations can be found at the following ftp
site address:
ftp://ftp.wiley.com/public/sci_tech_med/formulation_biopharmaceutical

Feroz Jameel
Susan Hershenson

Thousand Oaks, California
La Jolla, California
May 2010
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THE STRUCTURE OF
BIOLOGICAL THERAPEUTICS
Sheryl Martin-Moe, Tim Osslund, Y. John Wang, Tahir
Mahmood, Rohini Deshpande, and Susan Hershenson

1.1. INTRODUCTION

The first synthetic drug, acetylsalicylate, produced in 1895 and patented as aspirin
[1] (Bayer in 1900), marks the beginning of the modern pharmaceutical industry.
Throughout the early to mid-1900s there was significant emphasis on development
of synthetic antibiotics for infectious diseases and small organic molecules, which
continues to this day as the mainstay of the traditional (small-molecule) pharmaceuti-
cal industry. Advances in understanding the mechanism of reproductive functions and
metabolic diseases, such as diabetes and short stature, led to the discovery of polypep-
tide hormones. The early polypeptide hormone drugs were purified from organs, such
as insulin from animal pancreas or growth hormone from cadaver pituitary. The
first animal-derived insulin preparation to become commercially available was Iletin,
derived from bovine or porcine sources (Eli Lilly in 1923) [2]. Growth hormone,
which had to be derived from a human source, was originally produced by special
order in hospital laboratories and only commercialized much later in the United States
in 1976 [3]. Although these products were breakthroughs in the treatment of diabetes
and dwarfism, there were serious limitations with this type of production, including
availability of organs and issues with transmission of infectious diseases [4].
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During World War II, Edwin Cohn developed the plasma fractionation process
whereby blood components such as human serum albumin were produced to sup-
plement blood loss in wounded soldiers [5]. Polyclonal antibody therapeutics derived
from human plasma, such as immunoglobulins, were available as treatment as early as
the 1940s [6]. In 1968 the first of the blood enzymes, antihemophilic factor VIII was
commercialized by Baxter’s Hyland Division [7,8]. Although these products repre-
sented life-saving breakthroughs for the treatment of patients with chronic conditions
such as hemophilia, the production of plasma proteins also suffered from safety and
production-scale limitations since they, too, were isolated from natural sources [9,10].

Advances in the synthesis of peptides in solution and by solid phase made it
possible to produce peptides on the industrial scale [11]. However, until the advent
of recombinant DNA technology, purification from natural or semisynthetic sources,
with the attendant limitations of scale and/or concerns about impurities and infectious
agents, remained the only means of producing the larger polypeptide therapeutics,
such as insulin and human growth hormone.

The biotechnology industry began formally in 1976 with the founding of the
first biotechnology company, Genentech. Recognizing the significance of being able
to manipulate genes using the newly discovered tools of restriction endonucleases
and DNA ligases, Stanley Cohen and Herbert Boyer (a co-founder of Genentech)
outlined in a series of papers the foundation of modern biotechnology [12]. Recom-
binant DNA production systems are integrally related to the structure and function
of the protein products. The initial phase of recombinant production started with
expression and purification in bacterial systems such as Escherichia coil . Although
successful for many products, there can be serious challenges with refolding some
proteins purified from E. coli . In addition, if posttranslational modifications, such as
glycosylation, are required for activity, then E. coli is not viable as a host since the
machinery for this is not present. Subsequently, methods were developed for cloning
and expression of DNA sequences in yeast where refolding was not an issue but post-
translation modifications were limited, and in insect cell systems using Baculovirus
where modifications were closer (but still not identical) to those produced by human
cells but where scalability was an issue [13]. It was not until mammalian cell systems
such as Chinese hamster ovary (CHO) cells were established that recombinant DNA
technology could produce products closely resembling the full range of human pro-
tein structures. Mammalian systems enabled production of larger and more complex
protein therapeutics because of the ability of these cell systems to fold proteins cor-
rectly and add posttranslational modifications such as N -linked and O-linked glycans
essential for the biological activity and stability of many proteins. In addition, efforts
were initiated to improve pharmaceutical or pharmacokinetic properties of proteins.
Approaches included modification of the sequence, addition of glycosylation sites,
and fusions with domains such as the Fc portion of an antibody or chemical modifi-
cations such as addition of poly(ethylene glycol) or lipid. Today there are well over
a hundred protein therapeutics on the market in the United States alone, representing
a wide variety of structural classes; and the natural human proteins and chemically
modified derivatives continue to be a fruitful source of new therapeutic products [14].
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The first monoclonal antibody therapeutics to be introduced were murine anti-
bodies, based on the work of Kohler and Milstein on the continuous expression of
monoclonal antibodies in mouse hybridoma systems [15]. The first monoclonal anti-
body product produced by this technology was muromonab-CD3 (Orthoclone OKT-3
by Ortho in 1986), for reversal of kidney transplant rejection [16]. Over the following
decade methods for increasing the human content of therapeutic antibodies through
production of human–murine chimeras, followed by humanized and fully human MAb
constructions were developed. Today fully human antibodies are now commercially
produced [17]. Currently monoclonal antibodies constitute the most rapidly growing
class of human therapeutics and the second largest class of drugs after vaccines. There
are 26 approved monoclonal antibody-based biopharmaceutical products, mainly for
the treatment of cancer and autoimmune diseases, and there are well over a 100 drug
candidates currently under clinical development [18].

Antibodies have served as a natural biomolecular scaffold for various applica-
tions. The variable region serves as the antigen-binding site and provides an effective
humoral response against foreign substances and invading pathogens. A key advan-
tage of antibody therapeutics is their high level of specificity for the relevant disease
targets, which minimizes cross-reactivity and off-target toxicity and can thereby serve
to reduce adverse effects compared to other therapeutic approaches. New technologies
for generating humanized and fully human monoclonal antibody therapeutics are being
developed with the aims of extending the range of targets, increasing the efficiency of
production. In addition, the field continues to experiment with modified forms of the
basic monoclonal antibody platform to extend the already impressive performance of
this dominant class of biological therapeutics [19,20].

The following section introduces some of the major structural classes of recom-
binant therapeutic proteins. Consideration has been limited to this class and does
not include related topics such as synthetically derived peptides, protein vaccines, or
diagnostic reagents. Even for therapeutic proteins, the chapter is by no means com-
prehensive, but is rather intended to provide illustrative examples of each major class.
In addition some of the recent trends in the development of new classes of therapeutic
proteins are briefly considered. Figure 1.1 illustrates a few examples of the structural
range of current therapeutic protein structures, in comparison to small-molecule drugs
such as aspirin or an antibiotic.

1.2. NATIVE HUMAN PROTEINS AND ANALOGS

1.2.1. Polypeptide Hormones, the First Recombinant Therapeutics

The first wave of the biotechnology industry in the 1980s targeted replacement of
existing, nonrecombinant therapeutic proteins with high-purity, fully human proteins
produced using the new recombinant DNA technology. The first human protein to be
cloned and expressed was a polypeptide hormone, somatostatin, in 1977, based on
the work by Herbert Boyer et al. in laboratories at the University of California, San
Francisco and the City of Hope [21]. Soon after, the human polypeptide hormones
insulin [22] and growth hormone, or somatotrophin [23], were cloned and expressed
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Aspirin

Penicillin

MAB

Erythropoietin

Insulin

Figure 1.1. Molecular representations comparing the structural complexity of types of

parenteral drugs: aspirin (180 Da), penicillin (334 Da), insulin (5808 Da), erythropoietin

(36,000 Da), and a monoclonal antibody (MAB) (150,000 Da).

by recombinant DNA methods at Genentech for commercial purposes. To understand
the pressing medical need for recombinant sources, consider the cases of insulin and
growth hormone.

Prior to the production of recombinant insulin, insulin-dependent diabetics were
treated with insulin preparations from either bovine or porcine sources. Human insulin
was made from conversion of porcine insulin using a combination of enzymatic and
chemical treatment of the porcine product [24]. The three-dimensional conformation
is similar for insulin analoges from human, bovine, or porcine sources, in that the
A chain forms two antiparallel α helices, and the B chain forms a single α helix
followed by a turn and a β strand. The arrangement of the chains buries the disulfide
bonds and the aliphatic side chains in the nonpolar core. Insulin has the tendency
to self-associate forming dimer, hexamer, and multimers but is complexed with zinc
to form the hexamer [25,26]. Although the basic structure of the human, porcine,
and bovine insulins is similar, the preparations derived from animal tissues contained
many impurities (proinsulin, arginine insulin, and desamidoinsulin), some of which
elicited immune responses exacerbated by the dosing frequency. Additionally, seem-
ingly minor sequence differences between human and bovine insulin, in particular, may
have elicited antibody responses that reduced biological activity over time, resulting
in insulin resistance or altered pharmacokinetic profiles [27].

Recombinant human insulin was licensed to Eli Lilly by Genentech for develop-
ment, and was the first recombinant human protein therapeutic to be approved by the
US Food and Drug Administration (FDA) in 1982. The original Genentech production
process involved insertion of the nucleotide sequence coding for the insulin A and B



NATIVE HUMAN PROTEINS AND ANALOGS 7

chains into two different E. coli cells that were cultured separately at large scale. After
purification, the A and B chains were incubated together under appropriate conditions
to promote interchain disulfide bonds. Eli Lilly improved on this method by insertion
of a proinsulin nucleotide sequence into E. coli , allowing a single fermentation and
purification process. After purification there is proteolytic excision of the C peptide
to produce human insulin [24,28]. Today there are a number of insulin and insulin
analog products on the market produced by a variety of host cells and processes; for
example, in addition to a number of E. coli -derived products, at least one recombinant
human insulin is produced in yeast (Novolin by Novo Nordisk, approved in 2005).

Insulin variants have also been designed with specific pharmacokinetic proper-
ties. In 1987 the first group to design fast-acting insulin was at Novo Nordisk [29].
The FDA eventually approved three analogs of insulin for fast onset: insulin lispro
(Humalog by Lilly, in 1996), insulin aspart (NovoLog by Novo Nordisk in 2000), and
insulin glulisine (Apidra by Aventis in 2000). They differ from insulin in Lys-Pro at
B28 and B29, Asp at B28, and Lys and Glu at B3 and B29, respectively [16]. These
modifications generally disrupt the hexamer association, shifting the equilibrium in
favor of the monomer that is absorbed more rapidly [26].

For long-acting insulin, FDA granted approval of insulin glargin (Lantus by Aven-
tis in 2000) and insulin detemir (Levemir by Novo Nordick in 2005) [16]. Insulin
glargin contains an extra Gly on the A chain and two Arg residues on the B chain.
Insulin detemir is novel as B30 is omitted and a fatty acid (myristate) is attached at
B29 Thr [30,31] (see Table 1.1 for current insulin products).

In the case of growth hormone, patients (mainly children) had been treated
with drug derived from the pituitary gland of human cadavers. These patients often
experienced loss of response to the therapy, which was also linked to induction of
neutralizing antibodies attributed to the quality of the preparations [32]. These obser-
vations created a drive to introduce high-quality, native human protein therapeutics
that would avoid or minimize these adverse reactions and exposure to infectious
agents [23]. Genentech’s somatrem (Protropin, met-hGH) was approved for treating
growth hormone deficiency in children in 1985. The approval process was expedited
by the FDA after a number of deaths caused by virus contamination in pituitary
somatropin [33]. The plasmid used at that time was designed for E. coli cytoplasmic
expression, resulting in a protein, somatrem, with an extra methionine at the N ter-
minus of human growth hormone. By designing a plasmid with a signal sequence,
it was shown that E. coli could remove the signal sequence during the secretion
process to produce growth hormone without N -terminal methionine. On the basis of
this sequence difference, Lilly’s recombinant somatropin, Humatrope, also received
orphan drug exclusivity and received approval in 1987 [16]. By the end of 2008, there
were several recombinant somatropins on the market (Table 1.1).

Some of the smaller peptide hormones may be produced by either recombinant
DNA technology or chemical synthesis. Nesiritide (Natrecor, commonly known as
“brain” or B -type natriuretic peptide) has the same 32 amino acid sequence as the
endogenous peptide, which is produced by the ventricular myocardium, a single chain
with a disulfide bond between cysteines at 10 and 26. In the late 1990s, Scios made
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nesiritide by total peptide synthesis for clinical development, then for cost reasons
switched to manufacture the peptide using an E. coli expression system. The recom-
binant version was approved by the FDA in 2001 for congestive heart failure [16].
Together with glucagon (29 amino acids) and PTH (1–34), they are the smallest pro-
teins produced by recombinant DNA technology. Salmon calcitonin (32 amino acids)
was made either by total chemical synthesis in the Novartis product, or by the rDNA
process in Unigene’s product. This trend suggests that the cost of recombinant DNA
production is very competitive, with only small peptides consisting of up to 10 amino
acids produced exclusively by total chemical synthesis. Today there are a wide variety
of peptide hormone products on the market for treatment of diverse conditions (see
Table 1.1 for approved products in the United States).

1.2.2. Cytokines

Cytokines are proteins secreted from a variety of cells, including inflammatory leuko-
cytes and some nonleukocyte tissues. Unlike hormones, which are produced in distinct
glands and secreted into the bloodstream in order to act over long distances, cytokines
are produced and act locally where they regulate immune functions, inflammation,
and hematopoiesis. They are generally produced in low concentrations in the human
body and bind very tightly to their cognate receptors, often in the picomolar range
(as compared to hormones that bind in the nanomolar range). The cytokine ligand
often causes dimerization of the receptor as either a homo- or heterodimer. The bind-
ing of the cytokine to its receptor typically causes a phosphorylation event from an
intracellular kinase that is either part of the receptor or is closely associated with the
intracellular domain of the receptor, triggering a cascade of intracellular reactions [34].

1.2.2.1. Four-Helix Bundle Cytokines. This family of proteins shares a four-
helix bundle motif in which the first two helices are oriented in the opposite direction
relative to the second set of helices. This “up–up–down–down” motif requires two
long loops between the first and second helix, a small loop between the second and
third helix, and another long loop between the third and forth helix [35]. This unusual
connectivity between the loops was not apparent when the first cytokine structure of
interleukin-2 (IL-2) was published [36] but was later corrected [37]. IL-2 (aldesleukin
or Proleukin by Chiron in 1992) is used for treatment of kidney (renal) carcinoma [16].

The four-helix bundle cytokines can be subdivided into two subclasses (Fig. 1.2)
based on secondary and tertiary structure, those with long α helices and short crossing
angles between the helices, such as granulocyte colony-stimulating factor (GCSF); and
those in which the helices are significantly shorter and the crossing angles between
helices are relative large, for example, granulocyte macrophage colony-stimulating fac-
tor (GMCSF). Often the cytokines with the shorter helices have a small β strand con-
necting the long loops between helices A and B and C and D. Both classes have yielded
therapeutics, including methionyl GCSF or filgrastim (Neupogen by Amgen, in 1991)
to treat chemotherapy-induced neutropenia and GMCSF or sargramostim (Leukine
originally by Immunex, now Berlex in 1991) used postchemotherapy or bone marrow
transplantation to stimulate neutrophil recovery and mobilization of hematopoietic
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(a) (b)

Figure 1.2. Ribbon structures of (a) GCSF and (b) GMCSF, illustrating the two major subclasses

of four-helix bundle cytokines. Note the shorter helices and longer crossing angles of GCSF.

See the insert for color representation of this figure.

progenitor cells into the bloodstream [16]. Endogenous human GM-CSF is a glyco-
protein consisting of 127 amino acids. Sargramostim differs from that by a substitution
of the amino acid leucine for arginine at position 23 to stabilize the protein within the
expression system (yeast), and contains both N -linked and O-linked oligosaccharides
composed of mannose and N -acetylglucosamine [38]. A modified version of GCSF
has been developed in which a single polyethylene glycol (PEG) is conjugated at the
amino terminus, distal from the helical bundle and the lower half of the A helix, where
much of the receptor binding occurs [39]. Pegylation enhances the circulation time,
allowing less frequent dosing than unmodified GCSF [40]. Pegfilgrastim has been
commercialized (Neulasta by Amgen in 2002) for treatment of patients undergoing
chemotherapy to decrease the incidence of infection by febrile neutropenia [16].

Many members of the cytokine family of proteins are glycosylated in their native
states, often including both N - and O-linked glycans. During the initial phase of the
biotechnology industry, therapeutic proteins were produced in bacteria, which are inca-
pable of performing posttranslational glycosylation. This approach was successful for
a number of cytokines, including GCSF, growth hormone, and interferons. However,
bacterial production was not successful in all cases. For example, erythropoietin pro-
duced in bacteria lacks N -linked carbohydrates and, as a result, was quickly eliminated
from circulation. Therefore, it was necessary to develop more complex manufactur-
ing processes such as expression in CHO cells; CHO cell expression systems were
used for commercial production of erythropoietins such as epoietin alpha (Epogen
by Amgen in 1989 and Procrit manufactured by Amgen for Johnson & Johnson) for
anemia associated with kidney failure, generic Zidovudine-treated HIV, and cancer
patients on chemotherapy [16].

Second-generation products have been developed that are indicated for dosing
intervals longer than that for recombinant erythropoietin. In one example, two
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additional N -glycosylation sites were added to the molecule, resulting in a novel
erythropoiesis-stimulating protein, darbepoietin alfa (Aranesp by Amgen in 2001),
used for the treatment of chemotherapy-induced anemia [41]. In a second example,
pegylation was employed to modify epoietin beta [42] (Mircera by Roche, in 2007),
recently approved in the European Union (EU) for the treatment of anemia associated
with chronic renal failure [16]. Both approaches have led to regulatory approval for
treatment of anemia with less frequent dosing.

The interferons provide additional examples of helical cytokine structures.
Although the structure of interferon alpha has proved to be elusive, a homology
model suggests that it falls in the typical four-helix bundle cytokine structure [43].
IFN alpha-2 was the first cytokine to be approved by the FDA in two versions (A
and B), concurrently in June 1986. IFN alfa-2B (Intron A from Schering-Plough in
1986 for the treatment of hairy cell leukemia, followed by numerous indications,
including genital warts, AIDS-related Kaposi’s sarcoma, hepatitis B and C, malignant
melanoma, and follicular lymphoma) [16] and IFN alfa-2A (Roferon by Hoffman La
Roche in 1986 for hairy cell leukemia, and later hepatitis C and chronic mylegenous
leukemia) [16]. PEGINTRON, PEGylated Intron A, was introduced subsequently
(Schering-Plough in 2001) [16]. It is chemically conjugated using 12-kD PEG with
the greatest proportion (≈48%) derivatized to the His34 residue, and retains about
28% in vitro antiviral activity relative to Intron A. In clinical studies, PEGINTRON
demonstrated a serum half-life of 48–72 h consistent with once-weekly dosing [44].
Roferon has also been PEGylated using branched 40-kD PEG at lysine residues
(PEGasys by Hoffmann-La Roche, in 2002). Plasma half-life was increased from
3–8 h to 65 hours, and Tmax was prolonged from 10 to 80 h. Although it retains only
7% of the in vitro antiviral activity, it is efficacious by weekly dosing [45].

The structure of interferon beta has been determined to be a helical bundle topol-
ogy similar to other cytokines, but with five alpha helices in its bundle [46] instead of
four. Interferon beta-1b, which is bacterially produced and therefore nonglycosylated,
was approved for treatment of patients with multiple sclerosis (Betaseron by Chiron in
1993). Cysteine 17 is mutated to serine to avoid disulfide scrambling [16]. Interferon
beta-1a (Avonex by Biogen, in 1996) is a 166–amino acid glycoprotein made in CHO
cells, where it is also glycosylated. The impact of the glycosylation can be seen in the
recommended doses and administration schedule for the two products, which are quite
different in that Betaseron is administered at 0.25 mg subcutaneously every other day,
whereas Avonex is given 0.03 mg intramuscularly once a week [16].

Some of the more diverse structures in the cytokine family include interferon
gamma (Actimmune by Intermune in 1999), used for chronic granulomatous dis-
ease and delaying progression of severe malignant osteoperosis, and stem cell factor
(Ancestim by Amgen, currently licensed to Biovitrum AB) [16]. The core structure
of IFN gamma contains six alpha helices that self-associate to form a homodimer in
its active state [47]. The native factor contains a transmembrane domain in addition
to the four-helix bundle core motif that accounts for the biological activity. It also
self associates to form a noncovalent dimer with a head-to-head orientation between
the 2 four-helix bundles. Ancestim (Stemgen by Amgen, available in New Zealand),
consists of the extracellular domain only [48].
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Figure 1.3. Superimposition of the ribbon structures of FGF-1 (green), FGF-2 (blue), and

FGF-7/KGF (red). The β trefold is a common structural motif for the FGF family of proteins. See

the insert for color representation of this figure.

1.2.2.2. Fibroblast Growth Factor (FGF) Family of Cytokines. In contrast
to the four-helix bundle cytokines, this family of proteins is structurally composed of β-
trefoil architecture. Twelve antiparallel β strands are folded into three β–β–β (trefoil)
units (Fig. 1.3). Twenty-three members of this family have been identified on the basis
of sequence homology and structure. Although there is only 40% sequence homol-
ogy between FGF1 and FGF7/KGF (keratinocyte growth factor), their conformational
structures are almost identical [49]. The most significant difference between the two
structures is the receptor-binding domain, which is slightly larger in FGF7. Although
both FGF1 and FGF2 advanced to clinical trials, the only member of the FGF family
to be approved in the United States is KGF (Palifermin by Amgen in 2004, currently
licensed to Biovitrum AB), used to alleviate mucositis, a common complication of
high-dose chemotherapy and radiation treatments associated with bone marrow trans-
plant [16]. [FGF2 (Fiblast by Kaken Seiyaku) was approved in Japan in 2001 for use in
wound healing and is currently (as of 2009) in clinical trials in the United States [50].]
Anakinra, an interleukin-1 receptor antagonist (IL-1RA), adopts a similar β-trefoil fold
[51], although not related to the FGF family of proteins in sequence, and has been
approved for treatment of rheumatoid arthritis (Kineret by Amgen in 2001) [16].

1.2.2.3. Cystine Knot Cytokines. Resolution of the structures of the
neurotrophic factors, nerve growth factor (NGF), brain-derived neurotrophic factor
(BDNF), and neurotrophin 3 (NT3), revealed a novel protein topology in which two
molecules form a homodimeric, biologically active protein [52]. One unusual aspect
of this characteristic fold is the position of six cysteines, which was eventually termed
the “cystine knot” motif. In this motif two disulfide bonds form an amino acid ring
in the peptide backbone, which is penetrated by a third disulfide bond (Fig. 1.4). The
cystine knot motif is also shared by human transforming growth factor-β2 (TGFβ),
vascular endothelial growth factor (VEGF), and a variety of sequence-unrelated
but structurally similar proteins [53]. Although many of the original therapeutic
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Figure 1.4. Ribbon structure of BDNF, representing the structure of the family of proteins

termed cystine knot cytokines. See the insert for color representation of this figure.

candidates in this structural class have not been commercialized, a few have made it
to the market. Platelet-derived growth factor (Regranex or becaplermin by OMJ in
1997) in carboxymethyl cellulose topical gel was approved for treatment of diabetic
foot ulcers [16]. A second use of PDGF is in a calcium phosphate matrix used for
the treatment of periodontal bone defects, (GEM 21S by Biomimetics in 2005). Other
cases of growth factors incorporated into a matrix are bone morphogenic protein-7
(BMP-7) (OP-1 Putty by Stryker Biotech in 2001) as osteoinductive and conductive
bone graft material, and BMP in an absorbable collagen sponge (dibotermin-α as
INFUSE bone graft device by Wyeth in 2004), which is indicated for spinal fusion
procedures in skeletally mature patients with degenerative disk disease (all are
mentioned in Ref. 54).

1.2.3. Enzymes and Blood Factors

This is a highly varied class of proteins, comprising a number of diverse structures. As
with insulin and human growth hormone, a number of products in this category had
prerecombinant antecedents. These include serum-derived versions of albumin, blood
factors such as factor VIII, RhoGam [Rh(rhesus) factor], Gamimune, and immune
globulins. The procurement of a safe blood supply has been difficult until relatively
recently, and transmission of hepatitis and HIV viruses has occurred, resulting in infec-
tion of patients using blood-derived products. In the past, over 60% of hemophilic
patients were likely to be accidentally infected [55]. Today the production of these
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factors from human plasma is significantly safer with the addition of advanced meth-
ods for blood screening for infectious agents and addition of viral inactivation steps
to the production process [6]. Although many blood-derived products now exist as
recombinants, even today not all members of the very diverse and complex category
are available as recombinant products.

Recombinant antihemophilic factor (recombinant factor VIII) is, at 2332 amino
acids and 280 kDa, the largest commercial protein made by recombinant technology. In
its native form it is a glycoprotein with a domain structure of A1–A2–B–A3–C1–C2,
in which the heavy chain is composed of A1–A2–B domains and the light chain
comprises the remaining domains [56]. There are 25 Asn glycosylation sites [57], six
tyrosine sulfation sites [58], eight disulfide bonds, and three free cysteines [59], and
the presence of a metal ion [60]. Recombinant factor VIII (rFVIII) was first cloned by
Genentech, licensed to Bayer, and approved by the FDA (Kogenate in 1992). Several
rFVIII products are currently on the market, including Kogenate FS (Bayer); ReFacto,
an engineered version of factor VIII with a deleted B domain, resulting in a molecule
that is 110 kDa, smaller than the full-length protein (Genetics Institute/Wyeth). Xyntha,
an albumin-free formulation of ReFacto, and Advate (Baxter) are serum-free factor
VIII products [16].

In 1987 Genentech received approval for Alteplase, a recombinant tissue plas-
minogen activator (r-tPA) to dissolve blood clots in patients with acute myocardial
infarction. tPA is a multidomain serine protease that converts plasminogen to plasmin,
a required step in blood coagulation [61,62]. Alteplase is a single-polypeptide chain
composed of 527 amino acids held together by 17 disulfide bridges with four poten-
tial sites for N -linked glycosylation. By homology with other proteins, alteplase is
divided into five domains. A domain homologous to fibronectin type I finger extends
from residues 1 to 43; residues 44–91 are homologous to human epidermal growth
factor; the kringle 1 (92–173) and kringle 2 (180–261) regions are homologous to
the kringle regions found in plaminogen and prothrombin; the C -terminal region of
alteplase, comprising residues 276–527, is homologous to the trypsin family of ser-
ine proteases and contains a catalytic active site formed by His [322], Asp [371],
and Ser [478] [63]. Retavase (Reteplase, by Boehringer Mannheim in 1996, also for
dissolving blood clots) is a nonglycosylated deletion mutein of tissue plasminogen
activator (tPA), containing the kringle 2 and the protease domains of human tPA.
Retavase contains 355 of the 527 amino acids of native tPA (amino acids 1–3 and
176–527) which allows production in E. coli . It has a longer half-life than does its
parent molecule, tPA, which is attributed in part to lack of glycosylation and resul-
tant inability to be cleared by the mannose receptor pathway [16,64]. Tenecteplase
(TNKase by Genentech in 2000) is another r-tPA variant. TNKase is approved for
treatment of acute myocardial infarction. It contains a number of amino acid changes
(Asn for Thr [102], Glu for Asn [116], and tetraalanine for amino acids 296–299)
compared to alteplase, which results in enhanced fibrin selectivity [16].

Following the observation that it was effective in reducing the viscosity of human
sputum, DNase was developed as a therapeutic to reduce the concentration of free
DNA in the lungs of patients with cystic fibrosis. The original product was isolated
from bovine sources; however, this was replaced by the recombinant form dornase alfa,
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(Pulmozyme by Genentech in 1993). Dornase alfa is a single-polypeptide chain of 260
amino acids with two N -linked glycosylation sites. It is classified as an αβ protein
with 2 six-stranded β-pleated sheets packed against each other into a hydrophobic
core [16]. The α helices and extensive loop regions flank the two antiparallel β sheets.
The conformation and stability are both highly dependent on the binding of calcium.
Pulmozyme is delivered by inhalation using a jet nebulizer [65].

Lysosome storage disorders are genetic diseases caused by a deficiency in enzyme
activity, and patients have benefited from enzyme replacement therapy. The first prod-
ucts were modified placental proteins that have been largely replaced by recombinant
proteins. Gaucher’s disease is an example of an autosomal recessive lipid storage
disorder caused by the deficiency of the lysosomal enzyme β-glucocerebrosidase. The
mannose terminated recombinant product is imiglucerase (Cerezyme, by Genzyme
in 1994) and is produced by recombinant DNA technology using CHO cells. Puri-
fied imiglucerase is a monomeric glycoprotein of 497 amino acids, containing four
N -linked glycosylation sites and has a molecular weight of 60,430 Da. Imiglucerase
differs from placental glucocerebrosidase by one amino acid at position 495, where his-
tidine is substituted for arginine. Somewhat different from the carbohydrate structures
of native placental glucocerebrosidase, the oligosaccharide chains have been modified
to terminate in mannose sugars. These mannose-terminated oligosaccharide chains are
specifically recognized by endocytic carbohydrate receptors on macrophages, the cells
that accumulate lipid in Gaucher’s disease. This recognition facilitates the enzyme to
enter these cells more efficiently to cleave the intracellular lipid that has accumulated
in pathological amounts [16]. This example illustrates molecular modifications that
may be introduced to influence biodistribution, thereby enhancing activity [66].

The foregoing examples serve to illustrate a fraction of the highly diverse cat-
egory of enzymes and blood factors that are currently produced using recombinant
DNA technology, including factors that were originally commercialized from human
plasma sources and later converted to recombinant DNA production and others whose
production was initially enabled by the advent of recombinant DNA technology. The
latest breakthrough in this field occurred in February 2009, when the FDA approved
recombinant human antithrombin expressed in genetically engineered goats (ATryn
by GTC Biotherapeutics) for the prevention of perioperative and peripartum throm-
boembolic events, in hereditary antithrombin deficient patients [16]. (For a complete
listing of enzymes and blood factors approved in the United States, see Table 1.1.)
At the same time, there are a number of blood enzymes and factors that continue to
be isolated from human serum, presumably due to the complexity of producing these
proteins using recombinant technology combined with substantial improvements in
the safety of the blood supply [67], such as albumin (by Octapharma in 2006) used to
restore blood volume, alpha-1 proteinase inhibitor (Aralast by Baxter in 2002, Zemaira
by Aventis Behring in 2003) for genetic emphysema, antihemophilic factor/von Wille-
brand factor complex (Alphanate, by Grifols Biologics in 2007 and Humate-P by CSL
Behring in 2007), for hemophilia, C1 esterase inhibitor (Cinryze by Lev Pharmaceuti-
cals in 2008) for use in hereditary angioedema attacks, immune globulin (by numerous
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companies) for immune deficient diseases, thrombin (Evithrom by Omrix Biopharma-
ceuticals in 2007) for an aid in hemostasis, and protein C (Ceprotin by Baxter in
2007) for venous thrombosis and purpura fulminans [16].

1.2.4. Fusion Proteins

In the early 1980s the preferred approach for most biotechnology companies was to
make recombinant proteins that were structurally as close as possible to the naturally
occurring human form, with the expectation that this would minimize antigenicity.
Almost from the beginning, however, the need to overcome stability, pharmacokinetic,
or other limitations of the native proteins led to the introduction of various strategies
to engineer protein therapeutics to improve their pharmaceutical properties (see earlier
discussion). Fusion proteins represent a further evolution in the technology to improve
pharmacokinetics. One of the initial purposes for developing fusion protein products
was to join two different activities in a single molecule in the hope that the combined
functionality would have a synergistic effect. A more widespread application has
been to fuse an active binding protein or domain with the Fc domain of an IgG
(see Table 1.1, p. 12). The binding domain confers the desired activity, while the
Fc domain serves to increase overall molecular size and prolong circulation time.
The complete molecule can be expressed recombinantly, which eliminates the need
for a chemical modification step such as pegylation. A well-studied fusion protein is
etanercept (Enbrel by Immunex/Amgen in 1998 for moderate to severe rheumatoid
arthritis, 2002 for psoriatic arthritis, 2003 for ankylosing spondylitis, and 2004 for
moderate to severe plaque psoriasis). The fusion protein is bivalent, having two TNFα

receptors fused to the Fc region of an IgG1 antibody (see Fig. 1.5). It functions by
binding to tumor necrosis factor alpha (TNFα) to interrupt the immunological cascade
that triggers rheumatoid arthritis in many patients [16,68].

Peptibodies may be considered a class of Fc fusion proteins in which a bio-
logically active, nonnative peptide is fused with the Fc portion of an antibody (see
next section for discussion of Fc properties). The fusion can take place at either the
amino or carboxyl terminus or even, in some cases, within the Fc domain. Pepti-
bodies can be expressed and refolded from bacteria, whereas the more complex Fc
fusion proteins generally require mammalian cell expression systems. The first pep-
tibody to be approved by was romiplostim (Nplate by Amgen in 2008) [16,69,70].
The molecule was designed to target chronic immune thrombocytopenic purpura and
has been demonstrated to be an effective thrombopoiesis-stimulating protein. It is
composed of a disulfide-bonded human IgG1 heavy-chain and κ light-chain constant
regions with two peptide sequences fused at residue 228 of the heavy chain with a
polyglycine linker between the peptide and FC fragment.

A unique fusion protein is denileukin diftitox (ONTAK by Seragen in 1999),
approved for the treatment of patients with persistent or recurrent cutaneous T-cell
lymphoma whose malignant cells express the CD25 component of the IL-2 receptor.
Denileukin diftitox is a genetically engineered cytotoxic fusion protein consisting of
the amino acid sequences for the enzymatically active portion of diphtheria toxin fused
to the sequence of human interleukin-2, resulting in a molecule that is cytotoxic for
cells bearing the target IL-2 receptor [16].
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TNF Receptor Domain

TNF Receptor Domain

Figure 1.5. Structure of entanercept, a fusion protein with two tumor necrosis factor

receptors fused to the Fc of an IgG1.

1.3. ANTIBODIES

Antibodies or immunoglobulin proteins are produced in response to non-self antigens
and are a key mechanism for defence against pathogenic organisms and toxins. The
distinguishing characteristics of antibodies are the enormous diversity and specificity
of antigens that can be recognized. The antibody protein consists of two light (∼
25-kDa) and two heavy (55–65-kDa) chains that adopt β-pleated sheet structures
arranged in a symmetric fashion producing an overall Y-shaped quaternary structure.
There are five classes of antibodies, IgG, IgM, IgD, IgA, and IgE, which are defined
by their particular heavy chains. The main serum antibody, IgG, is the antibody
class used almost exclusively in therapeutic antibodies (Fig. 1.6). The two heavy
chains are joined at the hinge region by disulfide bonds, and the two light chains
are each linked to a heavy chain by a disulfide bond such that the intact molecule
is about 160 kDa. Each chain has a variable (V) domain at the amino terminus
containing about 110 residues that is involved in antigen binding and a constant
(C) domain at the carboxyl terminus that determines the subclass or isotype. Some
mouse and human antibodies are glycosylated at a conserved site in the CH2 domain
(Asn297) with an N -linked fucosyl biantennary complex that can be sialylated. O-
Linked oligosaccharides have been reported mainly in the hinge region and possibly
the Fc region [71]. Glycans can affect binding to antigens and are important for
interactions with other components of the immune system, including complement and
Fcγ receptors on cytotoxic T lymphocytes.

There are two major variations within the light chain that are designated kappa
and lambda . Most antibodies developed for therapeutic use have the kappa version
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Figure 1.6. Examples of therapeutic antibody constructs. Cartoon structural representations

of an intact human IgG1 monoclonal antibody [72] and F(ab′)2 and Fab fragments derived

from it, an scFv [72], and an scFv dimer diabody [74]. The heavy chains are shown in magenta

and green and light chains, in yellow and wheat. The carbohydrate component of the whole

IgG1 molecule is shown as a stick representation and the cystiene residues linking the heavy

and light chains are shown in red. The images were produced from PDB files using Pymol

(DeLano Scientific, LLC). See the insert for color representation of this figure.

of the light chain; this bias is also found in the structural database, where there are
almost 20 times as many kappa structures than lambda. Differences in amino acid
sequence between the two light chains lead to specific variations in domain packing,
thermodynamics, and structure [78]. The insertion of a single amino acid at the elbow
between the variable domain and the constant domain within the light chain of the
lambda variation may introduce more flexibility for the overall domain allowing the
elbow angle to be significantly larger than the kappa version of the light chain [76].

There are four subclasses of IgG in humans: IgG1, IgG2, IgG3, and IgG4. From a
sequence and structural perspective, the major difference between the IgG subclasses
resides in the length and flexibility of the hinge region. This region links domains
of β-pleated sheets and can be cleaved by proteases to produce large fragments that
delineate specific functions. The portion of the constant region between the C terminus
and the hinge is the Fc (crystallizable) fragment, and the remaining Fab fragment
contains the antibody-combining (i.e., antigen-binding) site. Most of the approved
therapeutic human(ized) monoclonal Abs are the IgG1 kappa subclass [71]. The IgG1
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subtype has a hinge region 15 amino acids in length, with two interchain disulfide
bridges. This configuration allows the Fab region to rotate freely on the tethering
region of the first disulfide bond. In contrast, the IgG2 hinge region is 12 amino
acids in length, with a polyproline helix and four disulfide bonds. This more rigid
configuration restricts the flexibility of the Fab [80]. Subclass IgG3 has an extended
hinge region of 62 amino acids with up to 11 disulfide bonds. Although this results in
a larger molecule [78], it is more susceptible to proteases, resulting in a shorter half-
life [79–81]. The hinge region of the IgG4 is three amino acids shorter than the IgG1
hinge and contains a proline substitution for serine, which allows for an intrachain
disulfide bond. The intrachain disulfide bond changes the position of the Fab relative
to the Fc allowing direct contact of the CH1 domain with the CH2 domain, resulting
in a more compact structure relative to the other IgG molecules. In addition, although
IgG4 antibodies are expressed as bivalent molecules similar to the other IgGs, IgG4
antibodies have a propensity to swap light and heavy chains [82], creating bispecific
structures and half molecules [83].

The human subclasses of IgGs also differ in effector functions, mediated by their
Fc domains. The Fc domain recruits cytotoxic effector functions through comple-
ment, which is referred to as complement-dependent cytotoxicity (CDC) and/or through
interactions with Fc-gamma receptors (on gamma globulins) which is referred to as
antibody-dependent cell-mediated cytotoxicity (ADCC) and antibody-dependent cell-
mediated phagocytosis (ADCP) [84]. Complement-dependent cytotoxicity results from
interaction of cell-bound antibodies with proteins of the complement cascade system
starting with binding of complement protein C1q to the Fc domain. This causes a
conformational change in C1q that initiates an enzymatic cascade of complement pro-
teins that spreads rapidly and ends in formation of the membrane attack complex that
causes lysis of the target [85]. ADCC and ADCP are governed by engagement of the
Fc region with a family of Fcγ receptors (FcγRs) [86]. In humans, this protein family
comprises FcγRI (CD64); FcγRII (CD32), including isoforms FcγRIIa, FcγRIIb, and
FcγRIIc; and FcγRIII (CD16), including isoforms FcγRIIIa and FcγRIIIb. FcγRs are
expressed on a variety of immune cells, and formation of the Fc/FcγR complex recruits
these cells to sites of bound antigen, typically resulting in signaling and subsequent
immune responses such as release of inflammation mediators, B-cell activation, endo-
cytosis, phagocytosis, and cytotoxic attack of the target cell. All FcγRs bind IgG Fc,
yet with differing high (FcγRI) and low (FcγRII and FcγRIII) affinities [87]. Further-
more, whereas FcγRI, FcγRIIa/c, and FcγRIIIa are activating receptors characterized
by an intracellular immunoreceptor tyrosine-based activation motif (ITAM), FcγRIIb
has an inhibition motif (ITIM) and is therefore inhibitory. Engineered Fc variants
have been created with improved FcγR affinity and specificity that provide significant
enhancements in cytotoxicity [88,89].

Broadly, IgG1 and IgG3 are more competent at inducing cytotoxicity than are
IgG2 and IgG4 [18,90]. If the mechanism of drug action requires a cytotoxic event,
then IgG1 may be the most desirable subclass with the best half-life. If effector func-
tion is not needed or is considered undesirable then IgG2 or IgG4 may be preferred.
For example, denosumab, recently filed for postmenopausal osteoporosis and patients
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undergoing hormone ablation for prostate or breast cancer, is an IgG2, which may
provide a safety advantage (Amgen, filed in 2008) [91–93].

The first monoclonal antibodies were murine antibodies obtained by hybridoma
technology. The half-life of murine MAbs is typically relatively short, likely because
of the inability of the MAbs to interact with the human neonatal Fc receptor [90].
This property of murine MAbs is used to advantage for diagnostics or therapeutics,
where it is desirable to clear the MAb quickly after the procedure. For example,
two radioisotope-conjugated anti-CD20 MAb preparations, ibritumomab tiuxetan-111In
or- 90Y, (Zevalin by IDEC in 2002) and tositumomab- 131I, (Bexxar by SmithKline
Beecham in 2003), both for treatment of non-Hodgkin’s lymphoma, utilize murine
MAbs that are cleared relatively rapidly [16]. There are relatively few commercial
murine MAb therapeutics, most likely owing to the potential for human anti-mouse
immunogenic responses [94].

Several years after the introduction of murine MAbs, a new class of therapeu-
tic MAbs consisting of mouse/human chimeric antibodies received FDA approval.
Chimeric MAbs generally combine the variable regions of a mouse antibody with
the effector or constant regions of a human antibody, resulting in antibodies that are
approximately 65% human in sequence. Chimeric antibodies generally exhibit reduced
immunogenicity and increased plasma half-life compared with those of murine Mabs
[90]. Examples of chimeric MAb products include rituximab that targets CD20 (Rit-
uxan by IDEC and Genentech in 1997) for the treatment of patients with B-cell
non-Hodgkin’s lymphoma, and infliximab, which targets tumor necrosis factor alpha
(TNFα) (Remicade by Centocor in 1998 for Crohn’s disease and in 1999 for rheuma-
toid arthritis) [16].

The next step in increasing the human component of MAb therapeutics was to gen-
erate humanized MAbs. These antibodies generally combine the hypervariable regions
of a mouse (or rat) antibody within the framework of a human antibody molecule.
Most of the MAbs on the market today are in this class. Examples include daclizumab,
which targets CD25 (Zenapax by Hoffman-La Roche in 1997) [16] for prophylaxis
of acute organ rejection in patients receiving renal transplants; anti-HER2/neu anti-
body, trastuzumab (Herceptin by Genentech in 1998), approved for treatment of
metastatic breast cancer in HER2-positive patients [16]; and bevacizumab, which tar-
gets VEGF (Avastin by Genentech, in 2004 for treatment of colorectal cancer, in 2006
for advanced lung cancer, and in 2008 for metastatic breast cancer) [16].

Fully human MAbs can now be produced by replacing murine immunoglobulin
genes with human immunoglobulin genes, leading to the production of fully human
monoclonal antibodies [95]. Examples of fully human MAb products include adali-
mumab (Humira, by Abbott in 2002), a fully human anti-TNF MAb for treatment of
rheumatoid arthritis and subsequently for psoriastic arthritis in 2005, Crohn’s disease
in 2007, and plaque psoriasis in 2008; and panitumumab (Vectibix by Amgen in 2006)
for treatment of colorectal cancer [16].

As with other classes of protein therapeutics, immunogenicity continues to be a
safety consideration for antibodies, although the advent of humanized and fully human
MAb constructs has led to a reduction in the general level of risk and facilitated their
application to an increasingly wide range of therapeutic indications [90,96]. Today,
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monoclonal antibodies constitute by far the largest and fastest growing category of
biological therapeutics, with 26 currently approved in the United States alone (see
Table 1.2) and hundreds in various stages of clinical and preclinical development
[18]. The majority of the current MAb products are approved for cancer therapy
[18]; however, as experience with this class of therapeutics increases, the range of
indications is expanding rapidly.

1.3.1. Antibody Conjugates

Attempts to produce antibody conjugates carrying a toxin can be traced to the 1970s
[97]. Early attempts included conjugation of diphtheria toxin (a protein) to an anti-
body, followed a few years later by conjugates of daunomycin and adriamycin, small
molecules that were covalently bound to antibodies [98]. Interest was driven by the
potential advantages of conjugates, including reduced toxicity due to better localiza-
tion of the toxin as well as, in some cases, greater efficacy based on a combination of
effects from both the targeting moiety and the toxin. Early drug candidates failed for a
number of reasons including insufficient information regarding tumor antigens, murine
antibody prompted immune responses, short biological half-life of murine antibodies,
and issues with linker chemistries. For conjugates containing protein toxins, inefficient
internalization of the toxin posed another hurdle [99].

Despite the considerable challenges and early low success rate, interest in this
format has persisted, based on its obvious potential advantages, and several antibody
conjugates have been approved by the FDA. These include conjugates with isotopes
such as Bexxar and Zevalin [100], and the only toxin conjugate, gemtuzumab ozogam-
icin (Mylotarg by Wyeth in 2000), approved for the treatment of elderly patients
suffering from CD33-positive acute myeloid leukemia [16,100]. A humanized IgG4
kappa MAb was selected for this application because the effector functions are not
needed, and the IgG4 subclass reportedly has reduced nonspecific binding to nor-
mal tissues [101]. The anti-CD33 antibody is conjugated with a cytotoxic antitumor
antibiotic, ozogamycin (N -acetyl-γ-calicheamicin). The drug load is about four to
six molecules of ozogamycin per antibody molecule, with approximately 50% of the
antibody conjugated and the remaining 50% unconjugated. The linker contains two
cleavable bonds (disulfide and hydrazone) [102].

Today most conjugates are based on humanized or human MAbs, and new
linker chemistries have also been developed. A comprehensive review article on
antibody–drug conjugates has recently been published [103]. Advances in the
understanding of cancer biology have led to selection of improved targeting agents
and a wider range of toxins; and a number of antibody conjugates are currently in
various stages of clinical testing and preclinical development [99].

1.3.2. Fab

For some applications, the Fc-mediated effector functions and prolonged serum
circulation times are not required or may even be detrimental to the desired activ-
ity of the therapeutic. Eliminating the Fc domain to create F(ab′)2 results in a molecule
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that retains the bivalent character of the antibody structure in a smaller construct,
whereas Fab’s are monovalent (Fig. 1.6). Both constructs can enable bacterial pro-
duction and may enhance tissue penetration. Ranibizumab (Lucentis, by Genentech in
2006), approved for treatment of wet acute macular degeneration, is a recombinant
humanized IgG1 kappa isotype Fab that binds to and inhibits the biological activity
of human VEGF-A [16]. Designed for intravitreal injection, the Fc domain functions
were not needed; and elimination of complement-mediated or cell-dependent cytotox-
ity, as well as rapid systemic clearance were additional advantages [104]. In addition,
point mutations were introduced into the CDR region of the parent anti-VEGF Fab
to enhance binding potency [105]. Pharmacokinetic studies of primates showed that,
after a single intravitreal administration, biologically effective retinal concentrations of
ranibizumab were maintained for one month, while serum levels were 1000–2000-fold
lower than the ocular levels [106].

Certolizumab pegol (Cimzia, by UCB in 2008) is a PEGylated version of an
anti-TNFα monoclonal antibody fragment approved for treatment of Crohn’s disease.
The humanized antibody fragment is a F(ab′)2, (i.e., two Fab fragments linked by a
disulfide bond), manufactured in E. coli , with a light chain of 214 amino acids and a
heavy chain of 229 amino acids. In order to improve half-life without losing binding
avidity, two PEG moieties (20 kDa each) are conjugated to one cysteine residue in the
hinge region, distant from the antigen-binding region. This enhances the elimination
half-life up to 311 hours. Given that the construct does not contain an Fc portion, it is
incapable of inducing in vitro complement activation, ADCC or apoptosis [16,107].

1.3.3. Newer Antibody-Derived Structures

With increasing application in research, biotechnology, and medical therapy, it has
become obvious that antibodies, with all their merits, also suffer inherent disadvan-
tages under some circumstances. Immunoglobulin (Ig), molecules are rather large,
thus limiting tissue penetration. For solid tumors, there are the additional problems
imposed by penetration through the vasculature and dispersion against an interstitial
pressure. In addition, IgGs are composed of two different polypeptides, the light and
heavy chains, which requires complicated cloning steps for recombinant expression;
they are also glycosylated, which requires eukaryotic cell culture, time-consuming
optimization, and limited production capacities. The complex architecture of their
antigen-binding site formed by six hypervariable loops, three from each chain, can
be difficult to manipulate simultaneously if synthetic libraries are to be generated.
The constant Fc region mediates immunological effector functions that are crucial for
only a few biopharmaceutical applications and may lead to undesired interactions;
in some cases the long serum half-life of a full-length MAb can be a disadvantage.
Consequently, there is an emerging need for antibody alternatives with improved fea-
tures. Beyond Fabs, even more radical approaches are being investigated, including
dissecting the molecule into constituent domains and recombining them to generate
monovalent, bivalent, or even multivalent fragments [19]. Some of these products are
now in preclinical and clinical trials [108].

Single-chain variable fragments (scFv’s) are an increasingly popular format in
which the VH and VL domains are joined with a flexible polypeptide linker to prevent
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dissociation (Fig. 1.6). As with Fab’s, scFv fragments, comprising both VH and VL

domains, may retain the specific, monovalent, antigen-binding affinity of the parent
IgG, while showing improved tissue penetration and rapid pharmacokinetics [108].
Despite early excitement concerning the functional activity of single V domains, these
fragments were poorly soluble and prone to aggregation. More recent reports on
camelid antibodies have revived interest in this class since, unlike mouse VH domains,
camelid VhH domains are in general soluble and can be produced as stable in vitro
targeting reagents for diagnostic platforms and nanosensors [109]. For therapeutic
applications, humanization may be required to reduce immunogenicity.

It may be desirable for some applications to design multivalent antibody frag-
ments with greater functional avidity and slower dissociation rates for cell surface or
multimeric antigens. In addition to increased avidity, multivalent engagement of cell
surface receptors may result in increased activation of transmembrane signaling, which
may improve the therapeutic efficiency of some antibodies [110,111]. Fab and scFv
fragments have been engineered into dimeric, trimeric, or tetrameric conjugates using
either chemical or genetic crosslinks [19]. One strategy to genetically encode multi-
meric scFv’s has been the reduction of scFv linker length (to five or fewer residues),
which directs self-assembly into these multivalent antibody forms [112]. The diabod-
ies may prove to have stability advantages in vivo, although additional optimization
of the linker sequences may be required to control protease degradation. Alternatively
disulfide linkages can stabilize bivalent diabodies (Fig. 1.6). More recently, stable Fv
tetramers have also been generated by noncovalent association [113].

For solid tumors, a number of approaches are being explored to increase vascular
penetration and improve tissue distribution. One such approach is targeting fragments
to surface molecules on endothelial caveolae, specialized plasmalemmal invaginations
that can transcytose across the normally restrictive endothelial cell barriers [114].
This may allow greater penetration into and accumulation throughout solid tumors
to enable more effective delivery of imaging agents or therapeutic payloads [108].
Another emerging format is produced by heterodimeric association of two domain-
swapped scFv’s of different specificity. These molecules are designed to bind two
different epitopes on the same target, thereby increasing avidity and specificity, or to
bind two different antigens for different applications such as recruitment of cytotoxic
T and natural-killer cells. One class of bispecific scFvs and diabodies are designed
to bind CD3 T-cell coreceptor and thereby recruit cytotoxic T cells to the tumor site.
Diabody–Fc fusions can target two cell surface receptors such as IGFR and EGFR
simultaneously, to elicit rapid IGFR internalization and recruit effective antibody-
dependent cellular cytoxicity. Another application of multiple specificity constructs is
pretargeting (e.g., multistep delivery of an antibody–strepavidin conjugate to a recep-
tor followed by biotin labeled with a radioisotope) [108]. Additionally, scFv–cytokine
fusion proteins are another format being explored as cancer therapeutics. In intial
evaluations, poor protein production, adverse immune reactions, and vascular leak
syndrome limited their preclinical evaluation. However, some scFv–cytokines have
begun to show promise, such as scFv–IL12 fusion proteins that were found to be
superior to IL-12 alone in a lung metastasis model [115].
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1.4. THERAPEUTIC PROTEIN ALTERNATIVES TO ANTIBODY-DERIVED
SCAFFOLDS

As crystallography and genome sequencing converge, it has become apparent that
biological recognition is dependent on properties of shape and charge, rather than
simply the primary sequences involved in protein binding [116]. This observation has
triggered efforts to create alternative protein scaffolds with potential for high-affinity
binding of a broad range of specific targets. Similar to the novel antibody-based con-
structs, it is hoped that these alternative formats may confer additional advantages or
specific capabilities, such as bacterial production, enhanced stability, increased tissue
penetration, multivalent structures, alternate routes of delivery, and/or other features.
By exploring more diverse sequence and structural space, it may be possible to extend
the performance range of protein therapeutics even further. The alternative scaffolds
can be derived from natural proteins found in eukaryotic or bacterial organisms. Core
structures may be modified by incorporating sequences for target binding and/or other
functions, or novel binding surfaces may be derived from these sources. A few of
these emerging scaffolds, intended to illustrate some of the basic approaches in this
area, are described below.

Many of the emerging scaffolds attempt to exploit common families of human pro-
teins involved in molecular recognition functions. In one example protein scaffolds
have been engineered based on the fibronectin type III domain (FN3). Fibronectin
is a large glycoprotein that is found in the extracellular matrix of tissues, and is
involved in cell–substrate and cell–cell interactions. The FN3 domain is found in
∼2% of all human proteins, including cell surface receptors, carbohydrate-binding
domains, and cell adhesion proteins, with a configuration that has been character-
ized as a three-dimensional β-sandwich structure, similar to the antibody VH domain
with fewer β strands [117]. The molecular recognition function that is characteristic
of these proteins resides in a binding site consisting of surface loops; and it is this
feature that may be manipulated by introducing novel sequences or engineering the
interfaces to modulate target specificity and binding affinity [68,118]. Another very
common protein family that is being explored as a framework for novel therapeutics
is the ankyrin repeat proteins (ARPs), which are among the most naturally abun-
dant binding proteins encoded by the human genome [119] These proteins provide
the backbone for DARPins (designed ankyrin repeat proteins), in which structural
motifs are assembled onto a fairly rigid protein framework consisting of α helixes
and β sheets [76,120–122]. Along with several other classes of emerging scaffolds
(e.g. tetranectins and avimers, see below), DARPins can be engineered to produce
multivalent molecules.

A number of other families of human proteins are being explored as potential
scaffolds for therapeutic proteins. Lipocalins are composed of a central cylindrical β

sheet (β barrel) with eight antiparallel strands carrying four loops that are variable
in their number of amino acid residues, sequence, and conformation. In their natural
form, lipocalins typically bind to low-molecular-weight targets, such as vitamins [123].
The β barrel provides a rigid backbone onto which specific binding sequences can be
grafted to yield constructs, termed anticalins , which can be engineered for specificity
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and binding affinity to particular targets [124,125]. Affilin scaffolds are based on the
rigid β-sheet folds of human ubiquitin and γ-crystallin. Randomized residues of eight
amino acids are isolated from phage libraries against specific protein and peptide
targets, to create a binding site that is grafted onto the γ-crystallin backbone [126].
The “knottin family” of proteins, known as microbodies , consist of an antiparallel β

sheet and cystine knot motif with three disulfide bonds. These constructs are usually
composed of 30 amino acids, with an introduced peptide ligand sequence for target
presentation. Because of their relatively small size and stability, the cystine knot
microproteins have been investigated for oral delivery [127,128].

Other constructs have been designed to provide modular structures consisting of
several units for increased avidity or carrying multiple functions. Avimers are com-
posed of binding domains based on the A domain of the human low-density lipoprotein
receptor. Peptide sequences against specific targets are obtained via phage display, then
“stitched” onto the ∼35–amino acid A-domain backbone to form an a multiepitope
binding scaffold with high avidity to its target [129]. Another construction is based
on human tetranectin, which is found in tissues and plasma, and has a natural ability
to bind to a range of proteins at the ligand-binding C-type lectin domain. Although
initially monomeric, the protein trimerizes through coiled-coil helical trimerization at
the N -terminal domain to present a multivalent interface. As a result of the multivalent
binding domains, the modified tetranectins are able to bind to their targets with high
avidity [130].

In efforts to exploit an even broader sequence and structural space, nonhuman
proteins have gained some consideration as sources of human therapeutics. Phylom-
ers, small, nonimmunoglobulin protein fragments encoded by bacterial DNA, are one
example. Since bacteria contain the greatest known source of sequence divergence,
highly diverse libraries of polypeptides can be generated through varying combina-
tions of gene sequences. Sequence mutagenesis allows the selection of molecules
with affinity on par with antibodies and other native proteins, in molecules that range
between 15 and 80 amino acid residues [131].

These approaches highlight some of the efforts to produce novel classes of ther-
apeutic proteins with the potential to address multiple targets, similar to antibodies,
while also providing diverse characteristics that may enable new applications or confer
other benefits. In addition to very challenging performance requirements, a common
concern underlying all alternative protein scaffolds is the risk of immunogenicity.
Nonetheless, if successful, these approaches have the potential to extend the range
of protein therapeutics even beyond the very considerable achievements of today’s
native proteins, monoclonal antibodies, and antibody-related products in the therapeu-
tic biologics space.

1.5. CONCLUSION

Proteins represent the most diverse range of functions in living organisms, with enor-
mous potential to generate highly potent and specific therapeutics to treat a wide range
of disease states. The advent of recombinant DNA technology combined with mon-
oclonal antibody technology has greatly expanded the range of protein therapeutics,
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from a very limited number of factors that could be isolated from natural animal
or human sources, to include close to the full range of human protein structures
as potential therapeutics. Further these technologies have enabled production of this
highly diverse range of protein structures and functions in formats that are generally
acceptable in terms of their immunological and safety properties, allowing application
of biological therapeutics for treatment of a widening range of indications and disease
states. At the same time, the field continues to experiment with a variety of techniques
to modify or engineer protein structures to expand further the range of activities and
pharmaceutical properties of this highly diverse class. Although the requirement for
injection still poses a barrier in some settings, adoption of more convenient injection
devices, particularly for chronic home administration, has increased acceptance of
biologics for a wider range of therapeutic applications. As a result, there are well over
a hundred approved protein therapeutic products on the market today for treatment
of a broad range of diseases and indications, and hundreds more in various stages of
clinical and preclinical development, representing an impressive potential to alleviate
currently unmet medical needs and benefit patients.

Nevertheless, there are still significant constraints and barriers to realizing the full
potential of this therapeutic class. Many of these hurdles are related to the inherent
size, flexibility, and structural complexity of this class of molecules; ironically, these
are the same properties that also enable the broad range of activities and functions
as well as the often exquisite specificity of action. Characterization of these complex
and labile molecules remains a challenge, and the field continues to seek additional
techniques to probe physical structure, association states, and degradation pathways.
The requirement for injection still constitutes a hurdle in some disease and geographic
settings, and more complex delivery devices pose their own challenges in terms of
formulation and stability for many products. Further, administration by routes other
than intravenous (IV) is limited in the amounts that can be delivered via a single
injection; and the drive to higher doses introduces additional formulation and pro-
cessing challenges, including solubility, viscosity, and aggregation [132]. While great
strides have been made in the elimination of impurities and infectious agents during
manufacturing, and the general safety of protein therapeutics has advanced tremen-
dously, safety remains a significant consideration. Immunogenic reactions in particular
can impose constraints on molecular design as well as strict standards for stability in
production, storage, and handling. To maintain the integrity of these labile molecules,
most protein therapeutics must be shipped and stored under refrigerated conditions
for the majority of their shelf lives, posing additional challenges in manufacturing
and distribution, as well as restricting the use of these products in areas where the
cold chain is less developed or unavailable. Later chapters in this volume outline the
great strides that have been made in the field in terms of the formulation of protein
therapeutics, as well as the processes for manufacturing the final product, and describe
some of the ongoing research to address these and other challenges.

The ultimate hurdles for protein therapeutics may lie in the realm of biology more
so than chemistry. Because of their great specificity, the most problematic toxicities
for biologics are often related to their mechanism of action. Incorporation of targeting
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strategies in the design and delivery of biological therapeutics may assist in over-
coming some of these impediments. The limited capacity for tissue penetration and
membrane transport further restricts the potential of this class of therapeutics. These
constraints, which are again related to their size and structural complexity, signifi-
cantly limit the targets that can be addressed with this class, despite their great range
of activities and functions. For example, the inability of most proteins to penetrate the
blood–brain barrier restricts their application in many neurological disorders, as well
as other protected compartments. Moreover, many of the most desirable targets for
therapeutic intervention are intracellular and hence beyond the range of the vast major-
ity of current protein therapeutics. Hopefully the effort and ingenuity dedicated to the
design new classes of protein therapeutics will eventually result in breakthroughs that
will extend the application of these molecules, with their inherent advantages in terms
of function, potency, and specificity, even to these most challenging frontiers.
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CHEMICAL INSTABILITY IN

PEPTIDE AND PROTEIN
PHARMACEUTICALS

Elizabeth M. Topp, Lei Zhang, Hong Zhao, Robert W. Payne,
Gabriel J. Evans, and Mark Cornell Manning

2.1. INTRODUCTION

Peptides and proteins contain multiple functional groups, many of which can undergo
some type of chemical modification or damage [1]. To stabilize peptide and protein
pharmaceuticals, one must have a detailed understanding of these degradation path-
ways. This review summarizes the primary routes of chemical instability and provides
some insights into the effects of these chemical modifications on physical instability.
General approaches toward diminishing hydrolysis and oxidation are also presented.
Those interested in antibody stabilization and formulation are directed to several excel-
lent reviews on the effects of chemical instability on the heterogeneity of monoclonal
antibodies (MAbs) [2,3].

2.2. HYDROLYTIC REACTIONS

Hydrolysis is a general term for a class of chemical reactions in which bonds are
broken by the addition of water. This section summarizes hydrolytic reactions that
occur in peptides and proteins, along with some associated reactions: deamidation,
aspartate (Asp) isomerization, proteolysis, and β elimination.
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2.2.1. Deamidation

2.2.1.1. Mechanism of Deamidation. Deamidation is one of the most com-
mon hydrolytic reactions of peptides and proteins, and has been discussed in detail
in several excellent texts devoted to the subject [1,4–9]. More recent reviews address
formulation issues for proteins susceptible to deamidation [9], biological implications
of the reaction [8], and mass spectrometric approaches to detection and quantitation
of deamidation products [10].

Deamidation occurs primarily at asparagine (Asn) residues. Although glutamine
(Gln) may also be affected, the reaction is generally far slower and therefore less
commonly observed at Gln. When deamidation occurs at Asn sites, it modifies the
Asn side chain to produce aspartate (Asp) and/or isoaspartate (isoAsp) with loss of
ammonia (Fig. 2.1), effectively mutating the amino acid sequence through a posttrans-
lational chemical reaction. Since the Asp side chain is acidic while Asn is neutral,
deamidation also changes the protein’s net charge. At neutral to basic pH, a structural
isomer of Asp, isoAsp, is also produced and is generally the major product (Fig. 2.1).
The formation of isoAsp not only changes the amino acid sequence but also alters
the peptide backbone by introducing an extra methylene group (i.e., a β-amino acid).
The Asp- and isoAsp-containing products differ from the native protein in mass by
+1 atomic mass unit (amu), a much smaller mass change than is typical of many
oxidative degradation reactions.
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Figure 2.1. Asparagine (Asn) deamidation and aspartate (Asp) isomerization. At pH > 5,

deamidation of Asn proceeds through a cyclic imide (succinimide, Asu) intermediate with loss

of ammonia to produce the Asp- and isoasparate (isoAsp)-containing variants. At acidic pH, the

Asn side chain undergoes direct hydrolysis, giving the Asp product exclusively. Isomerization

of Asp to isoAsp also occurs through the Asu intermediate.
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In acidic solution (pH<4), deamidation takes place by direct hydrolysis of the Asn
side chain amide to form only Asp [1,4–6]. This process is subject to acid catalysis.
In neutral to basic solution, the first step in deamidation is the nucleophilic attack
of the N +1 nitrogen of the protein backbone on the carbonyl group of the Asn side
chain (Fig. 2.1). This step is base-catalyzed, since abstraction or partial abstraction
of the backbone amide proton makes the nitrogen more nucleophilic, accelerating the
reaction. A cyclic imide (succinimide) intermediate is formed (Asu, Fig. 2.1) with
loss of ammonia. Since ammonia is a gas and is typically not retained in solution, this
step is effectively irreversible. While the Asu intermediate often can be detected, it is
readily hydrolyzed in aqueous solution to form the Asp and isoAsp products (Fig. 2.1).
The pH dependence of Asu formation and subsequent hydrolysis has been reported
[11]. Hydrolysis of the Asu intermediate occurs by the attack of water on either of
the carbonyl groups of the five-membered succinimide ring. The relative amounts
of the Asp and isoAsp products formed depend on the ease with which hydrolysis
occurs at these two carbonyl groups. In neutral solution, the isoAsp product is usually
favored, with typical isoAsp:Asp molar ratios ranging from 3 : 1 to 5 : 1 observed in
model peptides. While deamidation is classified as a hydrolytic reaction with isoAsp
and Asp as the reaction products, the initial formation of Asu is not hydrolytic and
is itself an irreversible modification of the protein. This somewhat semantic point
may be particularly important for proteins in organic solvents or dry solids, in which
low water content may preclude the hydrolytic step but not the formation of Asu.
While the hydrolytic mechanism presented in Figure 2.1 is widely accepted, alternative
mechanisms have also been proposed [12,13]. Quantum chemical modeling of the
reaction has also been reported [14], along with a similar study on proteolysis relative
to deamidation [15].

Rates of Asn deamidation are influenced by several factors, including protein
primary sequence, solution pH and temperature. The reaction is strongly influenced
by primary sequence [5], with the adjacent amino acid on the C -terminal side (i.e., the
N +1 amino acid) having the greatest influence on the rate. In model peptides, faster
rates have generally been observed with small, nonpolar amino acids at the N +1 site;
the Asn–Gly sequence is particularly prone to deamidation and is considered a “hot
spot” for the reaction. Bulky and/or hydrophobic amino acids at N +1 usually slow
deamidation rates considerably. Higher-order structure also influences deamidation
rates. For example, it has been shown that deamidation is more rapid within flexible,
loop-type structures than within the core of the protein [16–19], but these effects have
not been as studied as thoroughly and remain an active area of research. Even at the
secondary structure level, deamidation rates are diminished within regular structures,
such as α helices [20], β sheets [21], and β turns [22].

Deamidation is subject to both acid and base catalyses, with the slowest rates
typically observed in the pH range of 4–5. Buffer catalysis of Asn deamidation has
also been reported [4,5,23–25]. Phosphate, borate, and Tris have all been reported to
increase deamidation rates, so using minimal buffer concentrations will slow deami-
dation as well. Deamidation rates increase with increasing temperature, and Arrhenius
activation energies (Ea) in the range of 12–25 kcal/mol have been reported [26–30].
Since temperature changes may also influence deamidation rate by changing protein
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structure in the local vicinity of the labile Asn residue, reported Ea values should be
regarded as composites of chemical and structural effects [5].

2.2.1.2. Effect of Deamidation on Physical Stability of Proteins. Deami-
dation may alter the local structure of the polypeptide chain [31]. Deamidation converts
a neutral side chain (Asn) into an anionic side chain (pH > 4), which may alter the con-
formation surrounding the deamidation site. However, formation of the Asp product is
not expected to perturb the local conformation as much as isoAsp, which introduces a
methylene group into the peptide backbone. Deamidation can certainly promote aggre-
gation, as was observed for a deamidated fragment of amylin [32] and β-B1-crystallin
[33]. In bovine growth hormone, there is a strong correlation between the level of
aggregation and the extent of deamidation [34]. In γ-d-crystallin, deamidation at Gln
residues lowers the conformational stability of the protein [35]. Similarly, deamidation
of Gln residues within collagen reduces the stability of the triple helix as well [36].
The specific mechanisms by which protein structure is altered by deamidation are not
fully understood, but the introduction of β-amino acids by isoAsp formation and the
transformation of the neutral side chain (i.e., of Asn or Gln) to the anionic, acidic
products (e.g., Asp, isoAsp) may be involved.

2.2.2. Asp Isomerization

In addition to Asn deamidation, isoAsp can also be produced in peptides and proteins
by isomerization at Asp residues. The mechanisms of the two reactions are similar.
Cyclization of endogenous Asp occurs through the attack of the N +1 backbone amide
nitrogen on the carbonyl of the Asp side chain to produce the Asu intermediate
with loss of water (Fig. 2.1). Hydrolysis of Asu produces either the Asp-containing
starting material in an unproductive reverse reaction, or the isoAsp-containing variant
(Fig. 2.1). In model peptides, rates of Asu formation from Asp are typically more
than an order of magnitude slower than Asu formation from Asn [5]. As in Asn
deamidation, Asp isomerization is sensitive to pH, temperature, and protein structure
[5], although the literature on these influences on the isomerization reaction is less
extensive than for deamidation. The reader is directed to the general reviews on Asn
deamidation cited above for additional information on Asp isomerization.

The fact that both Asn deamidation and Asp isomerization proceed through the
succinimide (Asu, Fig. 2.1) serves to highlight the reactivity of this intermediate.
Succinimide formation has been implicated as a route to peptide bond hydrolysis, as
described below, and as a route to racemization of l-Asn to d-Asn with subsequent
formation of epimerized deamidation products (i.e., d-Asp, d-isoAsp) [38]. The attack
of amine nucleophiles on the succinimide has also been suggested as a pathway for
the formation of amide-linked covalent protein aggregates [38], an important type of
degradant in protein drug products that is often poorly defined chemically.

2.2.3. Proteolysis

Hydrolysis of the amide bonds that connect amino acids to form the protein backbone
is called proteolysis . A single proteolytic event splits the protein backbone in two,
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producing two shorter polypeptide chains (Fig. 2.2a); the total mass of these polypep-
tide products is equal to that of the initial protein chain plus the mass of water, as
described in a number of review articles [39–41]. Proteolysis that occurs near the N
or C terminus is often called “clipping.” In vivo, the reaction is mediated by a variety
of proteolytic enzymes, but the reaction can also occur in the absence of enzymes.
In the simplest case, the direct attack of water on the peptide bond carbonyl leads to
proteolysis (Fig. 2.2a). This attack is facilitated by protonation of the carbonyl, which
serves to stabilize the tetrahedral intermediate that is formed, so that the reaction is
acid-catalyzed. Intramolecular hydrogen bonding to the carbonyl group of the Asp
side chain also accelerates the reaction, as evidenced by faster proteolytic rates when
Ser or Tyr are in the n+1 position [42,43]. Peptide bonds located on the C -terminal
side of Asp residues are particularly susceptible to proteolysis because of intramolec-
ular catalysis by the carboxylate side chain [44]. At these sites, proteolysis occurs via
the intramolecular attack of the Asp side chain on the C -terminal amide carbonyl to
form a cyclic anhydride (Fig. 2.2b) with cleavage of the peptide bond. The subsequent
attack of water at either of the anhydride carbonyl groups produces a C -terminal Asp
residue (Fig. 2.2b).
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2.2.3.1. Trp Hydrolysis. In addition to these better-known degradation pro-
cesses, other functional groups are also sensitive to hydrolysis. For example, the side
chain of Trp is known to undergo hydrolysis. The primary degradation product is
called kynurenine [45–47], which fluoresces at a much longer wavelength (450 nm)
than Trp itself.

2.3. N-TERMINAL CYCLIZATION REACTIONS

N -Terminal cyclization reactions are similar to the hydrolytic reactions just described
in that both involve intramolecular nucleophilic attack. They differ in that, for the reac-
tions described below, the nucleophile is located at the N terminus of the polypeptide
chain. In general, two pathways have been described: diketopiperazine (DKP) forma-
tion and pyroglutamic acid (pGlu) formation.

2.3.1. Diketopiperazine (DKP) Formation

The N -terminal amino group can be a potent nucleophile, especially at pH > 8. If
the amine attacks the second carbonyl group in the peptide backbone, a DKP ring
is formed. Degradation of the N terminus by DKP formation has been commonly
observed during long-term storage and peptide synthesis [48–50]. First observed in
peptides [51], the DKP ring can rearrange with loss of the first two amino acids or
reversal of their positions in the chain. Formation of DKP depends on the percentage
of terminal amino groups in the free base form [38,52,53]. Under acidic conditions, the
reaction is pH-independent. Kinetic analyses of DKP formation in peptides have exam-
ined the effects of pH, buffer type and concentration, and temperature [38,52–54].
The first-order rate constant generally increases with increasing buffer concentration,
except for carbonate, which shows no concentration dependence [54]. Degradation
caused by DKP formation was shown to be responsible for the N -terminal hetero-
geneity observed in hGH [48]. A detailed kinetic analysis of DKP in a model dipeptide
has been presented [38].

To the extent that DKP formation leads to reduction in the length of the polypep-
tide chain, it can be considered a proteolytic reaction. Rearrangement of a DKP from
the first two amino acids, via cleavage of the peptide bond C -terminal to the second
amino acid, produces a clipped protein reduced in molecular weight by the mass of
the two amino acids. In solution, DKP formation is common for proteins with the
N -terminal sequence NH2 –Gly–Pro [41].

2.3.2. Pyroglutamic Acid (pGlu) Formation

Nonenzymatic formation of pyroGlu (pGlu) follows a mechanism similar to that for
DKP formation [56] in that it involves nucleophilic attack of the N -terminal amine on
the polypeptide chain of the N -terminal Glu with elimination of water (Fig. 2.3). This
cyclized, N -terminal structure is often observed in monoclonal antibodies because of
the frequency of Glu in the first position of the light chain and occasionally in the
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heavy chain [57–64]. The presence of pGlu is easily detected using mass spectrometric
techniques, and a number of such methods have been reported [57–59,60,62–64].

As the reaction involves nucleophilic attack, rates of pGlu formation are typically
pH-dependent. The pH dependence of the reaction has been reported [57,58], although
the data are quite limited compared to the detailed pH profiles published for many
hydrolytic reactions, and buffer effects on pGlu formation have been reported [57,65].
Phosphate appears to cause more rapid cyclization, at least in model peptides [65].
At lower pH, acetate appears to be the most favorable buffer species for slowing
pGlu formation [57]. Finally, it has been reported that pGlu can be formed from N -
terminal Gln residues as well as Glu, although the reaction appears to be slower with
Gln [66,67].

2.4. RACEMIZATION AND β ELIMINATION

Racemization and β elimination are closely related. In both reactions, the initial step
involves the abstraction of a proton from the α carbon of an amino acid, so that
the reactions are favored under alkaline conditions. This proton can recombine with
the resultant carbanion to reform the original amino acid, in either the d or l form
(racemization) or can rearrange to eject a leaving group from the β carbon, forming a
double bond between the α and β carbons [68]. Therefore, the reaction is favored if
there is (1) a good leaving group (e.g., Ser, Cys) or (2) an aromatic ring attached to
the β carbon (e.g., Phe, Tyr), as the double bond will be stabilized by conjugation with
the ring system. Typically, these reactions require high pH and elevated temperature;
otherwise, the published literature on conditions that accelerate these reactions is rel-
atively limited. The thermal decomposition of cysteine residues via β elimination has
been reported [69]. Similar reaction kinetics were observed for several proteins under
the same conditions, suggesting that a common mechanism exists and that neither
sequence nor local structure affect the reaction rate. At cystine groups, β elimina-
tion is initiated by the abstraction of a proton from the alpha carbon (Cα) of Cys by
hydroxide or another strong base to produce a carbanion at Cα (Fig. 2.4). A vinyl bond
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is then formed between Cα and Cβ to produce dehydroalanine at this site, with expul-
sion of the persulfide anion (i.e., R–S–S−). Both dehydroalanine and the persulfide
anion can undergo additional reactions, many of which have been implicated in the
formation of intermolecular crosslinks and protein aggregates. For example, attack of
the nucleophilic Lys side chain on dehydroalanine produces a covalent lysinoalanine
crosslink, while persulfide anions have been implicated in thiol–disulfide scrambling
and in the formation of reactive oxygen species (ROS) [70], which can lead to oxida-
tive damage at various sites. β elimination at Ser occurs similarly, producing the
reactive dehydroalanine with elimination of water. The reaction at Ser occurs more
readily if the side chain has been modified by phosphorylation or glycosylation, since
the modified side chains are better leaving groups than is the Ser hydroxyl. Since
chirality is lost by the initial deprotonation at Cα, reprotonation of the carbanion may
produce racemization even without subsequent β elimination [71].

There have been a few reports of β elimination in proteins of pharmaceutical
relevance. For example, β elimination was observed for insulin in the solid state
[72,73] and for IL-1ra in the solution [74]. Both show increased aggregation after
chemical modification. Both β elimination and racemization have been observed in
MAbs, with β elimination leading to proteolytic damage [75,76]. In these MAbs, the
β-elimination pathway was observed at basic pH, consistent with abstraction of the
Cα proton as the initial step.

Racemization of Asp residues in crystallins has been described in a number of
studies [77–79]. It appears that the bulk of the preceding amino acid and the struc-
ture around the Asp residue affect racemization rates [77]. Other than that, little is
known about the effect of intrinsic factors on racemization rates. Even the impact of
racemization on subsequent physical stability is not well known. Formation of d-Asp23

reportedly increases the rate of fibril formation in Aβ peptides [80,81]. On the other
hand, racemization of Asp has been reported not to be involved in amyloid plaque
formation [82].
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Finally, racemization can occur during deamidation at Asn residues, as noted
above [83]. It was long believed that the racemization occurred via the cyclic imide
intermediate as a result of increased acidity of the Cα–H bond in the five-membered
ring [84]. However, a careful physical organic chemistry study has since shown that
racemization occurs via a tetrahedral intermediate formed prior to cyclic imide ring
formation [85].

2.5. OXIDATION REACTIONS

A number of amino acid side chains can be modified via oxidative processes (see
Table 2.1). For the most part, the sensitive residues are those with aromatic or sulfur-
containing side chains. Since oxidation proceeds through several different mechanisms,
it important to distinguish the various oxidation processes and not just identify a list
of oxidation-sensitive residues. As oxidation reactions can produce a wide range of
degradation products, analytical methods become critically important in establishing
which decomposition pathway is at work [86].

Oxidation of pharmaceutically relevant species has been reviewed [87–93]. How-
ever, a comprehensive summary of this field has not appeared for some time. There
are three general types of oxidative degradation pathways for peptides and proteins:
metal-catalyzed oxidation (MCO), photooxidation, and oxidation caused by a free-
radical cascade. In MCO, oxidation occurs locally near the metal-binding site, usually
modifying His or Cys, which are good ligands for metals. Photooxidation typically
involves reactive oxygen species (ROS) that are less potent than peroxide and hydroxyl
radical, such as singlet oxygen and superoxide. With a free-radical cascade, oxida-
tion can be initiated by a variety of sources, including oxygen in the air, organic
free-radical impurities in containers, trace levels of redox-active metals, or deliberate
introduction of a ROS.

2.5.1. Metal-Catalyzed Oxidation (MCO)

Many proteins bind metals. In some cases, metal binding provides a degree of con-
formational stabilization, as in DNase [94] or factor VIII [95]. Some of these binding
metals are not redox-active, as they cannot easily access more than one oxidation
state. These include metal ions such as Zn2+, Ca2+, and Mg2+. However, a number

TABLE 2.1. Common Products of Oxidation-Sensitive Amino Acid Residues

Amino Acid Oxidation Product(s)

Methionine (Met) Met-sulfoxide
Histidine (His) 2-Oxo-His
Tryptophan (Trp) N -Formylkynurenine, kyurenine, hydroxy-Trp
Cysteine (Cys) Cystine, sulfenic acid
Tyrosine (Tyr) Dityrosine
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of transition metals catalyze oxidative damage [88,90,96], including Fe, Cu, Mn, and
Cr. These metals are often found in pharmaceutical preparations as impurities, either
in the active pharmaceutical ingredient (API) itself or in the excipients (especially in
sugars and polymers). Oxidatively active metals may also be leached from the contain-
ers used to store and process protein products, such as stainless-steel manufacturing
equipment [93,97].

Once a redox-active metal binds to the protein, ROS can be generated. Although
metal binding may be weak, with dissociation constants in the mM range, the inter-
action can generate ROS and lead to localized oxidative damage [98]. For example,
human growth hormone (hGH) binds a metal in the center of the four-helix bundle
that comprises the core of its globular structure. Zinc binding leads to some degree of
conformational stabilization [99,100], although additional amounts of zinc can cause
precipitation [99]. Redox-active metals such as iron can bind in the same binding site
[101,102]; in hGH, two of the metal binding sites involve His residues [102–103].
On generation of a ROS at the metal-binding site, these highly reactive species do not
have to diffuse very far before encountering a substrate, in this case the protein itself.
As a result, MCO tends to cause oxidative damage very close to the metal-binding
site. In hGH, the moieties that incur the most damage are the two nearby His residues,
each forming 2-oxo-His (Fig. 2.1) [103]. Similar behavior has been observed in the
MCO of prolastin [104], also resulting in oxidation of His residues. Similarly, MCO
of Met residues has been reported [105], but this requires the Met side chain to be
near the metal-binding center.

2.5.2. Free-Radical Oxidation

The initiation, propagation, and termination steps associated with a free-radical cascade
have been reviewed widely, even for peptides and proteins [91,92,106]. Once free
radicals are generated by initiation reactions, they can propagate easily until they
result in some type of termination event, usually involving chemical modification of
the peptide or protein. Some oxidation reactions require only the mildest of ROS, such
as molecular oxygen or singlet oxygen. Such is the case for conversion of the thioether
linkage in Met to the corresponding sulfoxide [90]. As a result, controlling oxygen
content in the drug product is an effective strategy for minimizing Met oxidation. This
approach is often taken with lyophilized products, where the vials can be sealed under
vacuum or with a nitrogen blanket [107]. Maintaining low levels of oxygen and other
ROS in liquid formulations is more challenging. Liquid formulations are likely to
come into contact with the vial stopper, and stoppers are a common source of metals
and organic free radicals [93]. In addition, since oxygen solubility increases with
decreasing temperature [108], Met oxidation may occur more rapidly at 2◦C–8◦C
than at room temperature despite the slowing due to Arrhenius behavior. Oxygen
solubility in ice is extremely high [109], which may make development of frozen
solutions for early-phase clinical trials even more problematic.

For pharmaceutical products, the site of oxidation is often Met residues [1], as
they can easily be converted into the corresponding sulfoxide. The reaction occurs
even in the presence of molecular oxygen, a relatively weak form of ROS. Not all
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Met residues oxidize at the same rate; however, an observation similar to the finding
that not all Asn residues deamidate at the same rate. Met oxidation rates appear to be
correlated with the solvent accessible surface area [110–113], which may explain the
differential reactivity of Met residues in hGH [114]. On the other hand, some studies
indicate that Met oxidation is correlated with conformational stability of the protein
[114,115]. For example, the reactivity of Met11 in GCSF correlates with Cm [117].
Interestingly, the reactivity of Met11 does not correlate with �Gu. While the molecular
basis for this correlation is not readily apparent, it is another aspect of oxidation that
deserves further study.

Oxidation of Trp side chains can produce a variety of products, including hydroxy-
Trp, N -formylkynurenine (NFK), kynurenine, and 3-hydroxykynurenine. The distribu-
tion of products depends on the nature of the oxidizing species. While HOCl produces
hydroxy-Trp in surfactant protein B, the use of Fenton’s reagent (a reactive iron com-
plex) leads to kynurenine-type products [116].

The most common oxidation reaction at Cys is the conversion of the free thiol
to a disulfide bond (i.e., formation of cystine) [117] (see Fig. 2.5). When the reaction
occurs intramolecularly, it can produce covalent dimers and higher-order aggregates
[118,119], a mechanism of aggregation typically diagnosed by disappearance of the
aggregates on addition of a reducing agent such as DTT or β-mercaptoethanol to
regenerate the reduced form (i.e., free Cys residues) [117,119–121]. Controlling pH
and redox potential can limit the formation of incorrect disulfide bonds. Since the
thiolate anion is more reactive than Cys, the reaction is enhanced on deprotonation
(pKa ∼ 8.5) [117] and can be effectively quenched at low pH. A second formulation
strategy is to remove redox-active species, such as metals or redox-active organic com-
pounds. Finally, since compounds with free Cys residues are more likely to undergo
this type of reaction, they are frequently replaced by site-directed mutagenesis to
generate more stable forms. A study on Cys oxidation illustrated the importance of
sulfenic acid formation in oxidation of this residue [122], formed by the addition of
an oxygen atom to the Cys sulfur atom.

2.5.3. Photostability and Photooxidation

Despite the requirement for photostability testing according to ICH guidelines [123],
the literature on photostability of proteins is rather sparse, particularly if the work on
heme proteins is excluded. Fortunately, an excellent review article has appeared on
photostability of protein pharmaceuticals [124] in which the mechanisms for photolytic
oxidation of various functional groups are described in detail. There are other, older
reviews available as well [125,126].

The photooxidation of recombinant vascular epithelial growth factor (VEGF) has
been reported [127]. Exposure to light results in oxidation of all six Met residues,
with those residues having greater solvent exposure oxidizing to a greater extent.
From a stability perspective, a solvent-exposed surface area of greater than 65 AA2

is associated with rapid oxidation. If this is generally true, then this result could be
used to identify particularly susceptible Met residues. The effect of oxidation on the
biological activity was examined as well.
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Some photostability data have been reported for antibodies. The photostability
of a Trp residue in a monoclonal antibody (MAb) was examined [128]. Replacement
of the Trp residue with Phe improved the photostability dramatically. Photooxidation
of two different MAbs was investigated, monitoring the damage at Trp105 and four
different Met residues [128]. In both antibodies, Met255 degraded most quickly. A
very detailed study on the oxidation of the monoclonal antibody, HER2 (herceptin)
has also been published [129], which includes a particularly informative section on
photostability. A singlet oxygen pathway was reported, with polysorbate 20 acting as
a photosensitizer. Singlet oxygen is capable of converting Met to Met-sulfoxide [130].
Protection from light and the addition of free Met were both effective at minimizing
photooxidation of Met residues in HER2.

Photostability of milk proteins has been reported. There is a concern over protein
modification during prolonged storage under fluorescent lighting. Six different proteins
were examined and the type and level of damage summarized [131]. They include
dityrosine formation and oxidation of Trp side chains. One of the Trp degradation
products, NFK was reported to be a photosensitizer [131], facilitating further oxidative
damage.



OXIDATION REACTIONS 53

Finally, it should be noted that photooxidation can proceed in the solid state
as well as in aqueous solution. Photooxidation of bovine growth hormone (bGH) in
the solid state was studied [132]. This protein undergoes photoionization of Trp and
one-electron reduction of disulfides. This is followed by backtransfer of the electron,
leading to the generation of two thiyl radicals [133]. These add molecular oxygen to
produce a number of sulfur-based oxidation products. Not surprisingly, the extent of
damage is proportional to the oxygen content in the system. These reactions, unlike
the HER2 example described above, do not involve singlet oxygen formation. Similar
degradation at Cys and Trp has been observed on irradiation of BSA [134].

2.5.4. Formulation Strategies for Controlling Oxidation

Unlike hydrolytic reactions, pH provides little control over oxidative pathways. In fact,
the oxidation of Met has been shown to be almost invariant with changing pH, at least
over the range usually used in commercial formulations [135]. Any pH sensitivity of
Met oxidation is likely due to conformational changes in the protein, as reported for
factor VIIa [136].

Possibly the most effective formulation approach is to use sacrificial additives
or free-radical scavengers. Of these, the addition of the free amino acid, Met, has
proven to be among the most effective [137,138]. It has been used to stabilize the
MAb, HER2 (herceptin) [129], as has thiosulfate. In those studies, a fivefold excess of
Met was effective at preventing oxidation-induced damage of HER2. By comparison,
thiosulfate required a 25-fold excess to reduce the level of oxidative damage. Met
has also been used to stabilize GCSF and PTH(13–34) [139] and CNTF and NGF
[140]. The derivative N -Ac-Met also appears to be an effective sacrificial additive
[141]. N -Acetyl tryptophan (N -Ac-Trp) may function in the same manner [142], and
is often used to stabilize HSA.

While antioxidants are effective at slowing damage from free radical cascades
[90–92], as occurs with radiation damage, they may actually accelerate damage via
MCO [88,98,143]. Presumably, this is due to complexation of the metal by the antiox-
idant, in which case the resulting complex is more redox-active than the initial species.
This serves to emphasize the point that some understanding of the mechanism of degra-
dation is required to devise an effective formulation strategy for mitigating chemical
and physical damage.

While formulation strategies typically focus on direct intervention to retard chem-
ical degradation, there is some ability to modulate chemical reactivity by altering
conformation. For example, excluded solutes, which are added to provide increased
conformational stability, can be used to hinder oxidation. Excluded solutes, which
include sugars, polyols, and most amino acids, tend to force the native state ensemble
to its most compact forms. In doing so, residues that are partially solvent exposed
become less so, thereby reducing the solvent exposed surface area and limiting access
to these groups and slowing oxidation. This is especially true if the reactive Met is
located in a highly mobile and flexible section of the protein.

While not always effective, there are some striking examples of using this
approach to reduce the extent of Met oxidation. In subtilisin, there is a Met near
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the reactive site. Addition of increased amounts of sucrose compacts the structure,
reducing the ability of ROS to reach the sensitive Met [144]. With the industrial
enzyme alkaline protease, addition of polyols was observed to slow oxidation
dramatically [145]. However, in some cases, addition of sucrose has been reported
to increase oxidation rates, as observed for factor VII [146]. Unfortunately, no
mechanistic explanation was provided for this effect. In other cases, no appreciable
effect of excluded solutes was observed, as with GCSF [147]. Moreover, some
polyols, such as mannitol, are purported to be radical scavengers. The ability of
sugars and polyols to reduce oxidation, presumably via this mechanism, has been
shown for relaxin [148].

The packaging or container system used can influence oxidative stability as well.
For example, there have been reports of oxidation that appear to be due to leaching
of metals from stainless steel, as in the case of the MAb, HER2 [129]. This protein
oxidized more quickly in the presence of NaCl, suggesting that the salt may have
played a role in leaching metals from stainless-steel containers, especially at low
pH. In general, stoppers and other containers are known to be sources of leachable
metals that can cause subsequent oxidation in protein pharmaceuticals [93]. There have
been reports of tungsten oxide leaching into products packaged in prefilled syringes
[149–151]. The tungsten is introduced during manufacturing of glass syringes when
a hot filament is used to extrude the syringe port. Even plastic can be problematic.
For example, plastic tubes have been implicated in the oxidation of IL-11 [152].

2.5.5. Effect of Oxidation on Physical Stability

The link between chemical degradation and aggregation is still poorly understood,
although a growing literature is providing insight into this important relationship.
Certainly, oxidation of the side chain of Met results in a significant decrease in
hydrophobicity [153]. Oxidation can also decrease conformational stability [154–156].
Not surprisingly, Met oxidation can also have a significant impact on aggregation rates,
possibly as a result of altered conformational stability. On one hand, it has been shown
that Met oxidation in α-synuclein inhibits fibril formation significantly [153]. Only by
decreasing the pH can oxidized α-synuclein be forced to form fibrils. Interestingly,
another type of oxidation, formation of dityrosine, produces a dimer that is the prenu-
cleus for fibril formation in this protein, causing increased aggregation rates [157].
Several groups have reported that oxidation of Met35 in Aβ(1–40) slows aggregation
and increases solubility [158,159]. Oxidation of Met residues in a coiled-coil peptide
abolished fibril formation altogether [160].

More often, however, oxidation increases the propensity to aggregate. For
example, MCO of relaxin increases its propensity to aggregate [161,162]. Similarly,
oxidation of calcitonin leads to greater fibril formation [163], while oxidation of Met
residues in the Fc region of antibodies leads to greater aggregation during storage
[155]. The immunoglobulin light chain, LEN, does not form amyloid deposits in
vivo, but can be induced to form fibrils under mildly destabilizing conditions. LEN
has been reported to be resistant to Met oxidation, but once oxidized, tends to form
amorphous aggregates rather than fibrils [164].
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Thus, it appears that Met oxidation may either reduce or increase aggregation
propensity. In fact, in the case of HER2, photooxidation had no effect on aggregation
[129]. The impact on aggregation may be due to modification of the surface properties,
altering protein–protein interactions, or by altering the global conformation of the
protein. When both the native and oxidized forms undergo oxidation, the mechanisms
of aggregation may differ.

2.6. CONDENSATION REACTIONS

In a condensation reaction, two molecules combine to produce a covalently linked
product with the elimination of a small molecule, typically water or a low-molecular-
weight alcohol. Glycation is one of the most common condensation reactions in
peptides and proteins. Glycation refers to the reaction between a reducing sugar and
an amine, as found in the side chain of Lys residues, with elimination of water. Also
called the Maillard reaction , the process begins with formation of a Schiff base, which
can undergo subsequent rearrangement to form a number of products [165,166]. While
the focus of this section will be on the Maillard reaction in aqueous solution, there
are many examples of the reaction occurring in the solid state, especially in food sys-
tems [167–172], where the reaction is often referred to as nonenzymatic browning .
In addition, Maillard degradation products are among those found during storage of
pharmaceuticals in the solid state [7]. In those cases, the Maillard reaction may [116]
or may not [173] be affected by the glass transition temperature Tg of the amorphous
phase.

The Maillard reaction requires the presence of a reducing sugar, which as a
result are usually contraindicated in formulation development for biomolecules [174],
although a number of products include such sugars as stabilizers. Although they can
and do function as structural stabilizers, the risk of chemical damage via glycation
is significant. In almost all cases, nonreducing sugars or polyols can be selected as
effective alternatives.

Glycation with glucose or fructose has been widely reported [165,175]. For
example, the glycation of interferon (IFN), bovine serum albumin (BSA), and human
serum albumin (HSA) in the presence of reducing sugars has been studied [176,177],
as well as the glycation of bioactive peptides (enkephalins, GLP, etc.) by glucose and
fructose [178,179]. Maillard products can undergo further rearrangement to form so-
called advanced glycation end (AGE) products [175]. One of these AGE products is
N ε-(carboxymethyl)lysine [177]. Formation of AGE products in HSA has been shown
to increase its propensity for thermally induced aggregation [180].

Glycation can occur in formulations that do not contain a reducing sugar. Hydrol-
ysis of sucrose can result in formation of fructose and glucose, both known reducing
sugars. This occurs during heat treatment of proteins intended to inactivate viruses
[181,182]. In addition, glycation has been reported for sucrose formulations in acidic
solutions [183], and glycation of an IgG2 was observed during storage in a sucrose
formulation [184]. Maillard products were seen when samples were stored at 37◦C,
but not when stored at 2◦C–8◦C. The analytical method for detecting glycation in
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this IgG2 system was also described in a separate study [185]. Similarly, degradation
of maltodextrins has been implicated in generation of reducing sugars, leading to the
glycation of an industrial enzyme at elevated temperature [187].

2.7. SUMMARY

Common routes of chemical degradation of peptides and proteins include (1)
hydrolytic reactions such as deamidation and proteolysis; (2) N -terminal cyclization
reactions such as DKP and pGlu formation; (3) oxidation through metal-catalyzed,
photoinduced, and free-radical cascade pathways; (4) and condensation reactions,
particularly with sugars. Although a degree of mechanistic definition of these
reactions has been achieved, the effects of higher-order structure are less well
understood, and the selection of conditions and excipients to minimize these reactions
in peptide and protein drug products is often largely empirical. The increasing use of
high-resolution analytical methods and molecular simulation approaches is expected
to improve both mechanistic understanding of the reactions at the whole-protein level
and the selection of stabilizing excipients.
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103. Hovorka, S. W., Williams, T. D., and Schöneich, C. (2002), Characterization of the metal-
binding site of bovine growth hormone through site-specific metal-catalyzed oxidation and
high-performance liquid chromatography-tandem mass spectrometry, Anal. Biochem. 300:
206–211.
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PHYSICAL STABILITY OF
PROTEIN PHARMACEUTICALS

Byeong S. Chang and Bernice Yeung

3.1. INTRODUCTION

The unique three-dimensional structures of proteins are not only critical for spe-
cific interactions with related molecules for precise biochemical reactions but also
important for other supportive functions such as feedback mechanism, transport, and
solubility in physiological environments [1–3]. For these reasons, the native struc-
tures of proteins are designed to adapt to environmental changes, such as pH, ionic
strength, hydrophobicity, surface, ligands, and other biological molecules, including
proteins [4–6]. While the flexibility of structure is required for necessary biologi-
cal function of proteins, it also presents unique challenges in the development of
proteins for pharmaceutical applications by causing conformational changes, aggrega-
tion, and precipitation, which often are related to loss of biological activity as well
as immunogenicity of the proteins [7–11]. In order to address this particular issue,
various platforms for manufacturing process and formulation development have been
introduced to the pharmaceutical industry. In practice, research focuses on compre-
hending the nature of protein structures, understanding the conditions that can cause
the alteration from native structures and their contribution to the degradation of pro-
teins, developing novel analytical tools that examine these processes and end results of
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degradation pathways, and designing approaches to utilize this information for main-
taining the nativity of each protein for its safe pharmaceutical application (for related
review articles, see Refs. 12–21).

Although fully understanding all the possible combinations of structural variants,
especially under stressed conditions, would be virtually impossible, several decades’
worth of research by both academic and pharmaceutical institutions has established
general approaches that can be applied for the successful development of most bio-
pharmaceutical products [17,19,22–24]. Among these, key accomplishments relevant
for pharmaceutical development, including identification of key stress factors, under-
standing major degradation products, and developing analytical methods to determine
the degradation products, are discussed in this chapter.

This chapter specifically focuses on the physical changes that occur in proteins
and their contribution to the overall stability relevant to product development, so
readers are referred to other chapters in this book for chemical degradations and the
like.

3.2. PHYSICAL STABILITY OF PROTEIN PHARMACEUTICALS

3.2.1. Physical Forms of Proteins Found in Practice

Unlike conventional small-molecule pharmaceuticals, proteins present unique chal-
lenges related to the proper folding of their native states and their appropriate structural
maintenance. The classic discussions of the primary, secondary, tertiary, and quater-
nary structure of proteins can be found in most basic biochemistry textbooks, so
they are not repeated here [25,26]. It is generally agreed that proteins will sponta-
neously fold to assume their native structures to fit the environment in which they
are naturally found, such as exposing hydrophilic residues and hiding hydrophobic
residues in the core in an aqueous environment. When proteins are purified and kept
in non-physiological environments and exposed to physicochemical stresses in par-
ticular, proteins undergo structural changes to adapt to their changing environments.
The structural changes can result in combinations of structural variants during the
handling and processing of these molecules [27,28]. The structural changes invariably
introduce different physical properties to the molecule, such as solubility, a tendency
to aggregate, and surface activity, ultimately resulting in the formation of undesirable
degradations such as soluble aggregates, insoluble precipitates, and losses due to sur-
face adsorption. Various physical forms of proteins that have been routinely observed
are summarized in Scheme 3.1. The native structure of a protein (N) assumes a
correctly folded form with the lowest free-energy state. In reality, their native con-
formations are in thermodynamic equilibrium with their environment. N* represents
a rare state when the structure of protein becomes more compact on changes in the
environment [29]. The probability of unfolding is smaller in this compact structural
state of the molecule as evidenced by reduced rates of hydrogen-deuterium (H–D)
exchange and/or exposure of varied residues. The native structure can also undergo
partial structural changes, when either stress is induced or is found naturally in solu-
tion, and can convert into various forms of folding intermediate structures (I), which
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 N* ↔   N ↔   I ↔   D →   D**

A →   P

A**

↔

↓

Scheme 3.1. Some physical forms of proteins (N = native structure, I = intermediate folding

structure; A = aggregated form; D = denatured form; P = precipitated form).

have been routinely observed during the refolding processes of proteins [27,30]. Typ-
ically, subtle structural changes (e.g., changes in tertiary structure) are involved in
this process even though the whole spectrum of folding intermediates can fit in the
species. Among the intermediate species, certain species will have a greater tendency
to interact with other protein molecules and form soluble or insoluble aggregates (A)
or precipitates (P) [31]. These soluble aggregates may be reversible to a monomeric
intermediate form, but they can turn into irreversible aggregates as the molecules
undergo further structural changes for stable aggregate conformations (A**) [32].
From the intermediate forms, the proteins can further lose their crucial structural ele-
ments, such as secondary structures, resulting in a denatured form (D). This transition
does not routinely occur in reality unless strong physical stresses, including heat-
ing above thermal unfolding temperature, or high concentrations of chaeotropes (e.g.,
guanidine hydrochloride), are introduced to the solution. Although the denaturation
can be reversible, other physicochemical changes to the denatured form can render the
process irreversible (D**). Stable proteins should be able to maintain the native form
(N) despite the presence of some reversible forms such as N*, I, D, and A, although
this may be inevitable in practice.

3.2.2. Measure of the Physical Stability of Proteins

3.2.2.1. Structural Stability. Proteins become soluble in aqueous solutions
following the interaction of surface-exposed residues of their native structure with
water, molecules, and other surfaces. The solubility of a protein may change as the
structure undergoes changes in response to its exposure to different residues. Therefore,
the physical stability of most proteins can be expressed as their resistance to unfolding
forces because aggregation and/or precipitation can occur when the structural change
results in a less soluble conformational state. This has also been expressed in thermo-
dynamic terms, for example, thermal unfolding temperature or free energy of unfolding
[33]. Essentially, proteins can undergo conformational changes from their native and
biologically active forms to nonnative and/or inactive conformations. The resistance
to unfolding, also known as thermodynamic stability , varies among different proteins
and depends on a combination of various forces that contribute to the folding of pro-
teins. These forces originate from covalent bonds, such as disulfide bonds, electrostatic
interactions, hydrophobic interactions, hydrogen bonds, and van der Waals interactions
[34]. The majority of information available from literature refers to the complete loss of
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structure, including loss of secondary structure. However, in practice, most degradation
products observed in the development of protein therapeutics are derived from more
subtle changes, such as quaternary or tertiary structural changes [35,36]. For example,
thermal analysis of precipitated protein paste with microcalorimetry often shows a full
endothermic unfolding curve, suggesting that proteins with intact secondary structure
can still precipitate (unpublished data). This model of differential solubility of various
structural ensembles is better understood from protein refolding research [34,37–39].

There have been enormous research efforts to understand the structural stability of
proteins. These include structural analyses of thermophilic proteins [40–42]. Further-
more, site-specific mutation studies have been conducted to identify key stabilizing
forces [43,44].

Generally speaking, the intrinsic physical stability of proteins at their native struc-
ture can be expressed as a resistance to the formation of transitional intermediate states
that are prone to convert to irreversible conformations.

3.2.2.2. Colloidal Stability. Alternative measurements of a protein’s struc-
tural stability can be derived from the protein’s ability to remain as a monomeric
native form. A protein’s colloidal stability is influenced by interactions with other
molecules (proteins, excipients, preservatives, metal ions, salts, ligands, leachables,
nuclei, etc.) as well as other external factors such as surfaces and solvents [45–47].

In an ideal environment, proteins would always refold back to their native, active,
and soluble forms. However, proteins possess the flexibility to assume structures other
than their native forms, including soluble aggregates or insoluble forms, if lower free-
energy states can be achieved in different environments, such as purified into simpler
buffered systems [48]. These transitions to nonnative structures can be reversible,
but some structural changes bear a significant activation energy barrier and for all
practical purposes become irreversible under normal operating conditions [49]. Thus,
it is important to understand the protein molecules as colloidal particles and their
adaptations to the surrounding environment.

Various physical properties of proteins, including the collective interactive forces
of exposed amino acid residues as well as the stability of the native structure, will
contribute in keeping the native protein molecules from aggregating or unfolding
[50]. These intermolecular interactions should include charge interactions, hydropho-
bic interactions, hydrogen bonds, and van der Waals interactions.

The colloidal stability of protein molecules contributes to important physical prop-
erties such as solubility, viscosity, surface interaction, foaming, thermal stability, and
resistance to shear stress [45,51]. All possible transitional state conformations should
be considered when the colloidal stability is concerned as certain unstable structures
may become limiting factors.

Proteins colloidal stability relies on a number of factors:

• Intrinsic solubility of native forms
• Formation of transitional conformations under stress
• External factors such as solvents, solutes, and concentration
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The colloidal stability of protein molecules has been expressed as a number of useful
parameters such as preferential interaction parameters and excluded volume effects
[52,53], as well as the second virial coefficient [45,54,55]. Preferential hydration has
been useful in understanding the physical stability of proteins in solution in terms of
cosolvent-induced changes. The second virial coefficient is another thermodynamic
parameter that characterizes two-body interactions in dilute solutions by reflecting the
magnitude and sign of interaction [54]. Using these parameters, the physical stability of
various proteins has been successfully correlated with different formulation conditions
[20,45].

3.2.2.3. Physical Degradation Products. Protein physical stability has been
measured via a couple different methods: (1) analyzing the structural changes under
stress: and (2) quantifying the changes resulting from the stress (see Section 3.3).

The former approach is useful in understanding both reversible and irreversible
structural changes that contribute to the change in protein physical properties. Ana-
lytical methods useful for the former approach include various spectrometric analyses
equipped with means to introduce various stresses to the samples as well as ther-
mal analyses [56]. Monitoring the degree of unfolding by measuring the kinetics of
association with external molecules, for example, probes that exert unique signals on
interaction with proteins or specific residues, chemical reagents that bind to specific
residues, hydrogen–deuterium exchange, is another approach for measuring the expo-
sure of specific residues or surfaces [57]. This approach is useful for understanding
all the relevant structural changes that need to occur before critical degradation takes
place. Often, there are multiple structural changes involved before the final degra-
dation products are formed. Any of them can be a rate-limiting process. While this
approach is useful for various structural changes that occur under stress, it also pro-
vides information regarding irrelevant structural changes, such as reversible changes
or the reactions that do not occur in real-life situations, which can potentially interfere
with desirable signals (see Section 3.4.1).

The latter approach is routinely used during quality control of protein pharmaceu-
ticals as it determines specific degradation products that result from specific stresses
[58,59]. First, proteins are exposed to various stresses, such as forced degradation
studies and/or accelerated stability studies, followed by analysis of the degradation
products that are generated by irreversible reactions, or kinetic traps (see Section 3.4).
Analytical methods useful for this approach include routine chromatographic analyses,
particle analyses, electrophoresis, biological activity assays, mass spectrometry, and
visual observation (see Section 3.3). Chromatographic analyses, primarily high- or
ultra-high-performance liquid chromatography (HPLC or UPLC) methods, have been
successfully utilized to determine changes in size, shape, surface charge, hydropho-
bicity, and other properties. Particle analyses have been also useful in charactering
both soluble and insoluble particles with light-scattering methods and analytical ultra-
centrifuge. The limitation of this approach is a consequence of treating the whole
degradation process as a black box; it lacks the ability to identify and understand the
rate-limiting structural changes.
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In theory, proteins should be able to recover their native structures on removal
of stresses unless there is irreversible transition involved. Therefore, the following
reactions that make the structural changes effectively irreversible will be considered as
relevant degradation pathways. In general, the degradation pathways can be classified
roughly into the following criteria:

• Formation of stable misfolded species
• Aggregation or precipitation of misfolded species
• Aggregation-induced structural changes
• Chemical modification of critical residues
• Interaction with other solutes (metal, preservatives)
• Surface-induced structural changes and/or aggregation
• Surface adsorption

3.2.2.3.1. Formation of Stable Misfolded Species. This is based on the
assumption that proteins may assume structures other than the native structure during
the course of refolding [37,38]. In theory, the native structure of each protein is the
most thermodynamically stable state with the lowest free energy. However, different
conformations have been observed during process development of refolding proteins
from inclusion bodies [48,49]. In this metastable structural state, the misfolded pro-
teins can remain reasonably stable until additional energy is introduced to overcome
its activation energy barrier before refolding to the native structure.

3.2.2.3.2. Aggregation or Precipitation of Misfolded Species. Proteins
aggregate and/or precipitate in their native structures and/or partially unfolded transi-
tional ensembles, including both intermediate state ensembles, denatured state ensem-
bles, and/or transitional state ensembles, when formation of aggregates is feasible
[60,61]. Underlying principles for both soluble and insoluble aggregates are not sig-
nificantly different from a practical perspective, so both forms of aggregates are treated
interchangeably in this discussion. Aggregated forms of proteins can be classified into
two important groups: reversible aggregates and irreversible aggregates.

3.2.2.3.2.1. Reversible Aggregates or Precipitates: The best example of
reversible aggregates can be found in the aggregation, or precipitation, due to the
equilibrium solubility of proteins [62–65]. If the concentrations of proteins increase
above their critical concentrations or solubility limits, proteins will naturally form
aggregates or insoluble precipitates. Unless further structural changes beyond the
solubility-induced aggregation occur, the proteins will revert back to their native
monomeric forms as soon as the concentrations fall below the solubility limit or the
environment changes to permit greater solubility. This reversible aggregation process
is considered as an equilibrium process similar to the solubility phenomena of other
molecules [66].

3.2.2.3.2.2. Irreversible Aggregates or Precipitates: This is one of the most com-
mon as well as critical degradation products, as the smallest quantity of aggregated
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forms can routinely induce undesirable immune responses [8]. Moreover, it is one of
major problems associated with the quality control of protein pharmaceuticals as small
quantities of protein (e.g., 1–10 µg) of protein can form large numbers of visible parti-
cles. If aggregated forms of protein do not dissociate into native monomeric molecules
when diluted into lower concentrations with the same formulation, then they are con-
sidered to be irreversible aggregates. Often, an aggregate is deemed irreversible if it
fails to dissociate when the product is administered to its targeted delivery site, such
as an injection site. Irreversible aggregates are generally formed during intermediate
state ensembles [37] or molten globule states [67] through hydrophobic interactions.

Irreversibly aggregated forms of proteins can be dissociated into monomeric forms
in many different ways depending on the nature and strength of their intermolecu-
lar forces. Some weakly associated noncovalent aggregates can be dissociated with a
simple addition of surfactant(s) into the solution, adjustment of temperature, adjust-
ment of pH to induce charge repulsion among molecules, and/or adjustment of ionic
strength. Formulation strategies to stabilize proteins by introducing dissociation factors
are discussed in better detail later in this chapter.

Stronger noncovalent aggregates can be dissociated by exposing the aggregates
to harsher nonphysiological conditions such as extreme pH, strong detergents such
as sodium dodecyl sulfate (SDS), and/or high concentrations of chaeotropes such as
guanidine hydrochloride or urea. As most proteins adapt to the harsh environment by
changing to their nonnative structures, these approaches are seldom recommended for
pharmaceutical formulations.

Covalent aggregates, mostly with intermolecular disulfide bonds, currently can
be dissociated into monomers only with the help of reducing agents such as mercap-
toethanol, dithiothreitol, tris-[2-carboxyethyl]phosphine (TCEP), or glutathione. These
covalent aggregates are usually formed directly from free cysteine residues found in
native protein molecules but can also be formed from intermolecular disulfide scram-
bling of pre-existing intramolecular disulfide bonds [68,69].

3.2.2.3.2.3. Soluble Forms that Precipitate When Introduced to Physiological
Conditions: Proteins can maintain integrity in their molten globule states or
transitional states under certain solution conditions [59]. When these formulations
are delivered into physiological conditions, the proteins may precipitate or aggregate
during the course of refolding back to their native structures. For example, if some
proteins have limited solubility or are prone to aggregation and/or precipitation during
storage at neutral pH, the proteins may be formulated in an acidic environment.
Alternatively, additional solubilizing agents could be added. If these formulations are
introduced parenterally into a physiological environment, a fraction of the proteins
can result in an aggregated or precipitated form at the delivery site.

3.2.2.3.3. Aggregation-Induced Structural Changes. Proteins typically
maintain their native structures in their natural environments in order to be functional.
Furthermore, they are flexible so as to adapt to changing environments for their
biological functions. For instance, most proteins undergo conformational changes
when they interact with ligands or receptors for their activities. This implies that
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proteins may sacrifice the original structure and rearrange to different conformations
when the environment changes, such as contact surface, temperature, concentration,
and solution condition. A similar scenario occurs when protein molecules associate
with each other while forming aggregates. Once the association begins, loosely
linked native molecules can further squeeze into irreversibly aggregated forms
through additional structural rearrangements such as the formation of β-sheets and
domain swapping [70,71]. This is well illustrated by the formation of amyloid fibrils
from soluble protein to prefibrillar species followed by protofilaments and ultimately
branched fibrils [72].

3.2.2.3.4. Chemical Modifications of Critical Residues. During the forma-
tion of transitional state ensembles, some amino acid residues susceptible to chemical
modifications can become exposed. Because of the change in physicochemical prop-
erties around the modified residues, the affected protein molecules may not be able to
refold back into their native structures. The structure-induced exposure and modifica-
tion of buried residues as well as the irreversible changes in the resulting structures of
proteins are well illustrated by the oxidation of methionine residues [73,74]. Change
in other residues by other chemical modifications can also affect the transitional state
ensembles’ ability to refold back to their native structures. For example, the rate of
deamidation of asparagines residues can be influenced by the flexibility of the peptide
backbone [75]. At the same time, the resulting changes in charge from amino residue
of asparagines to the carboxylic residues of aspartic acid and/or isoaspartic acid may
also alter the way in which the proteins will be refolded [76].

3.2.2.3.5. Interaction with Other Solutes (Metal, Preservatives). Pro-
teins interact very closely with other solutes and can integrate into other stable struc-
tural states. The principle of preferential hydration for stabilizing solutes (e.g., sugars,
salts, amino acid residues) has been widely discussed in the literature [29,53,77,78].
The stabilizing solutes have a tendency to be excluded from the hydration surface of
proteins, thus leaving the protein molecules preferentially hydrated. At the preferen-
tially hydrated state, the void that the protein molecules occupy is thermodynamically
unfavorable and keeps the proteins with a minimal exposed surface area. As the dena-
tured state of protein molecules would have a much larger exposed surface area, the
larger difference in the free energy of unfolding in the presence of these cosolvents is
the major driving force for stabilization. As the preferential hydration effect comes at
the cost of a relatively high concentration of cosolvents, for example, 1 M or greater
for sucrose, these cosolvents have not been widely used in pharmaceutical applications
because of the hyperosmolality of resulting formulations.

Another group of stabilizing cosolvents works more specifically with the exposed
chemical nature of proteins. The effectiveness of these cosolvents, such as charged
polymers, is rather difficult to predict as the stabilizing effect comes from a very
specific interaction with proteins [79,80].

Another group of excipients that showed direct physical interaction with proteins
and contributed to the aggregation and/or precipitation of proteins is phenolic
compounds. More relevant to pharmaceutical applications, these antimicrobial
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preservatives have shown greater impact on the physical stability of proteins. These
parenterally approved preservatives include benzyl alcohol, cresol, phenol, parabenes,
and benzalkonium chloride. The preservatives interact with proteins and keep the
transitional state ensembles from folding back to their native structure [51,81,82].

Metal ions contribute to the intrinsic structural stability of proteins by increasing
resistance to unfolding or directing their folding [83]. Removal of the metal ions
from these proteins often results in a loss of the native structure and functionality.
However, metal ions also foster intermolecular interactions and cause aggregation
and/or precipitation. Zinc is typically added to promote association to hexamers and
to increase chemical stability [84,85].

Additionally, metal impurities facilitate undesirable aggregation or precipitation.
[86] showed metal induced conformational changes followed by the formation of fib-
rillar forms of α-synuclein. There have been presentations discussing the aggregation
of therapeutic proteins in prefilled syringes caused by tungsten oxide leaching out of
staked needles [8].

3.2.2.3.6. Surface-Induced Structural Changes and/or Aggregation.
During product shipping and handling, proteins in aqueous solution formulations are
subjected to agitation or shaking, which is one of the most common physical stresses
that can cause protein aggregation [87,88]. Agitation-induced protein denaturation
and/or aggregation is presumably the consequence of protein interactions with
surfaces, such as the air–water and vial–water interfaces [87,89–92]. It is generally
believed that protein unfolding at air–liquid interfaces may irreversibly expose the
interior hydrophobic core, which may, in turn, lead to intermolecular associations of
nonpolar residues. It has been observed that agitation-induced protein aggregation
decreases at higher protein concentrations. Small amounts of surfactants are usually
effective in stabilizing proteins against this type of stress [90,93].

A widely accepted argument seen in previous studies attributes protein aggrega-
tion during processing to its increased exposure to various surfaces, most commonly
the air–water interfaces [94–96]. Proteins are known to form films of a nonnative
conformation at such boundaries. It has been argued that turbulence caused by agita-
tion can create additional surface area and facilitate an exchange between the native
population in the bulk and the denatured species on the surface. Presumably, accu-
mulation of these denatured species eventually leads to precipitation. By the same
trend of thought, solid–liquid interfaces were ascribed for the aggregation seen dur-
ing filtration [96,97] and pumping [98]. However, direct proof of these pathways is
scarce, and little is known about the details of how such proteins form aggregates
when exposed to these stresses.

These results challenge the “surface denaturation” hypothesis because the native
forms of the most labile proteins do not adsorb to the surface fast enough to account
for its rapid precipitation during agitation. It is based on the assumption that the
adsorption of native protein to the surface is an instantaneous process. Instead, they
suggest that the decrease in surface tension is a result of the proteins’ need to be
unfolded into a more hydrophobic configuration to adsorb to the air–water interface.
This implication is consistent with an alternate hypothesis that claims shear stress
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is the primary source of protein denaturation during stirring, pumping, and filtration
[99–103]. They discovered that the product of shear rate and time Gt correlates
with the kinetics of enzyme inactivation. Residual protein activity with respect to Gt
commonly indicates that a protein is approximately stable up to a certain Gt value
but above this point the decrease in activity is directly proportional to ln(Gt).

The reversibility of surface adsorption has been debated in the literature. Ear-
lier studies support the theory that the adsorption process, especially with additional
denaturation at the interface, is irreversible [104,105]. This is further supported by
the formation of insoluble proteins at the interface due to the changed conformation
[106,107].

3.2.2.3.7. Surface Adsorption to Solid Surfaces. The presence of surfaces
and interfaces can have a profound effect on aggregate development, and studies have
shown that the growth rates and final aggregate morphologies are sensitive to the
details of the surface chemistry of an interface, such as hydrophobicity and charge
[92,108–110]. Among the more relevant therapeutic applications, extensive research
has been conducted on the surface adsorption of insulin pump systems [111] and
inactivation/surface adsorption of IL-2 to tubing materials [112–114].

The degree of structural and activity loss depends on the individual protein. While
extensive loss is expected for labile proteins such as insulin and IL-2, a significantly
smaller loss, about the quantity for monolayer adsorption on the order of a few micro-
grams per 3 mL vial/stopper configuration, has been observed for more stable proteins.

The reversibility of proteins adsorbed to solid surface has been well summarized
by Norde [115] and MacRitchie [91]. The main points are summarized below:

• Only a small fraction of surface-adsorbed proteins desorb on dilution of the
system with additional solvent.

• The degree of adsorption depends on multiple factors, including solution con-
dition and temperature.

• Protein molecules may be exchanged between surface and bulk solutions.
• Adsorbed proteins may be displaced from the surface by molecules of other

species.
• Protein molecules may not refold back to their original structures once they are

unfolded at the interface.

It is generally agreed that surface-adsorbed protein molecules are difficult to desorb
from the surface unless the solution condition is changed, for example, by additional
surface active agents.

3.3. ANALYTICAL METHODS FOR PHYSICAL CHANGES IN PROTEINS

To characterize conformational changes in a protein, caused either by changes in
its solution environment or by physical degradation in the protein itself, biophysi-
cal techniques are often employed to examine the secondary or tertiary structures of
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the molecule [116]. Results generated from these techniques not only lend insight
into the understanding of protein structures but may also provide guidance in their
formulation development. The common techniques used in formulation development
include spectroscopic analyses (second-derivative ultraviolet spectroscopy, circular
dichroism, Fourier transform infrared spectroscopy, Raman spectroscopy, and fluo-
rescence and phosphorescence spectroscopy), thermal analysis (differential scanning
calorimetry), and size-based analysis (analytical ultracentrifuge, light scattering). In
addition, the three-dimensional structure of proteins may also be studied to gain a bet-
ter understanding of their structure–function relationships as well as their interactions
with various factors in their environment. Techniques for this characterization include
hydrogen–deuterium (H/D) exchange mass spectrometry, nuclear magnetic resonance
spectroscopy, X-ray crystallography, and electron paramagnetic spin resonance spec-
troscopy.

3.3.1. Spectroscopic Techniques

3.3.1.1. Second-Derivative Ultraviolet (UV) Spectroscopy. The environ-
ment of aromatic residues in a protein can be monitored using second-derivative UV
spectroscopy. When the tertiary structure of a protein is perturbed as a function of
pH, heat, or other factors, shifts in the UV peak positions can be observed in its
second-derivative UV spectrum. An example of the application of second derivative
UV spectroscopy includes the study of aggregation behavior of an IgG2 antibody as
a function of pH and temperature [117]. By monitoring the shifts in peak maxima
of five selected peaks in their second derivative UV spectra, investigators determined
stable pH and temperature ranges, gaining insight into the aggregation behavior of the
antibody during the freeze–thaw process.

3.3.1.2. Circular Dichroism. Circular dichroism (CD) measures the difference
in absorbance for the left-handed and right-handed circularly polarized light from a
protein sample. This difference is contributed to the interaction of chromophores in
a protein that are located in a chiral (asymmetric) environment. In CD analysis, both
near-UV CD (310–255 nm) and far-UV CD (<250 nm) regions of the spectrum can
be measured. Aromatic amino acids (tryptophan, tyrosine, phenylalanine) and cystine
contribute to the near-UV CD signals, which reflect the tertiary structure of the protein.
The peptide bonds (amide) contribute to the far-UV CD signals, which represent the
secondary structure of the protein (i.e. α-helix, β-sheet, β-turn structures).

Typical applications with CD analysis include (1) estimation of the content of
protein secondary structures and (2) detection of conformational changes in a protein
due to changes in its solution environment (pH, excipients, addition of denaturants)
and temperature. In a more recent study, an E. coli -expressed IgG1 Fc was studied
by CD before and after forced oxidation by H2O2, and the data indicate perturbation
in the tertiary structure of the molecule, whereas its secondary structure was largely
unchanged [118]. In another case, MAb samples at over 100 mg/mL concentration
were directly analyzed with CD, in which two MAb molecules were compared by
CD as a function of temperature. The results revealed a 7◦C stabilization of one MAb
over the other at the same protein concentration [119].
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3.3.1.3. Fourier Transform Infrared Spectroscopy (FTIR). In infrared
spectroscopy, a molecule absorbs infrared radiation as it undergoes a net change
in dipole moment resulting from its vibrational or rotational motion. In terms of
wavenumber, the infrared spectrum is divided into near- (from 12,800 to 4000 cm−1),
middle- (from 4000 to 200 cm−1), and far-IR regions (from 200 to 10 cm−1), with
1700–1600 cm−1 as the most commonly used region for protein analysis. This region,
commonly referred to as the amide I region , corresponds to the carbonyl (C=O)
stretching vibration of a peptide bond. Hydrogen bonding of the C=O group to the
amide group yields information on the secondary structures of a protein with the fol-
lowing known maxima [120]: α helix (1654 cm−1), β sheet (1633 and 1684 cm−1), γ

turn (1672 cm−1), and random coil (1654 cm−1). A comparison of the band intensi-
ties at these wavenumbers may indicate differences in secondary structures between
protein samples.

Modern infrared spectrometers are usually Fourier transform infrared (FTIR) spec-
trometers, due to the fact that the detector signal is related by Fourier transformation
into the measured spectrum. To avoid issues caused by short pathlength, in which
interferences from water in the aqueous sample overlaps with the amide I band, the
attenuated total reflectance (ATR) technique may be employed. In ATR, a thin film
of the sample is placed on a crystal, and the infrared light is reflected several times
through the crystal and the sample before measurements are made.

Fourier transform infrared has been widely applied to study changes in the sec-
ondary structures of proteins in formulation studies, because formulations that produce
secondary structures closest to the native protein structure often lead to longer stor-
age stability. More recent examples of FTIR applications have included the effects of
mannitol content in spray-dried antibody formulations [121], effects of sucrose and
sorbitol contents in lyophilized antibody formulations [122], and a comparison of var-
ious sucrose contents for an antibody in different presentations (freeze-dried, foam,
and spray-dried) [123]. In an interesting application of FTIR, the structural integrity of
rhBMP-2 microparticles prepared from controlled precipitation was compared to that
of a reference formulation in solution. It was found that between 20◦C and 70◦C, the
FTIR spectra of both the rhBMP-2 microparticles and the resolubilized microparticles
showed largely the same pattern as that of the liquid formulation. Moreover, after 6
months of storage, the microparticle suspension maintained its secondary structure as
those of the unstressed and stressed reference formulations in liquid [124].

3.3.1.4. Fourier Transform (FT) Raman Spectroscopy. The Raman effect
arises when a beam of intense radiation, typically from a laser, passes through a
sample where the molecules undergo a change in molecular polarizability as they
vibrate. This change in polarizability results in information regarding the peptide
backbones and secondary structures of protein samples. Information obtained by FT-
Raman spectroscopy is often complementary to results from FTIR. One advantage of
FT-Raman over FTIR is that water happens to be a weak Raman scatter. Consequently,
proteins in the native (aqueous) state can be studied in addition to the solid state.
Typical regions in FT-Raman spectra that are characteristic for proteins include the
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amide I region for α-helical structure (at ∼1660 cm−1) and the amide III region
(1250–1350 cm−1).

Three model proteins differing in size and structure were compared in terms of
their native structures before and after lyophilization and spray drying. The results from
their FT-Raman analysis showed good correlation to data from biological (enzyme
activity) assays [125], which indicate that among the proteins studied, lysozyme and
deoxyribonuclease I show better folding reversibility in the lyophilized form than in
the spray-dried form.

3.3.1.5. Fluorescence Spectroscopy. In fluorescence measurements, the
protein is excited at a wavelength corresponding to its excitation maximum, and light
is emitted during the protein’s transition from the excited state to the ground state.
Aromatic amino acids, including tryptophan, tyrosine, phenylalanine, and histidine,
provide intrinsic fluorescence signals that can be measured. The information obtained
is related to the environment surrounding these residues, hence, the integrity of the
tertiary structure of the molecule can be interpreted. For these reasons, fluorescence
spectroscopy is a useful tool for studying the unfolding of a protein in different
environments (pH, temperature, buffer excipients, etc.). A more recent publication
demonstrates the application of fluorescence spectroscopy toward the direct analysis
of lyophilized drug products in accelerated degradation. A close correlation was
found between the diminishing fluorescence intensities of the lyophilized samples
with the SE-HPLC results obtained from the reconstituted samples [126].

Besides intrinsic fluorescence, proteins may also be derivitized with fluorescent
probes to enhance the sensitivity of the measurement at wavelengths that are char-
acteristic of the probes used. Probes such as 8-amino-1-naphthalenesulfonate (ANS),
Nile Red, and thioflavin T have been used for the detection of protein aggregates.
The probes bind to the hydrophobic surface of proteins that are exposed during fibril
formation. Once bound, their fluorescence maxima are shifted and their intensities
can be measured. Aggregation in an antibody at high concentration (193 mg/mL) in
different buffers has been characterized without dilution using Nile Red binding, and
the results between fluorescence spectroscopy and fluorescence microscopy analyses
correlated well [127].

3.3.1.6. Phosphorescence Spectroscopy. As in fluorescence spectroscopy,
a molecule is excited from its lowest vibrational state to an excited state in phospho-
rescence spectroscopy. While in its excited state, a change in electron spin must occur
in order for the molecule to phosphoresce. This means that a phosphorescence event
is less probable than other spectroscopic events and the rate is also slow. Phospho-
rescence lifetimes are typically range from 10−4 to 10 s, in contrast to a fluorescence
lifetime between 10−9 and 10−6 s.

Conventionally, phosphorescence measurements needed to be performed at liquid
nitrogen temperature in order to prevent degradation of the phosphorescence signal
because of collisional deactivation. Nowadays, room temperature phosphorescence
may be performed in solution, as long as the sample is purged of all traces of oxygen.
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A more recent example discusses the use of this technique to access differences in
the microenvironment of two tryptophan residues in a glutamine binding protein.
The difference in phosphorescence lifetimes of Trp220 and Trp32 is on the order of
several hundred milliseconds, which is sufficient for determining Trp32 to be in a well-
ordered environment [128]. The work illustrates the potential of using phosphorescence
measurement to probe changes in the tertiary structure of proteins caused by ligand
binding or other environmental changes.

3.3.2. Thermal Analysis

3.3.2.1. Differential Scanning Calorimetry (DSC). In DSC, the heat flow
(or heat capacity) of a sample is measured as a function of temperature. The technique
has been useful for studying the unfolding of secondary structures of protein molecules
and for characterizing the conformational stability of proteins in different conditions,
in both solid and liquid states. While protein unfolding produces endothermic peaks
as measured by DSC, protein aggregation is detected as an exothermic event. With
DSC, the melting or denaturation temperatures Tm of different protein samples can
be compared, giving insight to the differences in their secondary structures. Another
application of DSC has been its use in optimizing lyophilization parameters. Protein
formulations may be analyzed by DSC to determine the optimal freezing and annealing
temperatures during the lyophilization cycle, which would, in turn, lead to a more
elegant cake appearance. A more recent example of applying DSC in formulation
development shows the effects of sucrose on rHSA, which clearly shows sucrose
adding protection to the protein by shifting the protein’s melting point from 123◦C to
147◦C, whereas rHSA formulated with mannitol alone did not show the same benefits
[129]. Other applications have included the comparison of two MAb molecules by
DSC and the effects of various excipients on the thermal stability of recombinant
adenoviruses [130].

3.3.3. Size-Based Analysis

3.3.3.1. Analytical Ultracentrifugation (AUC). For routine, high-
throughput analysis of protein aggregates, size exclusion (SE-HPLC) is unquestionably
the most sensitive and reproducible method available. However, SE-HPLC has a
few drawbacks, due to its reliance on the use of a column, which can lead to poor
mass recovery of aggregated species [131]. The nonspecific interaction between the
proteins and the column matrix may necessitate the addition of salt and organic
solvents that would, in turn, disrupt the aggregated species. On the contrary, AUC
does not have the same issues as does SE-HPLC. Although the technique is not as
sensitive as SE-HPLC and requires highly trained expertise for data analysis, it is a
valuable technique for studying protein aggregation in solution and is often used to
validate results obtained by SE-HPLC.

The basic AUC instrumentation includes a centrifuge, a rotor with sample com-
partments, and an optical system than can measure the protein concentration gradients
under centrifugal force. Two basic modes of operation exist in AUC: sedimentation
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velocity and sedimentation equilibrium. Sedimentation velocity, which is conducted
at high centrifugal speeds [40,000–60,000 rev/min (rpm)], yields information related
to the sedimentation coefficient, diffusion coefficient, and molecular weight. Sedimen-
tation equilibrium, which is performed at lower rotor speeds (10,000–30,000 rpm),
yields information on molecular weight, stoichiometry, and binding affinity of self-
or heteroassociating molecules.

3.3.3.2. Light Scattering. The principle of light scattering is based on the
fact that the intensity of light scattered by a sample is proportional to the particle
size and the concentration of that sample. For protein applications, two types of
light-scattering techniques are commonly used: dynamic light scattering (DLS) and
multiangle laser light scattering (MALLS), also referred to as static light scattering .
With DLS, a hydrodynamic diameter of a sample in ranging from 1 nm to 1 µm can
be measured and results reported in a volume-based distribution. A cytokine in liquid
formulations at various pH was studied by DLS, and the results indicate an increase
in volume percentage of aggregated species as a function of increasing pH [132].
Other examples of DLS applications include the study of effects of excipients on
an immunoglobulin G in terms of aggregate prevention and thermodynamic stability
[133] and an investigation into the opalescent appearance of an IgG1 formulation at
high concentrations [134].

In MALLS, the weight-average molecular weight (Mw) and number-average
molecular weight (Mn) are determined as a function of concentration. MALLS can be
used as a standalone detector for batch analysis or it can be used as an online detector
in conjunction with refractive index detection for SE-HPLC analysis. Most commonly,
the 90◦ signal from a MALLS measurement is used for the determination of Mw and
Mn. Provided that the dn/dc ratio of an analyte is known, MALLS measurements can
provide the absolute determination of Mw and Mn that is independent of the hydrody-
namic size of the analyte (i.e., its elution position on SE-HPLC relative to molecular
weight standards). The stability samples of two antibody drug products are analyzed
by SE-HPLC with MALLS detection and the MW of the various aggregated species
can be determined [135].

3.3.4. Three-dimensional Structural Characterization of Proteins

3.3.4.1. Hydrogen–Deuterium Exchange Mass Spectrometry.
Hydrogen–deuterium (H/D) exchange has been a powerful tool for studying the
surface properties of proteins. Surface exposed hydrogens in OH, NH, and SH
functional groups can be replaced with deuteriums on exposure to D2O-containing
buffers. The only exception is proline, which does not contain amide hydrogen.
H/D exchange may take place either in properly folded proteins, in which only
localized exchanges occur, or in partially or completely unfolded proteins. The H/D
exchange reaction occurs readily, and the reaction can be followed by a variety of
techniques including mass spectrometry, FTIR, electron paramagnetic resonance
spectroscopy, and nuclear magnetic resonance spectroscopy. More recently, H/D
mass spectrometry (MS) utilizing electrospray ionization has by far had the widest
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applications. Since mass information is obtained in MS, analysis of H/D exchange
by MS yields information on the structure of the entire protein, rather than just a few
specific residues as in the case with spectroscopy-based techniques.

To conduct MS analysis of an H/D exchange reaction in a protein, samples at fixed
time intervals during the reaction can be quenched at low pH and low temperature
prior to injection onto the MS system. Whole-mass measurements are performed, and
the mass shift due to H/D exchange can be followed as a function of reaction time.
To gain a better understanding of local H/D exchange rates, quenched samples may
be digested using pepsin at low pH (2.5) and low temperature (0◦C) for a short time,
followed by peptide mapping using an HPLC coupled to the MS and tandem mass
spectrometric analysis (MS/MS).

Li et al. [136] applied H/D MS analysis to the characterization of protein con-
formation in lyophilized solids. The model protein calmodulin was lyophilized in the
presence of various carbohydrate excipients. The lyophilized cakes were then exposed
to D2O vapor under controlled humidity and temperature, and samples at specific time
intervals were digested with pepsin and analyzed by LC-MS/MS. The results demon-
strate the best protective effects by raffinose, dextran, and trehalose, while mannitol
and sucrose show greater uptake of deuterium than do the other carbohydrates. Fur-
thermore, the peptide map results show that different carbohydrates protect different
regions of the protein.

3.3.4.2. X-Ray Crystallography. In X-ray crystallography, an X-ray beam
strikes a single crystal and scatters into different angles. The intensities and angles at
which the X ray scatters allow for the determination of electron density within the
crystal, which, in turn, leads to the deduction of a three-dimensional structure of the
crystal. A variety of molecules have been successfully analyzed by X-ray crystallog-
raphy, including small-molecule drugs, proteins, and nucleic acids. In one example,
the structure in insulin neutral protamine hagedorn (NPH) formulations was studied.
Protamine is an arginine-rich small peptide that is cocrystallized with insulin in the
presence of zinc in the formulations. Characterization of the insulin NPH crystals indi-
cates that protamine adopts a disordered crystal structure, which suggests its primary
function to be the balancing of overall charges of insulin in the formulations rather
than any kind of specific binding to insulin [137].

3.3.4.3. Nuclear Magnetic Resonance Spectroscopy (NMR). In NMR, an
analyte is studied in the presence of a constant magnetic field while an orthogonal
magnetic field is applied. The response to the perturbing magnetic field forms the basis
of NMR, in which all nuclei with an odd number of protons and/or neutrons give an
intrinsic magnetic moment that can be measured. 1H and 13C NMR are the most
commonly used nuclei in NMR. In general, large magnetic fields are preferred since
they offer increased sensitivity. In more recent years, solid-state NMR has been useful
in providing structural information on proteins that include membrane proteins and
lyophilized proteins. One example demonstrates that the stability offered by arginine in
freeze-dried antibody products is due to noncovalent interactions between the arginine
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side chain and the protein [138]. Results from this work suggest that charged amino
acids may provide greater stabilizing effects than do the noncharged ones, perhaps
because of the preferential binding of the stabilizer with the protein during freezing.

3.3.4.4. Electron Paramagnetic Resonance Spectroscopy. Electron para-
magnetic resonance EPR, or electron spin resonance (ESR), spectroscopy is similar
in principle to NMR, except that it is the magnetic moment of an unpaired electron in
an analyte that is measured, rather than that of an atomic nucleus. Electron paramag-
netic resonance is less commonly used than NMR because most stable molecules have
their electrons paired. An example of application of EPR can be found in a report by
Kempe et al. [139], in which chitosan was characterized as a potential biopolymer for
drug delivery in the presence of glycerol-2-phosphate. Electron paramagnetic reso-
nance has been utilized to monitor the dynamics of insulin, the drug candidate used in
this study, inside the chitosan gel and during its release. From this study, the optimal
percentage of glycerol-2-phosphate and pH were determined for gel formation at room
temperature, and the release of insulin was found to be sustainable for a period of up
to 2 weeks under optimal conditions.

3.3.5. Stability-Indicating Assays for Detection of Physical
Degradation in Protein Therapeutics

Analytical assays used for the stability testing of protein therapeutics need to encom-
pass all possible physical forms of degradation that result from normal stresses during
a typical stability program. Common biochemical degradations include aggregation,
deamidation, oxidation, and fragmentation (clipping). In the case of glycoproteins,
additional degradation may include some degree of deglycosylation or desialylation.
Cyclization of N -terminal glutamine has been reported in recombinant monoclonal
antibodies after prolonged heat stress [140,141]. All of these degradations can usu-
ally be detected as product impurities by HPLC and electrophoresis-based assays,
with separation principles based on size, charge, or hydrophobicity. The following are
techniques typically used in the analysis of physical degradation in stability testing.

3.3.5.1. Size-Based Determination.
3.3.5.1.1. Size Exclusion Chromatography (SE-HPLC). In this technique,

protein species are separated according to hydrodynamic size under native (aqueous)
conditions. Although primarily intended for detection of soluble aggregates, SE-HPLC
may also be applied for analysis of clipped species in a protein sample. Popular choices
of columns used for protein analysis have included the Tosoh TSK gel and Shodex
KW-800 series, both of which are silica-based with high recovery rates and resolution.
Proteins in the range of ∼10 kDa (cytokines) up to 150 kDa (monoclonal antibodies)
have been successfully analyzed on these columns. For hydrophobic proteins that tend
to have poor recovery, polymer-based columns may be utilized at the cost of resolution
compared to their silica-based counterparts.

Typical mobile phase used for SE-HPLC includes phosphate-based buffers with
100–500 mM of sodium chloride at pH close to neutral (i.e., pH 6.5–7.5). As an
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alternative, sodium sulfate can be used as a substitute for sodium chloride at similar
concentrations [142]. For proteins that tend to have excessive interaction with the
silica columns, leading to tailing or poor recovery, arginine at 0.2–0.75 M may be
used to minimize adsorption [143].

3.3.5.1.2. Sodium Dodecyl Sulfate–Polyacrylamide Gel Electrophoresis
(SDS-PAGE) and Capillary Electrophoresis with Sodium Dodecyl Sulfate
(CE-SDS). The SDS-PAGE method has been the conventional size-based technique
for analysis of proteins. Unlike SE-HPLC, SDS-PAGE is performed in the presence
of SDS and therefore offers complementary information on aggregates that are cova-
lent in nature. Generally, SDS-PAGE offers better resolution than does SE-HPLC as
both aggregated and clipped species can be separated within the same gel at high
efficiency. For stability and lot release testing, Coomassie Blue staining has been the
method of choice for visualization, and densitometry may be applied for a semiquan-
titative measurement of the separated bands. If greater sensitivity is required, silver or
Sypro staining may be applied, although the results are typically not as quantitative
as Coomassie staining and the techniques are not as quality control (QC)-friendly.

More recently, CE-SDS has been gaining acceptance as a substitute for
SDS-PAGE in both the stability and lot release testing of protein therapeutics.
Unlike the case in SDS-PAGE, in CE-SDS the analyte does not sieve through a
solid polyacrylamide matrix; rather, a polymer liquid matrix is used for size based
separation in a fused-silica capillary with a small internal diameter (50–100 µm).
The polymer liquid gel includes polyethylene glycol/polyethylene oxide, dextran,
and hydroxyalkyl cellulose, at various concentrations depending on the molecular
weight range of interest. The exact makeup of commercially available CE-SDS gel is
proprietary information; however, a gel kit optimized specifically for MAb analysis
is available from Beckman Coulter.

The CE-SDS method may be performed using a conventional CE instrument
where a physical capillary is used for separation (i.e., the P/ACE system, by Beckman
Coulter, or the HPCE system, by Agilent) or a chip-based CE instrument where
microfluidic channels are utilized for analysis (i.e., Bioanalyzer, by Agilent, or Labchip
90 by Caliper). In either case, the analyte is mixed with a SDS-containing sample
buffer much like in SDS-PAGE, with the option of adding a reducing agent if reduced
analysis is desired. The sample is then injected electrokinetically into the capillary
for separation, under an applied voltage of 15–30 kV. Because of effective heat
dissipation in a capillary or microfludic channel, much higher voltages can be applied
than in SDS-PAGE with little current generated, leading to superior resolution in
CE-SDS. In addition, CE-SDS data are quantitative and can be analyzed much like
HPLC data, which is an added benefit over conventional SDS-PAGE analysis. Typical
electropherograms are shown from the CE-SDS analysis of antibody molecules using
a conventional CE instrument [144] and a chip-based CE system [145].

As CE-SDS analysis is usually performed using UV detection, it yields sensitivity
equivalent to that of Coomassie Blue staining. For added sensitivity, the analyte may
be derivatized with a suitable fluorescent tag during sample preparation and detected
using laser-induced fluorescence (LIF). A CE-SDS assay utilizing LIF detection has
been validated for use in a QC environment to support the stability monitoring of a
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MAb molecule [146]. The sensitivity obtained by this approach is similar to that of
silver staining.

3.3.5.2. Charge-Based Determination.
3.3.5.2.1. Ion Exchange Chromatography. For lot release and stability testing

of protein therapeutics, a charge-based purity method is typically expected from the
regulatory agencies as part of the standard panel of test methods. Under conditions used
in ion exchange chromatography (IEC), surface charges on a protein are exposed and
interact with the ionic functional groups in the column. By choosing a mobile phase
with an appropriate pH that is suitably above or below the pI of the protein, either
anion or cation exchange can be performed. In either case, the separation mechanism in
IEC is based on charge, which allows for the separation of deamidated, deglycosylated
[147] or other charge-based variants [144,145,148,149] from the main product peak
in stability monitoring.

3.3.5.2.2. Capillary Isoelectric Focusing (CIEF) and Capillary Zone
Electrophoresis (CZE). The CIEF method separates charge-based variants on the
same principle as does conventional IEF, whereas the separation mechanism in CZE is
based on both charge and mass. CIEF performed in a conventional CE instrument has
been widely applied for the characterization of pI values for protein therapeutics, and
is gaining acceptance for use in lot release and stability testing. More recently, CIEF
performed with whole-column imaging detection (“imaged CIEF”) is gaining atten-
tion for its advantage over conventional CIEF, in which the focused protein bands
are imaged without the need for band mobilization [150], which can lead to peak
broadening.

3.3.5.3. Hydrophobicity-Based Determination. Separation in reversed-
phase (RP) and hydrophobic interaction chromatography (HIC) is based on
hydrophobicity. These techniques are often used for the detection of product
impurities that include oxidation (at either methionine or tryptophan), fragmentation
(clipping), and sometimes deamidation. More recently, RP-HPLC has been applied
to the detection of pyroglutamic acid formation at the N -terminus of the heavy
chain in an IgG1 monoclonal antibody [140]. Although less frequently utilized
than RP-HPLC, HIC-HPLC has been applied in the stability monitoring of protein
therapeutics, and in one case, the isomerization of an aspartic acid residue was
detected by HIC-HPLC along with RP-HPLC [152].

3.3.5.4. Other Techniques. Purity analysis by HPLC and electrophoresis-
based methods is typically sufficient for the stability monitoring of protein
therapeutics. By characterizing and identifying the minor forms detected in these
purity methods, one can apply them toward direct stability monitoring without the
need for more detailed structural characterization such as peptide mapping and
oligosaccharide mapping. While the data obtained from these detailed analyses are
valuable, peptide and oligosaccharide mappings are time-consuming and can be
highly variable depending on the analyst. Therefore, these techniques are typically
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not included in stability monitoring programs and stability specifications; rather, they
are reserved for characterization use only. For additional information about this field,
readers are referred to the following articles [153,154].

3.4. STRESSES THAT CAUSE PHYSICAL DEGRADATION OF PROTEINS

Among the physical stresses, the effects of heat, agitation, surfaces, and pressure
are relatively well characterized, and plenty of examples can be found in literature
[155,156]. Other chemical stresses that are known to affect the structure of proteins
include pH, metal ions, chaeotropic salts, detergents, preservatives, and organic sol-
vents. While all of these can clearly induce structural changes of the proteins, one
must seek the most relevant stresses to individual proteins, as some proteins are more
susceptible to certain stresses than others. In this section, some common stresses and
experimental approaches to stress induction are briefly discussed.

3.4.1. Heat

Like most reactions, the rates of most protein degradation pathways are accelerated by
the increase in temperature. This is especially true for structural changes in proteins
as the temperature dependence, or activation energy, of structural changes is on the
order of 25–150 kcal/mol, much greater than the reactions of small molecules. At
elevated temperatures, the solution conditions as well as the intrinsic flexibility of
proteins alters so that the population of transitional state ensembles increases. This
is the basis for incubating products at higher temperatures to accelerate degradation
reactions so that expected degradation products and better formulations can be found
in much smaller timescales than actual storage conditions. At the same time, relevant
stability-indicating assays can be developed using the stressed samples. While the
benefit of utilizing the accelerated reactions at elevated temperatures is large, one
must always remember the importance of observations in real-life situations.

A common mistake found in the development of protein formulations is the use of
thermal analyses for screening purposes. This can be achieved by differential scanning
calorimetry and/or any other device that can determine the denaturation of proteins
while equipped with a temperature control system. Information obtained from such
instruments includes thermal unfolding temperatures, enthalpies of unfolding, and
change of specific heat during thermal unfolding [157,158]. While these results are
relatively quick to obtain and can very effectively differentiate testing samples, the
information regarding the unfolding of proteins has little to do with most degradation
products that are routinely observed during the refrigerated storage of protein products.
While the activation energies for thermal unfolding of proteins are on the order of
100 kcal/mol [56], the activation energies for most pharmaceutically relevant degra-
dation products are on the order of 30 kcal/mol (unpublished general observations).
This is because most physical degradations of proteins result from subtle structural
changes, specifically, transitional state ensembles, rather than a complete loss of
secondary structure. Therefore, the information obtained from thermal analyses should
be used for formulation development with discretion.
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Similar consideration should be given when extrapolating the results obtained
from higher temperatures to realistic storage conditions, such as refrigerated storage.
Each protein degradation pathway may involve multiple species of structural ensem-
bles as well as multiple processes of structural changes. Therefore, it is difficult to
assume a simple two-state model. In addition, multiple degradations will have to be
considered when optimizing formulation and/or process conditions. Each pathway will
have its own unique reaction order and activation energy, so it is difficult to assume
the same major degradation products will occur from storage at both 4◦C and 37◦C.
In reality, empirical thermodynamic parameters obtained from actual stability studies
may come from several different rate-limiting processes at different temperatures.

3.4.2. Surface and/or Shear

As discussed in earlier sections, proteins are sensitive to surface-induced denatu-
rations. Most proteins form soluble aggregates and/or precipitates, and can unfold
and/or adsorb to solid surfaces when sufficient agitation or shear forces are intro-
duced [87,91,92,97,99]. This phenomenon is observed during routine pharmaceutical
processing or handling such as pumping, mixing, ultrafiltration/diafiltration, stirring,
membrane filtration, filling, and transportation. With the exception of very sensi-
tive proteins, the problem can be easily resolved by including a small quantity of
surface-active agents, as is discussed in Section 3.5.1.

Experimental results that unequivocally explain the underlying principles of the
surface-induced denaturation of proteins are difficult to find in the literature. A couple
of leading hypotheses are (1) surface-induced denaturation , which represents sur-
face adsorption, denaturation/coagulation, recycling back to bulk solution, aggregation
among the transitional state species, and/or adsorption to other solid surfaces [91,92]
and (2) shear-induced denaturation , which represents the structural alteration of pro-
teins in bulk solution state by shear force, aggregation among the transitional state
species, and/or adsorption to solid surfaces [100,159–161]. For practical purposes,
the process of these structural changes followed by irreversible aggregation or pre-
cipitation of protein molecules is considered identical. Because of the ambiguity,
it has been difficult to design instrumentation to introduce quantitative stress. The
most common approaches that introduce surface denaturation are vortexing and stir-
ring. Vortexing with headspace air or additional beads has been successfully used to
understand the susceptibility of surface denaturation as well as to identify necessary
surface-active agents [90,162,163]. Stirring with a magnetic bar has also been used
with equal effectiveness [164].

The simple agitation or stirring experiments for understanding each protein’s sus-
ceptibility to surface-induced aggregation is equally important as are other incubation
experiments, as incubation at elevated temperatures does not introduce an equivalent
stress to mechanical stimulation. The agitation experiment takes only a few hours,
and it is recommended that this study be performed prior to other accelerated stability
studies. Once stable formulation is identified against the surface-induced denaturation,
the protein should remain stable during various stressful processes such as pumping,
filtration, filling, shipping, and shaking.
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Relevant surfaces should include air–liquid interfaces, solid–liquid interfaces,
and liquid–liquid interfaces. Proteins adsorb to air–liquid interfaces, concentrate at
the interface, undergo structural changes, and then self-associate as well as aggregate
[165,166]. Formation of insoluble films at interfaces has been observed for some labile
proteins. The agitation of protein solutions with headspace air is also a routine source
of aggregation. Likewise, proteins are known as good foaming agents because of their
structural flexibility to adsorb to the air–liquid interface and rearrange their structure
to form a strong cohesive viscoelastic film, which is required for stability of foam
[167,168].

Proteins are also known to stabilize liquid–liquid interfaces via similar principles.
Proteins stabilize these interfaces by rearranging their hydrophobic and hydrophilic
residues to reduce free energy at these interfaces [169–171]. Good examples of protein
degradations at the liquid–liquid interface include aggregation of proteins by silicon
oil [172], oil-in water emulsion [173], and water–lipid bilayer [174].

Similar structural changes were also observed at solid–liquid interfaces. Protein
aggregations resulting from interaction with container–closure systems, membranes,
tubing, and pumps are well documented in the literature [26,114,175–177]. Most arti-
cles describe the effect of the solid–liquid interface in terms of process of adsorption,
structural changes at the interface, irreversible adsorption, and/or possible recycling to
bulk solution. Such interactions with solid surfaces may result in irreversible adsorp-
tion, and/or decrease in recovery, and aggregation, as well as loss of biological activity
of the proteins.

The effect of smaller solid particles on nucleation of protein aggregation has been
extensively studied in the area of amyloid aggregation [178–184]. The formation of
small nuclei with the complementing surface is a rate-limiting process for the growth
of aggregate. This phenomenon is well illustrated by the particle formation of an
antibody product when it was pumped through a piston pump fostering stainless-steel
particles [177].

3.4.3. Light

Exposure to light introduces various stresses to proteins [185,186]. Light-induced
denaturation proteins can be largely divided into two areas: intrinsic and extrinsic.
Intrinsic changes are induced as direct structural changes to proteins. Various amino
acid residues, including tryptophan, tyrosine, phenylalanine, methionine, histidine, and
cysteine/cystine, are oxidized during exposure to light. This may result in physical
changes in proteins such as aggregation, denaturation, and inactivation.

Extrinsic changes result from light-induced changes in the surrounding solution
environment, such as change in solvent and/or excipients. It is well known that light
generates reactive oxygen species that further react with proteins and cause various
types of oxidative damage [187–192]. The excipients that are prone to the oxida-
tive damages and foster the reactive oxygen species or free radicals include metals,
polyethylene glycols, polysorbates, ascorbic acid, lipids, and amino acids such as
tryptophan, histidine, and tyrosine.
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3.4.4. Dehydration

The native structures of proteins in aqueous solution are defined by their balancing
forces primarily between the hydrophobic and hydrophilic interactions. Therefore, the
presence of bulk water around proteins is required for maintaining their native structure
[193]. When powder forms of proteins are preferred, the water molecules will have
to be removed from the surface of proteins. It appears that the native structures of
proteins are relatively well preserved until the water molecules from the hydration
layer, or monolayer, are removed from the surface of proteins [194]. This phenomenon
is better illustrated by the effective stabilization of native structure by carbohydrates
during drying processes [195–197]. This is discussed further in Section 3.5.1, but the
sugars protect the native structure of proteins during drying processes by substituting
the molecular interactions from water molecules, such as hydrogen bonds.

3.4.5. Freezing

Proteins experience various physicochemical stresses during the freezing process
[198–199]. In addition to the decrease in temperature and subsequent phase
separation of water into ice crystals, the changes in the concentration of protein and
other unfrozen solutes can become rather complicated. In the freeze-concentrated
unfrozen fractions, solutes may undergo further phase separations into insoluble
precipitates, crystals, and/or liquid–liquid phase separations. It is well known that the
selective precipitation of buffer components may also result in pH changes, such as
decrease in pH when disodium phosphate precipitates while monosodium phosphate
remains amorphous [200,201].

Phase separation of stabilizing additives can also result in undesirable struc-
tural changes of proteins. Various excipients (sugars, amino acids, salts, polyols,
etc.) have been used to effectively stabilize proteins during the freeze–thaw pro-
cess [12,13,53,195]. Some of these stabilizers may lose efficacy as they precipitate
or crystallize into a frozen state. A detailed discussion of the phase separation of
excipient in frozen state is available in the literature [202,203].

The surface-induced structural changes are also experienced during the freezing
and freeze-drying processes. Proteins undergo structural changes at the surface of
ice crystals and/or other crystalline excipients, which may result in aggregation or
precipitation [197]. A substantial body of literature is available demonstrating the
positive correlation between the surface area of crystals and the degree of protein
degradation [204–210].

These freeze-induced physical changes of proteins are directly relevant to the
stability of freeze-dried products. Additional stresses induced by dehydration should
apply for the freeze-dried formulation as discussed previously.

3.4.6. Cold Denaturation

The denaturation of proteins at lower temperature, specifically, cold denaturation,
has also been reported [33,211–214]. As the solubility of hydrophobic residues
increases, pKa for acid–base changes, the strength for hydrogen bonds changes, and
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the hydrophobic interaction force decreases at lower temperature, some proteins may
find lower free energy in other unfolded states or dissociated subunits [215,216]. In
general, cold denaturation appears to be a reversible process, partly because of the
enhanced solubility of hydrophobic species, and does not have a practical impact on
the quality of protein products.

3.4.7. pH

One of the most critical variables in the physicochemical stability of proteins is pH.
pH is important for maintaining the native structure of proteins by balancing interac-
tions among amino acid residues in the molecule as well as interaction with external
solution environment through ionization states of individual residues, electrostatic free-
energy states, charge interactions, charge repulsions, and so on [217]. In addition, pH
also affects the colloidal stability of various structural states by similar mechanisms.
Dependent on the ionic strength as well as the nature of other ionic species in the
solution, proteins can readily adapt to different structural states including aggregates
and precipitates. In practice, the best way to find the most favorable pH condition of
each protein is to expose that protein to a matrix of pH values and ionic strengths.

Proteins undergo significant conformational changes in the acidic pH range,
which often results in severe aggregation, precipitation, and/or adsorption to con-
tainer surfaces. The acid induced conformational change sometimes results in the
molten globular state of the proteins [38,218–221]. In this molten globular state,
proteins have native-like secondary structures [222] but with incomplete tertiary struc-
tures [223–225]. It appears that the colloidal stability of the molten globular-state
molecules determines the rate of aggregation at acidic pH values. For some proteins,
the reversible transition to and from the molten globular state at acidic pH values is a
stable formulation condition for proteins that have limited stability in the neutral pH
range [59].

Proteins generally have limited solubility around their isoelectric points because
of balanced charges from ionic amino acid residues. Other pH-dependent chemical
reactions, such as deamidation, formation of cyclic imide, disulfide formation, and
scrambling, can also affect the structure of resulting molecules.

3.4.8. Pressure

Proteins also undergo structural changes at high pressures [226–228]. The structural
changes and related population of unfolded species also resulted in aggregation and
precipitation of proteins [173,229,230]. The pressure-induced aggregation has not been
a major issue in the development of protein therapeutics as the pressure required to
unfold proteins (e.g., >100 MPa) is beyond the range of routine exposure.

However, aggregated forms of proteins can be dissociated under pressure, and/or
the solubility of misfolded forms of proteins is greater under pressure. This technique
has been effectively used to increase the refolding efficiency at higher concentrations
[231–233].
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3.5. PRACTICAL APPROACHES TO MINIMIZING PHYSICAL
DEGRADATIONS

In practice, proteins are exposed to various process conditions that are not always
ideal for maintaining their physical structures. More often than not, we have little
idea about the natural condition where the proteins perform their biological functions.
These issues have been overcome by thorough scientific investigation and accumu-
lated experience during the course of commercializing protein therapeutics. In general,
proteins can be protected from undesirable physical degradations by following a few
well-chosen approaches.

3.5.1. Optimization of Formulation for Native Structure

The native structure of a protein can be preserved by optimizing the solution conditions
to minimize structural changes and to minimize intermolecular interactions. Identifying
optimal pH and ionic strength is a priority as both intramolecular and intermolecular
charge interactions of ionic residues are most critical for preserving native structure
without aggregation [234,235].

Addition of sugars, such as sucrose, trehalose, sorbitol, and mannitol [77,78];
amino acids [236]; and/or salts [237], stabilizes the native structure of proteins by the
principle of preferential hydration [53]. Even more compact native structure species,
which have less flexibility to the transitional-state ensemble, are observed in the pres-
ence of high-concentration sugars, owing to the preferential hydration effect [29].

In a dried state, the native structures of proteins are preserved by including sugars,
such as sucrose and trehalose, which can replace the hydrogen bonds at the proteins’
exposed polar groups [195,196,238]. Preservation of the native structure in a dried
state is also effective in stabilizing the proteins during subsequent storage [12,13,239].
For identifying the ideal sugar stabilizer for dry powder formulations, one of the most
effective analytical tools is FTIR [195,196], because spectra from both liquid and
dried states can be measured and directly compared.

3.5.2. Improving the Colloidal Stability

Attempting to keep proteins in their native structures is not practical for most proteins
because of the routine manufacturing, handling, transportation, and storage processes
that are required for commercialization. Alternatively, a more sensible approach is to
identify the condition where the unstable species have better colloidal stability [240].
As long as the unstable transitional state species are kept intact during the course of
stress, they will ultimately refold back to the native structure after the stresses subside.
This approach can be universally applied to all proteins, from the ones with unstable
intrinsic stability to others that form unstable species under stress.

The colloidal stability of proteins is characterized by the formation of irreversible
physical degradation products. Among all ensembles of intermediate folding species,
the ones that cannot refold back to their native structures will be identified as degra-
dation products, which include inactive forms, aggregated forms, precipitated forms,
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and surface-adsorbed forms. Experimentally test, formulations are exposed to various
relevant stresses followed by analysis specifically for the irreversibly modified species.
Through this approach, relevant stresses, key degradation products, and stability-
indicating assays are established. Using this methodology, formulations for improved
physical stability are screened and the stability of proteins in the given formulations
is demonstrated. Likewise, this is the basis of routine pharmaceutical stability studies,
such as forced degradation studies, accelerated stability studies, and real-time stability
studies.

Both pH and ionic strength are the most critical factors in colloidal stability of
various structural variants of proteins. More often than not, a simple adjustment of
pH and/or ionic strength is sufficient to provide a good colloidal stability of a critical
species. Consequently, this makes the product more stable against relevant stresses.
The aggregation of proteins induced by benzyl alcohol was reduced at lower pHs by
stabilizing unstable species generated by the interaction of the protein with benzyl
alcohol [82,241].

Additives can also enhance the colloidal stability of proteins. Surfactants, primar-
ily nonionic surfactants such as polysorbates for formulation use, effectively stabilize
proteins against agitation [162,163,242], freeze–thawing [12,13,90], and/or surface
adsorption [243]. Surfactants not only prevent undesirable adsorption of proteins to
surfaces by preoccupying them but also associate with unstable species and prevent
their aggregation [244].

Ionic additives such as heparin are also effective in improving the colloidal sta-
bility of proteins [245] and dextran sulfate [246].

Specific amino acids have also been used to enhance the colloidal stability of
proteins. Arginine is probably one the most widely used amino acids for inhibiting
proteins from aggregation [247–251].

Naturally occurring chaparones are known to enhance the colloidal stability of
various transitional state intermediates and mediate the correct folding of proteins
[252–256].

Intrinsic colloidal stability of native forms as well as transitional state intermedi-
ates has been improved by covalent conjugation with soluble polymers or glycosyla-
tion. The decrease in the rate of protein aggregation by pegylation has been reported
numerous times [257–259]. Glycosylation also has been effective in enhancing the
colloidal stability of proteins and preventing aggregation [260–263].

Other stabilizers or formulation conditions that contribute to improved colloidal
stability of proteins are often difficult to predict theoretically. However, some effective
stabilizers have been discovered empirically by exposing proteins to relevant stresses
followed by analyzing the presence of irreversible aggregates.
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4

IMMUNOGENICITY OF
THERAPEUTIC PROTEINS

Steven J. Swanson

4.1. INTRODUCTION

The development of protein therapeutics is a complex process and presents unique
challenges to manufacturers. Unlike small-molecule therapeutics that are not recog-
nized by the recipient’s immune system, protein therapeutics are of sufficient size
and complexity that they can be recognized. For many of the protein therapeutics
that are designed to approximate endogenous proteins manufactured by the recipient,
the immune system has already established a level of tolerance toward that protein.
Tolerance is the mechanism that the immune system uses to essentially ignore all of
the proteins that are produced by an individual to prevent the occurence of an autoim-
mune reaction. An important purpose for the immune system is therefore to identify
proteins that are not produced by the individual and to facilitate their removal. When
foreign proteins, those not produced by the individual, are detected by the immune
system, a cascade of events is triggered that results in the removal of those foreign
proteins while leaving self-produced proteins intact.

Although a very close homology between a protein therapeutic and an endogenous
protein helps protect tolerance, several aspects of the manufacturing process can help
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the immune system recognize the therapeutic protein as a foreign protein and break
through the tolerance. Once the immune system has been triggered to respond to
the therapeutic protein, there are several levels of response that can be initiated,
ranging from a very low level response that has very little impact on the ability of
the therapeutic protein to perform its function to a robust immune response that can
abrogate all of the biological effects of not only the therapeutic protein but also the
endogenous counterpart protein. The ability of the immune system to block all of
the effects of not only the protein therapeutic but also an endogenous counterpart
is the reason why immunogenicity of therapeutic proteins is taken so seriously by
manufacturers and is regarded as a significant safety factor by regulatory agencies
throughout the world.

While much is known regarding initiation and progression of an immune response
against therapeutic proteins, work continues to identify quantifiable risk factors to
help explain why some protein therapeutics induce a robust immune response, while
others do not. In this chapter we focus on how the immune system responds to a
therapeutic protein, the risk factors that can lead to an immune response, different
ways of identifying and characterizing an immune response, a strategy for monitoring
patients for developing an immune response, and the consequences of an immune
response to a therapeutic protein.

4.2. HOW THE IMMUNE SYSTEM RESPONDS
TO PROTEIN THERAPEUTICS

The first stage in an immune system response to a foreign protein is recognition. In the
case of therapeutic proteins, this can occur as soon as the therapeutic is injected into
the patient. Depending on the route of administration, different cells in the immune
system will be the first to respond. When the drug is administered subcutaneously,
dendritic cells are typically first to encounter the protein. Once the dendritic cells
encounter the protein, they can phagocytize it, break it down into small subunits, and
then ship these subunits to the surface of the dendritic cell to present it to other cells in
the immune system. Macrophages are also important for phagocytosis, inflammation,
and subsequent antigen presentation. This antigen presentation is important for the
next step in the immune response. Other cells that are involved include granulocytes,
which can be further classified as eosinophils, basophils, or neutrophils. Eosinophils
are very important in fighting parasitic infections and in allergic responses, while the
role of basophils is not as well understood. Other cells involved in the early immune
response are mast cells, which can release histamine as well as the other contents
of their granules on stimulation by a foreign protein. This release results in a local
inflammatory response that can trigger other response cells to be attracted to the area.

The inflammatory response is important for the next phase of an immune response
because of the recruitment of other cells in the immune system to the local area. The
other cells that are recruited include macrophages, neutrophils, and lymphocytes. When
T cells encounter dendritic cells with protein fragments presented on their surfaces that
are compatible with the T cell, the T cell binds to the target on the dendritic cell and
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becomes activated. This activation triggers proliferation of that T cell clone, which then
can trigger binding to a specific B cell, leading to the stimulation and proliferation of
the antibody-producing B-cell clone. The end result of the activation and proliferation
cascade is production of B cells that are capable of producing antibodies that are
released into circulation and also the generation of memory B cells that provide the
person with the ability to respond more rapidly and robustly to subsequent encounters
with that particular protein.

The initial antibodies that are produced and released into circulation are of the IgM
class and are generally of low affinity. IgM antibodies are pentameric in nature with 10
identical binding sites available to bind the triggering protein. The low-affinity nature
of the binding of these antibodies to the target protein means that these antibodies are
generally not capable of binding tightly enough to neutralize the biological effect of
the therapeutic protein. This early immune response that can occur after a single dose
of a therapeutic protein generally does not have a significant clinical effect. However,
subsequent exposure to the therapeutic protein and recognition by the immune system
triggers a much more robust response.

While the initial response produces IgM antibodies at moderate concentrations
(ranging from low picograms to low micrograms) that appear in the circulation within
2 weeks of exposure, the second exposure can result in a very robust response. This
secondary response can cause antibodies to appear in the circulation within hours
of exposure and the concentration ranges to hundreds of micrograms per milliliter
of blood. In addition, the interaction of activated T cells induces a change in the
immune response in that B cells switch from making IgM antibodies to making IgG
antibodies. This class switching mediated by T cells is accompanied by other changes
in the antibodies that are produced. A phenomenon known as epitope spreading occurs
where the epitope, or region on the protein where the antibody binds, “spreads” across
the protein such that different antibodies are generated that are capable of binding
to different regions of the protein. This increases the chances that antibodies will
be generated that are capable of binding and neutralizing the active region of the
protein. Another change is that in addition to multiple regions of the protein now
being recognized by antibodies, the affinity of the antibodies increases. This increase
in affinity means that the antibodies are capable of binding more vigorously to the
protein and there is a much greater chance that the antibody will have a clinical effect.
Another attribute of this more robust immune response is that a higher concentration
of antibodies is produced. The end result of this T-cell-induced immune maturation is
that more antibodies of the IgG class are produced that bind tighter and recognize more
regions of the protein. This cascade of events often leads to an immune response that
is capable of neutralizing the biological effect of the drug. The impact for the patient
is a lower potential efficacy of the protein therapeutic. As is described in more detail
later in this chapter, the other potential consequence is that an endogenous counterpart
to the therapeutic protein could also be the target of these antibodies, which could
lead to complete neutralization of the endogenous protein.

The type of immune response that a patient is able to generate against a therapeutic
protein can also depend on the general state of health of that person’s immune system.
For example, a patient who demonstrates a high level of autoantibodies (antibodies
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directed against “self-made” proteins) may have challenges in maintaining tolerance
and could be more likely to induce an immune response. In contrast, patients undergo-
ing chemotherapy that weakens the immune system are generally less likely to mount
an immune response against a therapeutic protein. Perhaps the biggest challenge for
manufacturers of therapeutic proteins is when proteins are produced for replacement
therapy in patients who are genetically incapable of making a given protein. Because
there is no equivalent self-made protein, any tolerance for the protein therapeutic is
unlikely, and this situation can easily lead to an immune response. In these cases,
it may be possible to suppress the immune system, similar to the suppression that
is used to support organ transplants, to enable the patient to benefit from the pro-
tein therapeutic. Because of the general, rather than very specific, nature of immune
suppression that current therapies provide, immunosuppression is warranted only in
certain extreme situations, and for the potential for immunosuppression to provide
relief against immunogenicity induced by therapeutic proteins in the majority of cases
in the near future is very low.

4.3. RISK FACTORS FOR INDUCING IMMUNOGENICITY

The risk factors for inducing an immune response are those factors that can render the
therapeutic protein more likely to be initially recognized by the immune system, those
factors that are likely to increase general inflammation, which could lead to a progres-
sion of the immune response, or those factors that specifically promote maturation of
the immune response.

While there is still much to learn regarding specifics of what induces a more robust
immune response, there are several key factors to consider. Two of the most impor-
tant risk factors are aggregation and sequence differences. There are many different
forms of aggregates, and the most disconcerting would be insoluble high-molecular-
weight aggregates. Aggregates of this type are more likely to remain deposited and
scavenged by dendritic cells, especially with a subcutaneously administered protein.
The risk can often be reduced by using an intravenous route of administration, as
this path avoids contact with dendritic cells. The risk is not completely eliminated, as
there are other cells such as monocytes that could still respond to an intravenously
administered therapeutic. Small aggregates that contain loosely associated dimers of
the therapeutic protein, in contrast, would present a lower risk factor. It would cer-
tainly be advantageous to ascribe a risk score to the presence of aggregates that would
allow a risk assessment based on factors such as the amount of aggregates present in a
given preparation of drug, the type of association holding the aggregate together (cova-
lent or noncovalent), and the size of the aggregate. Unfortunately, there is presently
insufficient information available to allow such a meaningful assessment. Therapeu-
tic protein manufacturers are therefore left with the challenge of reducing aggregate
levels as much as possible to minimize the risk of immunogenicity. As more data are
collected that correlate protein aggregation data with clinical outcome and immuno-
genicity assessment, we may be able to better understand the risk of aggregation to
immunogenicity in quantitative terms.

Significant differences in sequence homology with an endogenous counterpart
protein can often lead to the immune system recognizing the protein therapeutic as
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a foreign entity. In cases where a therapeutic protein mimics an endogenous protein,
there is a greater chance for an immune response to be generated when there is
less sequence homology between the therapeutic and the endogenous protein, because
tolerance for the protein therapeutic will be less likely. Areas where the homology
differs that correspond to surface regions of the protein are more likely to induce an
immune response than sequences corresponding to amino acid sequences that are not
exposed on the surface. It is important to note, however, that changes in a buried amino
acid sequence sometimes translate into conformational differences that can affect the
positioning of surface residues. When considering chimeric antibodies as therapeutics,
the regions of the protein that are nonhuman in origin are likely to be recognized
as foreign and induce antibody formation. The strategy behind the development of
humanized antibodies is to identify the regions of the therapeutic antibody that are
nonhuman in origin and are not directly responsible for binding to the antibody target
and to replace them with the amino acid sequence from a human antibody. This
reduces the amount of protein with nonhuman amino acid regions and should reduce
the opportunity for the therapeutic protein to be recognized as foreign, which should,
in turn, reduce the immunogenicity of that protein. The next possible improvement
beyond humanized antibodies is the ability to generate fully human antibodies. These
are produced in such a way that the entire amino acid sequence is human in origin.
This further reduces the potential for a therapeutic antibody to induce an immune
response. While this evolution from murine to chimeric to humanized to fully human
antibodies has reduced the theoretical risk of inducing an immune response, it is
important to note that even fully human antibodies can be immunogenic to some
degree. This underscores the complexity and the multiple variables that work together
to determine the immunogenicity of a therapeutic protein.

Another area of concern when considering the amino acid sequence of a therapeu-
tic protein candidate is to compare its amino acid sequence with a library containing
sequences from microbial and other sources that are known to be immunogenic in
humans. The presence of sequence homology between the therapeutic and known
immunogens heightens the concern that the therapeutic protein could trigger a robust
immune response due to cross-reactivity.

In addition to these factors, there is a growing literature that describes efforts to
identify short amino acid sequences within therapeutic proteins that are likely to induce
an immune response because they are predicted to be T-cell epitopes. Comparing the
amino acid sequence of the protein with the sequence from known T-cell response
regions can identify these T-cell epitopes. The T-cell response regions are small amino
acid sequences that, when expressed on the surface of antigen-presenting cells such
as macrophages or dendritic cells, trigger a robust immune response after interaction
with the appropriate T-cell clone. The presence of suspected T-cell epitopes within a
therapeutic protein can be compared with known T-cell epitopes contained on other
therapeutic proteins where the immunogenicity is known, allowing manufacturers to
modify potential immunogenic regions of a protein. Because the T-cell participation is
required for the immune system to mount a mature response (including class switching
from IgM to IgG, high concentrations of antibodies produced, and increased affinity
of the antibodies against the target), the presence of T-cell epitopes is an important
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factor in determining whether the protein therapeutic will induce a clinically relevant
immune response. There are ongoing efforts to predict whether a protein therapeutic
will induce an important immune response based primarily on scanning the amino acid
sequence for the presence of known T-cell epitopes. Immunogenicity prediction is still
in the early stages of development, but it may provide an important tool in the future
to help manufacturers develop therapeutic proteins with reduced immunogenicity.

A common feature of all of the risk factors for immunogenicity described here
is that there are no data allowing us to quantify the risk imposed by these factors.
However, even without such quantifiable data, the presence of these factors should be
considered as potentially capable of increasing the immunogenicity of any therapeutic
protein.

Additional risk factors include oxidation, presence of glycosylation patterns that
differ from endogenous proteins, chemical instability resulting in a changed form of
the therapeutic protein, and sequence homology with microbial agents that are known
to elicit a robust immune response. Each of these presents a different challenge and
mechanism for increasing immunogenicity.

Oxidation and deamidation can occur when there are less stable regions of the
molecule that are exposed on the surface of the protein. When these chemical changes
occur, they can alter the three-dimensional structure and thus create new and unique
regions on the surface of the protein that could be recognized by the immune system
as epitopes. It is important that the formulation of the protein be able to maintain
stability to reduce the chance for critical chemical modifications.

The immunogenicity of a therapeutic protein is very complex and a result of inter-
actions between many different factors. This complexity makes predictions regarding
the immunogenicity of any given protein very challenging. Understanding the nature
of a given protein therapeutic and the role of these various risk factors can help in
the design of a protein therapeutic with minimal immunogenicity.

4.4. METHODS FOR IDENTIFYING AN IMMUNE RESPONSE

Many different documented methods have been used to identify whether a protein
therapeutic has induced an immune response and to understand the nature and magni-
tude of that response. The types of assays that have been utilized can be categorized
as screening immunoassays, confirmatory immunoassays, and neutralizing antibody
assays. Each category of assay has a different purpose and set of attributes. What
all immunogenicity assessment assays have in common is the need to understand the
capabilities of the assay in order to correctly interpret any results from that assay.
The process of assay validation provides an opportunity to learn about the limits of an
analytical procedure, and understanding those limits helps prevent misinterpretation of
a result. As an example, assume that an assay has a sensitivity of 200 ng/mL, meaning
that it will identify a sample as positive for the presence of antibodies if there is at
least a circulating level of that antibody of 200 ng/mL. If a sample is positive in the
assay, this suggests that the subject has antidrug antibodies with circulating antibodies
at a concentration of at least 200 ng/mL. If a sample tests negative, the interpretation
is that the subject does not have antibodies against the protein therapeutic. However,
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when correctly interpreted in the context of the limits of the assay, the subject does not
have circulating antibodies against the therapeutic protein that reach the concentration
of 200 ng/mL. It is a subtle yet important difference in the interpretation of the result.
Without understanding the sensitivity of an analytical procedure, it is not possible to
interpret what a positive or negative result in that assay really means. Another crite-
rion that is evaluated during assay validation is the specificity of an assay. Without
understanding whether an assay scores a positive result only when there is antibody
present that will only, or specifically, bind to the therapeutic protein, one cannot cor-
rectly interpret a result. Many times, an assay that lacks specificity falsely identifies
a higher number of subjects as positive for antibodies against the therapeutic protein.

A screening immunoassay is the first analytical procedure used in identifying the
presence of antitherapeutic protein antibodies. The screening assay should be one that
can be run in high-throughput mode since many clinical trials generate a high number
of samples to test. It is important that the screening assay have sufficient sensitivity
to be able to identify all of the subjects who develop clinically meaningful antibodies
in response to treatment with the therapeutic protein. The sensitivity that is required
varies depending on the drug product, since some products, especially those used for
protein replacement therapy, can have clinical effects with low levels of antibodies
being produced. It is anticipated that screening assays will be able to detect the pres-
ence of at least 500 ng/mL, and most marketed products are supported by assays with
considerably better sensitivity than that. Another important attribute of a screening
assay is its level of robustness. Clinical development programs encompass years of
trials, and it is very important that the assay used for detecting antibodies be consis-
tent throughout that development cycle to ensure that a comparison of immunogenicity
data can be made across all of the studies included in the drug’s development.

Several different platforms have been utilized for screening assays. One of the ear-
liest techniques used was the radioimmunoprecipitaton assay. This is a very straight-
forward assay where a subject’s serum sample is tested by adding a measure of
therapeutic protein that has been tagged with a radiolabel. The radiolabeled drug
would bind to any antibodies against the therapeutic protein contained in the sub-
ject’s sample. The resulting immune complex is then pulled out of solution using an
agent such as protein A. The tube containing the sample is then centrifuged, and the
radioactivity in the resulting pellet is measured. A high level of radioactivity in the
pellet corresponds to a high level of antitherapeutic protein antibody in the sample.
This platform of assays can be very sensitive. There are several drawbacks to this
platform, including an inability to detect some low-affinity antibodies because the
antibody does not remain bound tightly enough to the labeled drug to be precipitated.
This results in a false-negative result. A second challenge is that many of the precipi-
tating agents, including protein A, are not efficient at causing the precipitation of IgM
antibodies. This leads to a poor ability to detect IgM antibodies in this assay. The IgM
antibodies are typically the earliest antibodies produced in subjects, and the inability
to detect them reduces the likelihood of detecting an early immune response to the
therapeutic protein. It is important for manufacturers to identify the earliest indication
of an immune response being generated so that the immunogenicity of the protein
can be fully understood. While very popular at one time, other methods have largely
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replaced the radioimmune precipitation method as the screening method of choice.
This is due primarily to the concern about using radioactivity and recognition that an
early immune response is not always detected using this method.

One of the most widely used techniques currently used to screen for the presence
of antibodies is enzyme-linked immunosorbent assay (ELISA), which immobilizes
the therapeutic protein onto the surface of a microtiter plate. A serum sample to be
tested is then added, and after repeated wash and incubation steps, any antibodies
capable of binding to the therapeutic protein are detected. There are different forms
of ELISA, including direct, indirect, and bridging. In direct ELISA, the therapeutic
protein is directly coupled onto the surface of the microplate; with indirect ELISA,
the protein is attached via a separate capture reagent. In both of these platforms, the
captured antibody is detected with an enzyme-labeled secondary reagent that is capable
of binding the antibody from the serum sample that has bound to the immobilized
therapeutic protein. In the bridging platform, the detecting reagent is an enzyme-
labeled form of the therapeutic protein. An advantage of this method is that it is
highly specific and rarely demonstrates false-positive results. This is because it takes
advantage of the bivalency of antibodies and requires that the antitherapeutic antibody
bind two separate molecules of the protein therapeutic, one that is immobilized and the
other that has the enzyme label. In all forms of ELISA, the substrate for the labeling
enzyme is added and the colorimetric change observed is proportional to the amount of
enzyme label that has been captured onto the microtiter plate. The amount of enzyme
label is also proportional to the amount of antitherapeutic antibody that has been
captured. While it is apparent that the bridging format provides significant advantages
related to specificity, the format is not ideal for detecting an early immune response
where the antibodies are of low affinity. In general, the early antibodies produced in
response to a therapeutic protein tend to be of low affinity; that is, they do not bind
as tightly as do high-affinity antibodies, which are produced by a robust and mature
immune response. It is crucial for manufacturers to understand the number of subjects
who develop this low-level immune response and also identify how many of those
subjects progress to a robust and mature immune response. All of the ELISA methods
described above can be optimized for automation and do not require expensive or
sophisticated instrumentation to perform.

Another popular screening tool utilizes electrochemiluminescence (ECL). These
assays are very similar to ELISAs but are typically more sensitive. The increase in
sensitivity is due to the replacement of the colorimetric reaction with an ECL signal.
Another advantage beyond the enhanced sensitivity is the wider dynamic range made
possible by the ECL signal. The instruments required for this technology are more
limited in distribution and are also more expensive. These ECL assays are also quite
amenable to automation, which allows them to be run in a high-throughput mode.
A challenge that is somewhat unique to ECL assays is a phenomenon referred to as
a “hook effect.” A hook effect occurs when the signal from the assay increases up
to when a critical concentration of antitherapeutic antibody is reached, but if there
is additional therapeutic antibody present, the signal no longer continues to go up,
rather, it decreases. When examining the plot of antibody concentration compared
with assay signal, one discerns the shape of a fish hook. In extreme cases, the signal
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can be depleted by high concentrations of antibody to a level where the assay result is
negative! Care must be exercised to properly interpret results from these assays, and a
simple technique for protecting against an unrecognized hook effect is to analyze the
serum sample at two different dilutions. Under hook effect conditions, a more dilute
serum sample will have a higher test result than will a more concentrated sample from
the same subject despite the fact that there is less antibody present.

Another type of immunoassay that is gaining popularity is the Biacore, an
example of a biosensor instrument. This instrument detects the presence of antibodies
in real time through monitoring increases in mass when antibodies bind to a therapeutic
protein immobilized on the surface of a sensorchip. This real-time detection offers
the advantage of antibody detection without the need for incubation with a labeled
detection reagent. This translates into a better ability to detect low-affinity antibodies
because the antibodies are detected before they have a chance to dissociate from
the immobilized protein. These assays are also capable of being automated, although
throughput with this instrument is less than can be accomplished with ELISA or ECL.

The second tier of immunoassay is the confirmatory assay. A 2008 published
guidance document from the European Medicines Evaluation Agency (EMEA)
(www.ema.europa.eu/pdfs/human/biosimilar/1432706enfin.pdf) describes the impor-
tance of a confirmatory assay to provide confidence that the screening assay positive
result is a true positive. There are different ways to confirm the positivity of an
antibody sample. One method is to use a completely different analytical platform
to test the subject’s sample. This approach follows the assumption that it would be
unlikely for two separate and independent methods using different platforms to have
the same nonspecific reactivity. Therefore, if a sample is positive using two different
procedures, it is highly likely that the sample represents a true positive result.
A different approach uses a sample treatment to eliminate any immunoglobulins
and then reanalyzes the positive sample using the same assay. In this instance, a
true positive sample would score negative in the confirmatory assay because the
antibody recognizing the protein therapeutic would have been removed by the sample
treatment. If the sample still scored positive in the assay after sample treatment,
that reactivity indicates the sample contained a serum factor other than antibody,
which caused the positive result in the screening assay, and hence the final result
for the serum sample would be negative. If the Biacore instrument is utilized for
the screening assay, it can be an easy additional assay step to confirm that the agent
binding to the immobilized therapeutic protein is an antibody. This is accomplished in
human serum samples by the addition of an antihuman immunoglobulin. This would
then bind to the antibody captured onto the immobilized therapeutic protein and
would result in a measurable signal. Another approach for confirming the presence of
a positive antibody sample is to reanalyze the sample in the presence of added soluble
drug. The soluble drug would compete with the immobilized drug as a surface for
the antibody to bind. This would result in a reduction in the signal in the assay. If
the binding observed in the screening assay is due to a nonspecific interaction, the
additional soluble drug would be less likely to inhibit the signal. It is important to
note that it is very difficult to inhibit the binding of IgM antibodies by adding soluble
drug because of the lower affinity and the need to block 10 binding sites in order to
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inhibit the binding to the immobilized drug. While inhibition of >90% of the binding
of IgG antibodies can be achieved by addition of excess soluble drug, IgM can rarely
be inhibited by more than 50 %. This is an important consideration when interpreting
the results from these inhibition tests. When samples are confirmed as positive for
the presence of antibody, the next step involves an assay that can identify whether
the antibody is capable of neutralizing the biological effect of the drug.

Neutralizing antibody assays are most often biological assays. The principle
behind this type of assay is to take advantage of a measurable biological effect that a
drug can have on a cell culture. The cells are then grown in the presence of the drug as
well as a serum sample. If the biological effect is inhibited in the subject’s serum sam-
ple, and the sample has been demonstrated by immunoassay to contain antibodies capa-
ble of binding to the protein therapeutic, the results of the bioassay indicate the pres-
ence of a neutralizing antibody. A neutralizing antibody is defined by its ability to neu-
tralize a biological effect of the protein therapeutic. Subjects with neutralizing antibod-
ies have the potential to have some or all of the biological effects of the protein thera-
peutic blocked. The concentration of the neutralizing antibodies is an important factor
in determining the clinical significance of the immune response. In some instances
the neutralizing antibodies can block not only the protein therapeutic but also an
endogenous counterpart. These are the cases with the highest clinical impact. Biolog-
ical assays are very different from immunoassays as they tend to provide much lower
throughput and be more time-consuming. This extra time is necessary to allow cells
to grow and see benefit from the protein therapeutic. Biological assays also are more
labor-intensive and require that the analyst be skilled at cell culture techniques. Many
different endpoints have been used to monitor a biological effect, including growth,
cytokine release, and mRNA expression. These assays play a major role in understand-
ing the likely clinical impact of a given subject’s immune response. However, even if
a subject has antibodies that bind but do not neutralize the protein therapeutic, there is
still the potential for a clinical impact because the antibodies might act to accelerate
clearance of the drug that could negatively impact any clinical benefit for the subject.

Another valuable application for the Biacore is in the characterization of an
immune response. This can include determination of the concentration, specificity,
isotype(s) of the antibodies, affinity of the antibody to the therapeutic protein, and the
epitope or region of the protein where the antibody binds. The data obtained during
characterization can be valuable toward understanding the nature and magnitude of
the immune response. For example, if a subject initially has antibodies specific for the
protein therapeutic that are only IgM but it is later found that there are IgG antibodies
against the therapeutic, this indicates that the immune response has matured, which
suggests a potentially increased likelihood for the antibodies to have clinical relevance.
By observing that the concentration of antibodies specific for a protein therapeutic is
decreasing, one may infer that the immune response is waning.

4.5. STRATEGIC APPROACH FOR MONITORING IMMUNOGENICITY

Monitoring clinical trials is the best way to understand the immunogenicity of a
protein therapeutic. There are several important considerations when developing an



STRATEGIC APPROACH FOR MONITORING IMMUNOGENICITY 115

immunogenicity monitoring strategy. The timing of when antibody samples should be
taken requires careful consideration. Because circulating drug interferes with the ability
of assays to detect antibodies, it is important to collect serum samples for antibody
analysis at times when the level of circulating drug is as low as possible. This can
become very challenging for therapeutics such as monoclonal antibodies, which tend to
have long half-lives and remain in the circulation for long periods of time. The baseline
sample, a sample taken prior to the first administration of the therapeutic protein, is
critical for understanding whether a patient has developed an immune response. There
are instances when subjects have preexisting antibodies that are capable of binding
to certain therapeutics. The reason for some patients having baseline antibodies even
prior to the first administration of the protein is not well understood. This might be due
to prior exposure to a very similar therapeutic protein or could simply be the result of
cross-reactivity. Whatever the cause, it is important to determine whether a subject has
baseline antibodies. A subject who has baseline antibodies and subsequently develops
a more robust immune response is less troubling than a subject who had no preexisting
antibodies and then develops an immune response.

In addition to taking samples at baseline, it is important to take sufficient antibody
samples throughout a clinical trial to understand the immunogenicity of the drug. If
samples are taken only at the beginning and conclusion of a clinical trial, a manufac-
turer would miss any immune response that was transient in nature. This would give
an immunogenicity rate that was biased downward. It is also important to consider
the length of the clinical trial. Antibody development in a subject can occur at any
time in a clinical trial. Most subjects who develop immune responses tend to initiate
their response within the first year of treatment. When shorter trials are conducted, it
is possible to underestimate the true immunogenicity rate.

The second component of an immunogenicity assessment strategy is selection
of the most appropriate analytical procedures to use. A tiered approach to analytical
procedures is most commonly employed. The screening assay is most commonly a
high-throughput immunoassay designed such that up to 5% of the samples that test
positive do not contain antibodies to the protein therapeutic. This provides confidence
that all of the samples that do contain a concentration of antibodies higher than the
sensitivity of the assay test positive in the assay. The next assay to be used is a
confirmatory assay, which helps reduce the number of false-positive samples. The
confirmatory assay has sensitivity comparable to that of the screening assay but a
different specificity profile. Because the confirmatory assay is used only for samples
that test positive in the screening assay, it is not so important that this assay be
high-throughput, unless the scope of the clinical program is sufficiently high, or the
number of positive samples in the screening assay is large. The final assay in the
tier is a biological assay that is used to test samples that are confirmed as positive.
If there is uncertainty as to the ability of the screening assay to detect all positive
samples, the biological assay can be used with additional samples as verification
for the performance of the screening assay. In cases where the biological assay has
significantly better sensitivity than the screening immunoassay, it would be important
to analyze all samples with the most sensitive method available, even if that assay is
a lower-throughput biological assay.



116 IMMUNOGENICITY OF THERAPEUTIC PROTEINS

There are many different assay types available, and care should be taken during
assay development to pick the assay type and platform that is optimal for the thera-
peutic protein being developed. Prior to using the analytical procedure for a clinical
trial, the assay should be validated to understand the performance limitations of the
procedure to ensure that any results generated by these assays are properly interpreted.

4.6. CONSEQUENCES OF AN IMMUNE RESPONSE
TO A THERAPEUTIC PROTEIN

When an immune response is generated in a subject treated with a therapeutic protein,
the clinical consequences can range from having no observable clinical effect to having
a dramatic impact that neutralizes both the protein therapeutic and the endogenous
counterpart. While the likely consequences of an immune response in any given subject
cannot be predicted, it is important in the setting of a clinical trial to fully test subjects
so that their immunogenicity status is known and all appropriate measures are taken
to minimize any significant clinical consequences for the subject. While most immune
responses to current therapeutic proteins are minor, there are documented reports of
the antibodies having an impact on the subject.

Depending on the therapeutic protein and the biological effect that it exerts,
it can often be difficult to detect whether there is an impactful immune response
in any given subject. In contrast, certain therapeutic proteins exert their effects in
ways that are readily monitored. For example, erythropoietin induces red blood cell
production, which can easily be monitored through simple screening tests. When
subjects develop neutralizing antibodies, it is often recommended that the protein
therapeutic be withdrawn. This can prevent the further exacerbation of the immune
response and can also be warranted when the therapeutic is not providing benefit to
the subject because of the antibodies.

When antibodies either neutralize (bind to the reactive region of the protein ther-
apeutic and render the protein nonfunctional) or bind and rapidly clear the protein
therapeutic, the result is that the protein therapeutic will no longer be efficacious for
that patient. In addition, if those antibodies also react with an endogenous counterpart
protein, the end result could be a deficiency syndrome because the antibodies block
not only the protein therapeutic but also the endogenous counterpart. If the protein is a
critical and nonredundant part of a pathway (e.g., erythropoietin is a critical and nonre-
dundant component of the pathway for red blood cell production) when neutralized
or rapidly cleared, the pathway can be completely blocked. As in the erythropoietin
example, neutralizing antibodies against erythropoietin have resulted in pure red cell
aplasia in patients.

If the antibodies generated against the protein therapeutic have the ability to
sustain the protein in circulation by blocking clearance, any toxicities associated with
that protein therapeutic could be exacerbated. Another potential consequence would be
hypersensitivity reactions if IgE antibodies are generated against the protein therapeu-
tic. These IgE antibodies could trigger histamine release that would lead to presentation
of allergic symptoms.



SUMMARY 117

4.7. NONCLINICAL IMMUNOGENICITY TESTING

Understanding immunogenicity in the nonclinical setting is different from looking
at human trials. The majority of human therapeutic proteins would be foreign to the
nonhuman immune system. For this reason, it is fully expected that human therapeutics
would induce a robust immune response in the nonclinical setting. At this time, the
presence of antibodies in nonclinical studies, including studies in monkeys, is not
predictive of what would happen when the therapeutic is administered to humans. The
purpose of testing for immunogenicity in nonclinical trials is to allow interpretation
of the results from the study. In some cases, a very robust immune response is seen
in nonclinical studies that completely neutralizes the biological effect of the drug in
a matter of days. In these cases, it is important to determine whether the presence of
these antibodies has invalidated the study. One valuable tool to help ascertain whether
the animals were still exposed to the drug despite the presence of antibodies is the
use of biologically active drug-level assays. These procedures allow an assessment
to determine whether there was biologically active drug present in the animals. The
absence of biologically active drug would suggest that the antibodies had effectively
blocked the drug and eliminated its ability to exert any biological effect. When this
happens, it is very difficult to assess the safety of the drug. Therefore, the value in
determining whether animals in nonclinical trials develop antibodies is in helping
interpret the results from toxicology studies.

4.8. SUMMARY

Immunogenicity of therapeutic proteins represents an important safety factor for pro-
tein therapeutics. It is critical to fully understand the immunogenic profile of therapeu-
tic proteins as they progress through clinical development. While the mere presence of
an immune response would not likely result in termination of a clinical development
program, it is only through thoughtful analysis of the characteristics of that immune
response that the safety profile of the protein can be determined. Immunogenicity of
protein therapeutics remains an area of research as companies strive to better under-
stand why some people mount an immune response against a given therapeutic while
many other subjects do not. The industry continues to develop new procedures and
tests to better understand immunogenicity.
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5.1. INTRODUCTION

5.1.1. Preformulation Research: A Component
of the Development Strategy

Development of robust bioformulations is a dynamic process involving input from
many stakeholders such as marketing, clinical research, pharmacy, and manufactur-
ing, to name only a few. Preformulation research is the initial step during formulation
development that evaluates the solution behavior of proteins a function of multiple
variables such as pH, ionic strength, shear sensitivity, and temperature (Fig. 5.1). Initial
studies should identify significant modalities of instability and support the develop-
ment of strategies to minimize such instabilities. Beginning these investigations before
protein solubility and stability challenges become critical factors during development
is highly advisable. To achieve this goal, planning the development of suitable dosage
forms should therefore start very early in the development process.

Ideally the formulator should become involved during the molecular biology
research and initial purification efforts. For example, an early understanding of protein
solubility as a function of pH and ionic strength (the most fundamental variables in
protein formulation development) is of great value to teams engaged in optimizing
host cell expression or protein recovery. This type of evaluation, usually with limited
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Figure 5.1. Preformulation research in the overall development strategy.

amounts of material, may be the main goal of preformulation research during the
discovery phase of the product. If in vitro and initial animal model data support con-
tinuation of the product development process, then the preformulation research effort
may expand the candidate physicochemical profile. Concurrent with the protein solu-
tion behavior assessment is the development of stability-indicating analytical assays.

Because of the complex nature of proteins, generic approaches to preformulation
and formulation development are of limited value. For example, antibody molecules
that share many structural similarities often have quite different solution behav-
iors. Thus, candidate-specific biophysical and thermodynamic analyses are helpful
in designing initial protein stabilization strategies while keeping in mind the ulti-
mate goal of developing robust formulations for commercialization. Also, the kinetic
contribution to stability of biopharmaceuticals should not be overlooked. The sub-
ject matter of this chapter is to review the principles and general approaches used in
preformulation research for proteins as therapeutic candidates.

5.2. FORCES IN PROTEIN STABILIZATION

There are many excellent reviews on protein conformation that the formulator may
wish to become familiar with. Consultation of the classical literature such as the studies
by Charles Tanford [1,2] and others [3–6] is highly advised. Nevertheless, some of the
fundamental concepts useful to preformulation research are briefly summarized in this
section. The native structure of proteins is the result of several opposing forces. Under
physiological conditions, the native (folded) and the denatured1 (unfolded) states of a

1The nonnative, denatured, and unfolded states of proteins are assumed to be equivalent for this analysis.
This may not be always true.
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protein are in equilibrium. Thus, from this equilibrium the standard Gibbs free energy
of stabilization (�G◦) can be obtained. The free-energy difference between the native
and denatured states is referred to as the conformational stability of the protein. A
major destabilizing effect on folded proteins is the greater conformational entropy of
the unfolded state. The conformational stability of the native state is dictated basically
by the amino acid sequence and solution variables such as pH, ionic strength, and
interaction with particular ligands. The small free energy of stabilization of a folded
protein arises from many interatomic forces, some stabilizing and others destabilizing.
The free energy of stabilization of the native state typically accounts for no more than
5–20 kcal/mol [7]. This marginal conformational stability of proteins is perfectly suit-
able for the changing needs of living cells. Throughout evolution, proteins have gained
only a marginal level of stabilization compared with the unfolded states. The reasons
for this may reflect the many biological functions that proteins perform. Flexibility
is required for optimal interaction of enzymes with their substrate or protein–protein
interactions leading to optimal catalysis. In this regard, it is interesting to note the
fine control of protein conformational flexibility observed in some elasmobranch fish
species [8–10], where a precise accumulation of a stabilizer such as trimethylamine
N -oxide (TMAO) and a classical denaturant such as urea coexist in a well-defined
ratio to allow for “breathing modes” in the protein [11,12].

The disulfide bridge between cysteinyl residues is the only type of covalent bond
that is formed during protein folding. Nevertheless, the native state of proteins is
maintained by several weak forces that contribute to conformational stability, such as
van der Waals electrostatic interactions, (London dispersion forces), hydrogen bonds,
and the hydrophobic effect.

5.2.1. Weak Interacting Forces

The weak interacting forces that help in stabilizing the native protein state oscillate
around 1–10 kcal/mol. These forces are quite weak compared with the energy con-
tained in a covalent bond, namely, 50–60 kcal/mol. As an individual contribution,
these weak interacting forces do not account for much stabilization, but the presence
of several of these weak forces could be additive and therefore significant in their
contribution to the native conformation.

5.2.2. Electrostatic Interactions

The most common type of weak interactions in proteins is electrostatics. This type
of interaction is ubiquitous and often accounts for protein–ligand interactions and
solute–solute contacts. The electrostatic effect can also give rise to large rate accel-
erations in dilute solutions, if both the substrate and catalyst are polyelectrolytes. The
energy of the electrostatic interactions (salt bridges) depends on the dielectric con-
stant of the medium and is entropically favored [13], thus releasing water involved
in solvation. Most ion pairs (salt bridges) occur between amino acid residues that are
distant in the sequence and in different segments of the protein secondary structure.
The amide group in the protein backbone has a partial negative charge on the oxygen
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atom and a partial positive charge on the N–H atom, resulting in an effective amide
dipole moment of about 1.2 × 10−29 coulomb-meter, pointing parallel to the C–O and
N–H bonds [14–16]. In the α-helix structure, the dipoles are parallel to the helix axis
pointing toward the N terminus [16]. The β-sheet structure, very common in IgGs,
also has an effective dipole with a positive charge at the N terminus and negative
charge at the C terminus. The consequence of this differential charge distribution
along the protein is the potential positioning of negative ions toward the N termini of
α helices, contributing to helix stabilization [16]. This might also explain why aspartic
and glutamic acid residues in proteins are preferentially found toward the N termini
of α helices [17].

5.2.3. London Dispersion Forces (Van der Waals Interactions)

Fritz London, around 1930, suggested that the motion of electrons within an atom or
nonpolar molecule can result in a transient dipole moment. London dispersion forces ,
also known as van der Waals interactions , result from the generation of transient
dipoles, namely, attractive forces between neutral molecules. These forces include
dipole–dipole, charge–dipole, charge–induced dipole, dipole–induced dipole, and
induced dipole–induced dipole interactions [18]. These interactions are relatively weak
and short range. The characteristic features of dispersion interactions are their propor-
tionality to the polarizability of the interacting molecules and their dependence on the
sixth power of the intermolecular separation d , as described by Equation (5.1), where
E is the energy of the dispersion interaction and α is the polarizability [18]:

E = −3α1α2

2d6
(5.1)

As a result of electron repulsion, a temporary dipole on one atom can induce a
similar dipole on a neighboring atom. As a consequence, neighboring atoms become
attracted to one another. London dispersion forces are a contributing factor to protein
conformational stabilization when atoms are close together. The torsion angles φ and
ψ (on the two sides of the peptide bond) are favorable for most residues in the
right-handed α helix, where the atoms pack together, making favorable van der Waals
interactions.

5.2.4. Hydrogen Bonds

The hydrogen bond is a type of electrostatic interaction that energetically falls into
a category between covalent bonding and ionic interactions. Values of the energy of
typical hydrogen bonds lie in the range of 3–6 kcal/mol. Intramolecular hydrogen
bonding in proteins is favored by the entropy gain from the release of bound water
and is essential to the structure and stability of globular proteins [19,20]. Because of
its unique structure, water can act as both a hydrogen donor and hydrogen acceptor;
hence the formation of intermolecular hydrogen bonds between two solute molecules
in water requires that the hydrogen bonds of each of these molecules be broken. The
most significant hydrogen bonds in proteins are the ones between amide groups in
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the α helix and other structures [21]. The favorable formation of hydrogen bonds
in water should produce a favorable decrease in enthalpy H . However, formation of
hydrogen bonds requires fixation of the molecules, thus the entropy S tends to decrease
on hydrogen bond formation. Nevertheless, these contributions to the standard free
energy of hydrogen bond formation at constant temperature T and pressure P cancel
out. As a consequence, large changes in enthalpy and entropy should produce little or
no impact on the free energy of hydrogen bond formation.

5.2.5. Hydrophobic Effect

The hydrophobic interaction has long been considered the primary stabilizing force
present in the folded protein [22–25], but not in the unfolded protein; it undoubtedly
accounts for the heat capacity change on folding, and its favorable contribution to
the free-energy change may be estimated from the accessible surface area buried
in the folded state. Hydrophobicity2 also plays a major role in self-association of
protein molecules. Details of the three-dimensional structure of proteins have shown
that in folded proteins, apolar side chains of isoleucine, leucine, valine, tryptophan,
tyrosine, and phenylalanine tend to be buried away from the solvent, and charged and
polar residues tend to be in contact with the solvent. This distribution of hydrophobic
residues was predicted by Kauzmann [22] from studies of small molecules such as
methane and benzene, and refined by Nozaki and Tanford [26], who measured the
hydrophobicity for various amino acids as a model system.

The hydrophobic effect or “bond” can be understood as the consequence of two
effects. The first effect is the increase in order or “structure” of the solvent molecules
(eg., water at a concentration of ∼55 M), which can lead to a negative change in
entropy when a nonpolar molecule is placed in an aqueous solution [27,28]. A lower
entropy means a greater free energy as can be deduced by examining the relation-
ship between �G and �S as shown by Equation (5.2). Studies on the solubility of
hydrocarbons also indicate an enthalpic contribution at high temperatures to the low
solubility of apolar molecules in water [29]. The second origin of the hydrophobic
effect can be accounted for by separation of the strongly interacting water molecules
in order to create a “cavity” and insert a weakly interacting molecule into the solu-
tion. The large cohesive force of water molecules is manifested by the high surface
tension. Thus, the free energy required to form a cavity in water and separate the
strongly interacting water molecules is very large. The free energy required to form a
cavity in a solvent for accommodating the solute is given by the product of the cavity
surface area A and the surface tension of the solvent, σ : �G = σA. The formation
of the “cavity” is not compensated by a favorable free energy of transfer of the apo-
lar residues to water. For example, consider the impact on “cavity formation” of a
small molecule such as propane (C3H8). Propane will create a cavity; some hydro-
gen bonds of the water network will be broken. Propane does not interact strongly

2Charles Tanford, in Physical Chemistry of Macromolecules (1961, Wiley, New York, p. 130), stated that
“The word hydrophobic is really a misnomer. It implies that the dissolved substances dislike water, whereas,
in fact, it is the water that dislikes the dissolved substance.”
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with water; in other words, it does not form hydrogen bonds. The water molecules
around the propane molecule are oriented to rebuild the hydrogen bonds broken dur-
ing the addition of the hydrocarbon molecule to the solution. The latter process is
exothermic (i.e., energy is released), accounting for the negative values of �H in
the transfer process. The net result is that water molecules around the hydrocarbon
become ordered. Because there is only a small change in the number of hydrogen
bonds, the enthalpy change is minimal. However, the ordering of water around the
hydrocarbon molecules is associated with a decrease in entropy. Thus, a solvent or
formulation in which the protein is dissolved exerts a profound effect on the structure
of the protein, and solution variables may affect the secondary, tertiary, or quaternary
protein structure.

5.3. PHYSICAL STABILITY

5.3.1. Essential Thermodynamics of Protein Stabilization

Under the term physical stability , which refers to changes in the protein secondary,
tertiary, or quaternary structure that do not affect covalent bonds, we can group protein
denaturation, adsorption, aggregation, self-association, and precipitation. The confor-
mational stability of proteins is a critical factor that formulation development aims
to control to maintain potency, safety, and purity among other considerations. The
approach to determine the conformational stability of a given protein requires knowl-
edge of the equilibrium constant and change in the standard Gibbs free energy (�G)
for the reaction between the protein in the folded versus the unfolded states. The nat-
ural tendency of a system to move to lower energies, namely, decreased enthalpy H
together with occupancy of multiple states, increased entropy S , as a result of thermal
perturbations can be synthesized in the Gibbs free-energy relation:

�G = �H − T �S (5.2)

The equilibrium constant Keq for any process is related to the standard Gibbs free-
energy change by

�G◦ = −RT ln(Keq) = �H ◦ − T �S ◦ (5.3)

where R is the gas constant, 1.987 cal K−1 mol−1).
The temperature dependence of enthalpy and entropy can be described in terms

of the heat capacity (�Cp ) at a given temperature and constant pressure:

�H (T ) = �H (Tref) +
T∫

Tref

�Cp dT (5.4)

�S (T ) = �S (Tref) +
T∫

Tref

�Cp

T
dt (5.5)
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Here, Tref is a convenient reference temperature. If �Cp is assumed to be constant,
as a reasonable approximation within a temperature range (not always true), then
integration of Equations (5.4) and (5.5) give approximate values for the dependence
of �H and �S on Tref:

�H (T ) ≈ �H (Tref) + �Cp(T − Tref) (5.6)

�S (T ) ≈ �S (Tref) + �Cp ln
T

Tref
(5.7)

It is usually convenient in protein-folding experiments, particularly when addressing
the role of different excipients in protein stabilization during formulation, to choose as
Tref, the midpoint of the transition Tm as a convenient reference temperature. It follows
that at Tm the �G for the folding ↔ unfolding transition is zero and from Equations
(5.6) and (5.7) that: �H (Tm) = Tm �S (Tm). By substituting Equations (5.6) and (5.7)
into (5.2), we obtain the modified Gibbs–Helmholtz equation:

�G = �H ◦ − T �S ◦ + �Cp

[
(T − Tm) − T ln

T

Tm

]
(5.8)

Equation (5.8) allows for a complete description of the Gibbs free energy of stabiliza-
tion for a protein as function of temperature (Fig. 5.2). One important requirement for
applying Equation (5.8) is the assumption of a two-state model of equilibrium. How-
ever, when dealing with large proteins that tend to stick, aggregate and precipitate, this
is not always possible. Nevertheless, formulation development is not about absolute
stability but rather having a proper shelf life. Hence, an apparent two-state model
could be applied under certain circumstances to understand the relative stability of a
given protein under different sets of conditions, as we will see later in this chapter. The
equilibrium constant (Keq) could be measured as function of temperature by different
means such as calorimetry, UV–visible spectroscopy, or fluorescence. The direct way
to obtain the enthalpy contribution of a reaction is by calorimetry, although spec-
troscopy approaches could be employed. Indirect methods to obtain enthalpy changes
(�H ) such as estimates from the Van’t Hoff equation [Eq. (5.11)] from the depen-
dence of the equilibrium constant with temperature for a two-state process could be

Figure 5.2. The free energy of unfolding for a protein is temperature-dependent.
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very useful.

�G = −RT ln Keq = �H ◦ − T �S ◦ (5.9)

and

ln Keq = −�H ◦

RT
+ �S ◦

R
(5.10)

it follows that

�H ◦ = −R
d ln Keq

d(1/T )
= RT 2 d ln Keq

dT
(5.11)

A Van’t Hoff analysis can be used to obtain enthalpy values of a reaction without
the need for direct calorimetric measurements. As such, optical spectroscopy such
as UV–visible or CD thermal melting studies could be very helpful in obtaining an
initial enthalpy “fingerprint” of a protein during preformulation research.

5.3.2. Solvent–Protein Interactions

5.3.2.1. Preferential Exclusion. Proteins in solution are intrinsically not very
stable. To achieve long-term storage stability of proteins, it is necessary to understand
solution behavior under conditions that favor degradation. An understanding of how
excipients interact with proteins to prevent instabilities is essential in designing useful
stabilization strategies. It is well known through the pioneering studies of Timasheff
and colleagues that the native conformation of proteins can be stabilized by sugars
such as sucrose, glucose, lactose, and trehalose [30–32] at high concentrations (≥ 1
M), as well as by polyhydric alcohols (ethylene glycol, xylitol, sorbitol, mannitol, and
inositol [33–35]), and by other compounds such as glycerol [36,37] or sodium glu-
tamate [38]. Studies performed by Timasheff and co-workers at ambient temperature
have shown that the mechanism of stabilization by these compounds is preferential
exclusion from contact with the protein surface; specifically, in their presence the pro-
tein environment is enriched with water relative to the bulk solvent composition [39].
This means that addition of these compounds is thermodynamically unfavorable since
it raises the chemical potential (the partial molar free energy) of both the protein and
the additive. Multicomponent solution thermodynamic analyses of the interactions of
glucose, sucrose, galactose, and trehalose [35] have led to the conclusion that these
sugars stabilize the native structure of proteins by inducing a greater preferential exclu-
sion of denaturated, unfolded proteins than of the native state [30,39]. Under those
conditions the equilibrium will be displaced toward the more compact state with lower
preferential exclusion of the excipient (reflected as negative binding of the excipient
to protein) [30]. Preferential exclusion could also stabilize a given conformation of
side chains in the active site of enzymes [40], if the extent of preferential exclusion
differs between the active and inactive conformations [41].

Different excipients (or cosolvents) are preferentially excluded by different mech-
anisms [42]. The polyethylene glycols are excluded by steric interference [43,44],
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glycerol is excluded because of the solvophobic effect [36,45], and sucrose and sodium
glutamate are excluded as a result of increased surface tension of water [30,38]. In
general, Timasheff’s studies have led to the classification of stabilizing excipients
(cosolvents) into two groups. In the first group the preferential interaction (hydration,
exclusion) is totally independent of the chemical nature of the protein surface and
is driven mainly by surface exposure area such as the case with sugars, some amino
acids, and salts. The second group of stabilizing excipients (cosolvents) includes those
in which stabilization depends on the chemical nature of both the protein surface and
the excipient. Alcohols and polyethylene glycols belong to this category.

5.3.2.2. Protons, Salts, and Buffer Effects in Preformulation. Buffer
composition and pH usually have a large impact on the conformational stability of
proteins. These are the first parameters that should be screened and optimized during
preformulation research. Protein stability typically decreases sharply at the acidic and
basic ranges of pH [46]. This behavior could be explained by the participation of pro-
tons in the unfolding process where the pK (the apparent ionization constant) of some
ionizable residues differ in native and unfolded species. A group such as a side chain
COO− or NH3

+ in a protein shows an observed pKa that depends on the local charge
environment. Nearby positively charged groups repel proton ions in solution and cause
the pKa to decrease [47–49], whereas neighboring negatively charged groups attract
protons and cause the pKa to increase [50]. Charge interactions usually cause the
pKa of a group to be lower in the native state than in the unfolded state at acidic
pH (below the isoelectric point) but higher in the native state than the unfolded state
at alkaline pH [46]. The reason is that the protein has a net negative charge above,
but a net positive charge below the isoelectric pH, and a protein molecule expands
to occupy a larger volume when it unfolds, therefore decreasing charge density [46].
When an ionizable group is part of a salt bridge, the sign of the pKa shift for a COO−

group will be lowered in the proximity of opposite charges. Conversely, the pK for
the NH+

3 groups will be higher, providing stabilization to the salt bridges. Salt bridges
and electrostatic interactions are important stabilizing factors at low salt concentra-
tions and could be explained by the Debye–Huckel theory, (a detailed treatment of
the Debye–Huckel theory to protein electrostatic interactions has been provided by
Tanford [2]).

The fact that solubility of proteins increases at low salt concentrations, known
as “salting in,” may be explained by the effect of additional counterions in shield-
ing multiple charges on the protein and therefore increasing solubility. Proteins are
surrounded by the salt counterions, and this screening results in decreasing the elec-
trostatic free energy of the protein and increasing the activity of the solvent, which
leads to increased solubility. The direct relationship between the logarithm of solu-
bility and the square root of the ionic strength of the solution applies. The situation
becomes different in solutions where the concentration of salt is on the order of 1 M.
This effect depends on the nature of the ions, as was observed by Hofmeister in 1888
during his studies on precipitation of serum globulins [52]. A series of the relative
effect of salts (cations and ions) to induce protein precipitation is referred to as the
Hofmeister or lyotropic series . The same series is responsible for the “salting out”
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effect. The range order of effectiveness in salting out is given by

Cations : Mg2+ > Li+ > Na+ > K+ > NH3
+

Anions : S04
2− > HP04

2− > acetate > citrate > tartrate >

Cl− > N03
− > Cl03

− > I− > Cl04
− > SCN

At concentrations of ∼1 M, the Hofmeister salts will increase hydrophobic
interactions, and those interactions could be explained by the cavity model (see
Section 5.2.5), which permits the partial interpretation of the effect of concentrated
salts on protein solubility in terms of the increase in surface tension of water [53].
An alternative explanation for the salting out effect has been given in terms of prefer-
ential exclusion of salts from the surface of proteins [54] affecting hydrogen-bonding
properties [55]. An additional factor to consider in concentrated solutions is excluded
volume effects arising from the limited amount of water available to solvate the solutes.
Therefore, the equilibrium would be shifted toward minimization of solute–water
interactions. In general, the consensus is that salts that contain sulfate, phosphate,
citrate, acetate, or fluoride tend to precipitate redundant and protect proteins against
denaturation, whereas salts that contain thyocyanate, iodide, perchlorate, lithium, cal-
cium, or barium tend to dissolve, denature, and dissociate proteins. The denaturant
action of Hofmeister ions like SCN− results from the fact that they salt in the peptide
group and, as a consequence, interact much more strongly with the unfolded form of
a protein than with its native form [56], driving the equilibrium to denaturation. Thus,
the separation between protein denaturants and stabilizers (“null point”) is the result of
a balance between these two opposing classes of interactions: “salting out” nonpolar
groups and “salting in” the peptide group as discussed by Baldwin [56]. However,
the exact mechanism of salting out is still protein-specific. Nevertheless, at high salt
concentration these effects become less important. The preferential exclusion mecha-
nism described previously could minimize protein surface exposure [57] and therefore
induce stabilization. The amount and type of salt in a given protein formulation could
have an impact on chemical and physical stability. This reflects added salt and other
excipients, residuals from purification, and specific protein–ion interactions, such as
Gibbs–Donnan effects resulting from charged polyelectrolytes and ionized species in
solution. Thus, the ionic strength of a protein solution constitutes the second corner-
stone, after pH, in preformulation research. Since ionic strength is a critical parameter
affecting protein conformational stability, we should define it before moving further.
In 1921, Lewis and Randall defined the ionic strength of a solution I , as the semisum
of the products of the molality of each one of the ions in the solution times the square
of the charge of the ions [58], where mi is the molality of the i th ion and Zi is the
charge of the ion:

I = 1
2

∑
i

mi Z 2
i (5.12)

A buffer of any given composition has different ionic strengths at different pH
values. Buffers of different compositions may have different ionic strengths at the
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same pH; this is an important consideration in studying the pH dependence of protein
solubility, ligand binding, or conformational stability. An approach to separate the
contribution of pH and ionic strength is to first estimate the buffer with the largest
ionic strength and then adjust all the other buffers to a given ionic strength by adding
an “inert” salt. Different buffer species at a given pH could be interacting with the
protein of interest in such a way as to provide a significant difference in the physical
and chemical properties of proteins. The use of polybuffers as an approach to provide
constant buffering conditions and ionic strength throughout the desired pH range to
be analyzed is helpful [59]. Some reactions will show a strong dependence on rate
and equilibrium with ionic strength rather than concentration of a particular salt. Thus,
during preformulation it is more informative to evaluate relevant parameters (solubil-
ity, aggregation, thermal stability, etc.) as functions of ionic strength rather than salt
concentration. The electrostatic contribution to protein stability may be estimated from
the change in summed electrostatic free-energy terms for all charge sites according to
the modified Tanford–Kirkwood theory [60].

5.3.2.3. Ligand Binding and Stabilization. The three-dimensional structure
of proteins in solution can be affected by ligands (stabilizers, destabilizers), pH, ionic
strength, temperature, and pressure. In general, some of these variables show interre-
lations or linkages [61,62]. For instance, the binding of a ligand could be coupled to
protons. The linkage is reflected in the change of the apparent binding constant of the
ligand with pH, or as a change in the pKa of a critical residue in the protein on ligand
binding (i.e., proton affinity). If a reaction, let us say, A + B ↔ C, is affected by a lig-
and x , then, according to the fundamental Wyman linkage function [61,62]; we obtain[

∂ ln K

∂ ln ax

]
T ,P ,ai �=x

= �v = �vP − �vR (5.13)

where K is the equilibrium binding constant for the reaction A + B ↔ C, ax is the
activity of ligand x , and �v is the number of ligand molecules participating in the
reaction. A plot of ln K versus the activity of the ligand has as slope the number
of ligand molecules �v participating in the reaction where T and P are temperature
and pressure respectively.

The importance of the Wyman linkage functions [Eq. (5.13)] and its applications
to formulation development is based on the following fact: If ligand binding between
two states is different, then the equilibrium between those states will be shifted to the
state with higher affinity . For a given equilibrium (e.g., folding/unfolding of a protein,
oligomerization, enzymatic activity), if that equilibrium is shown to be linked to ligand
binding, then one of the forms in solution could be stabilized by such ligand binding.
Deviations from equilibrium will initiate a change in the system toward the equilibrium
concentration of reactants and products. This is known as the Le Châtelier’s principle.

Interaction of a ligand with the active or regulatory sites in enzymes often leads
to increased stability. Figure 5.3a shows the apparent melting temperature of a model
enzyme to be significantly increased by addition of a ligand. Thus, modulation of the
concentration of the ligand could provide improved stability as reflected by higher
apparent Tm values (Fig. 5.3b).
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(a)

(b)

Figure 5.3. Stabilization through ligand binding for a model enzyme: (a) apparent Tm

measured by differential scanning calorimetry; (b) relationship between concentration of

ligand and increase in thermal stability for the model enzyme.

5.4. STRATEGIES TO ASSESS PHYSICAL STABILITY DURING
PREFORMULATION RESEARCH

5.4.1. Biophysical Approaches

Preformulation research studies should be initiated as early as possible in the product
development cycle. This is particularly important in programs with aggressive time-
lines. In addition, during the early stages, very small amounts of protein, perhaps only
a few milligrams, are usually available.
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TABLE 5.1. Essential Analytical Assays to Assess Physical Stability of Therapeutic Proteins

Parameter Method Technique

Conformation, structural
changes, aggregation

Spectroscopy CD, fluorescence, FTIR, Raman,
NMR

Oligomerization,
precipitation

Light scattering Dynamic light scattering,
Rayleigh (static) scattering

Analytical
ultracentrifugation

Sedimentation velocity,
equilibrium centrifugation

Chromatography Size exclusion chromatography
Elution Field flow fractionation
Electrophoresis SDS-PAGE, native

Thermal stability Calorimetry DSC
Spectroscopy CD melts

Chemical denaturationa Spectroscopy Fluorescence, CD

a Urea or guanidynium hydrochloride unfolding curves.

During preformulation research, critical protein physical parameters such as con-
formation, stability, oligomerization state, and propensity for aggregation under a
variety of conditions should be assessed using a complementary set of well-established
analytical techniques. A summary of useful analytical techniques for evaluating phys-
ical stability is presented in Table 5.1. In particular, spectroscopy provides a facile
means of obtaining information on the structure and stability of proteins, while using
only small amounts of material [63] and may minimize the initial need for other assay
development. For instance, far-UV circular dichroism analysis provides detailed infor-
mation on the secondary structural elements in a protein and can require as little as
20 µg of protein [64,65]. Intrinsic fluorescence experiments can require even less pro-
tein (5–20 µg) and monitor the packing around tryptophan residues and thus provide
a probe of tertiary structure in the molecule [66,67].

Other biophysical techniques, such as near-UV circular dichroism (CD), second-
derivative absorbance spectroscopy, and analytical ultracentrifugation [68,69], can
provide further insight into the tertiary and quaternary structure of proteins. For an even
more immediate assessment of a protein’s stability, differential scanning calorimetry
(DSC) experiments can be performed to obtain a melting temperature Tm and other
thermodynamic values such as �H and �Cp under a range of formulation conditions.
These thermodynamic parameters may be good initial predictors as to which buffer
conditions will provide the best candidates for long-term real-time stability studies
[70]. Additionally, many spectroscopic techniques can monitor the unfolding of a
protein, induced either thermally or chemically, and thus yield predictive thermody-
namic parameters commonly obtained via calorimetric measurements. Spectroscopic
experiments also offer the advantage of yielding more detailed structural information
about the protein as it undergoes artificially induced denaturation.

The use of thermodynamics is very advantageous in comparing the stability of
a molecule in different formulation conditions. First, the derivation of thermody-
namic parameters from spectroscopic unfolding data, whether thermally or chemically
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induced, is well defined. These parameters provide for a robust assessment of pro-
tein stability [71,72]. Additionally, thermodynamic parameters describing the solution
behavior of a protein are quantitative values that can be used to compare the stability of
a protein as probed using different methods. This strategy is convenient because differ-
ent spectroscopic methods monitor different features of protein structure, particularly
as unfolding takes place. The disruptions of structure that each of these techniques
monitors do not have to occur simultaneously. For instance, the classic signature for
an intermediate present on unfolding is that the unfolding curve derived from sec-
ondary structure unfolding does not overlay that resulting from the denaturation of
tertiary structure. As such, reconciling the results gained from different techniques
is not a simple exercise. However, the use of thermodynamic principles allows for
these problems to be identified and global analysis to be done yielding a single set
of parameters that describe the entire unfolding of the protein. This is true even if
more complex aspects of protein behavior, such as the presence of an intermediate or
oligomerization, are operative.

5.4.2. Tools for Data Analysis

An equilibrium unfolding model is required in order to determine thermodynamic
parameters from a set of protein denaturation data obtained via spectroscopic methods.
Given the complexities in the solution behavior of a molecule, these models may
feature intermediates and dissociation steps. Such steps are often difficult to detect
and identify, making the determination of the appropriate equilibrium unfolding model
a time-consuming process.

One tool which has been quite useful in assisting the determination of appropriate
unfolding models is singular value decomposition (SVD) analysis [73], a model-
independent mathematical algorithm that takes a given set of data and breaks it down
into a minimum number of basis vectors to describe those data. For instance, with a
thermal melt monitored by CD where complete spectra are obtained at every temper-
ature unit, a set of vectors with their own spectrum and temperature dependence is
determined. These vectors are used to create three matrices, one of which is based on
wavelength [73,74]. By identifying the number of nonrandom vectors used to create
this matrix, one can determine the number of distinct spectroscopic states that are
populated during unfolding. This can reveal the presence of intermediates that need to
be accounted for when constructing an unfolding model, but may be difficult to pos-
itively identify by merely looking at the response of a particular signal as a function
of temperature.

Singular value decomposition analysis offers other advantages when fitting denat-
uration data obtained using spectroscopy. The standard method of analysis for fitting
such data involves identifying the wavelength of maximum change and fitting its
response to obtain thermodynamic parameters. However, the data collected at differ-
ent wavelengths within a given experiment may be monitoring different processes,
and thus, by utilizing only one wavelength with the standard analysis method, this
additional information is lost. On the other hand, fitting the signal response as a
function of temperature at every wavelength collected in a set of spectra in order to
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Figure 5.4. Schematic showing the incorporation of the thermal response of several far-UV

CD wavelengths [(a) 210 nm, (b) 221.5 nm, (c) 230 nm] into one (d) composite SVD unfolding

vector describing all the wavelengths for thermally induced unfolding of rhGAA.

ensure that these data are accounted for would be a daunting and time-consuming
task. Using SVD analysis, one can solve this problem by constructing vectors that
represent a composite signal response to temperature based on all the wavelengths
collected, drastically reducing the analysis time to determine robust thermodynamic
parameters (Fig. 5.4). This is particularly useful when a series of spectroscopic exper-
iments is being employed and a single set of thermodynamic parameters is desired
that describes the data collected with all the techniques. Singular value decompo-
sition can provide unfolding vectors for each technique, thus significantly reducing
the number of unfolding traces that need to be globally fit to obtain thermodynamic
parameters while still making use of all the data collected during each of those exper-
iments (Fig. 5.5). Additionally, because such vectors are based on the complete set of
collected data at every wavelength, the signal-to-noise ratio (SNR) of the composite
response is usually significantly better than the signal at a particular wavelength, thus
leading to more robust fitting routines.

Table 5.2 shows the thermodynamic values determined by the thermal denatu-
ration of recombinant human acid α-glucosidase (rhGAA) [75–77] as monitored by
far-UV CD. In this case, SVD analysis was used to account for all the wavelengths
in the far-UV CD spectra that were collected as a function of temperature to mon-
itor the unfolding. SVD analysis also confirmed the presence of only two distinct
spectroscopic species on unfolding, the native and “unfolded” state. Thus, a com-
posite unfolding vector could be fit to a two-state3 equilibrium unfolding model to

3If a single-step unfolding curve is observed, it does not necessarily prove that unfolding closely approaches
a two-step mechanism.
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Figure 5.5. Schematic showing how a global fit can be done of SVD vectors from different

techniques into one set of thermodynamic parameters. Panels (a) and (b) are the SVD unfolding

vectors from far-UV CD and fluorescence data, respectively, for a model protein.

TABLE 5.2. Thermodynamic Parametersa for Thermal Unfolding of Recombinant Acid α-Glucosidase
(50 µg/mL) in 25 mM Sodium Phosphate as Determined by Far-UV CD Spectroscopy and SVD Analysis

pH T app
m-Den

◦Ca �H app, kcal/mol−1 �Cp , cal mol−1 K−1

4 55.5 (0.4) 78.4 (5.4) 3.0 (0.4)
5 54.6 (0.3) 89.7 (6.2) 4.0 (0.5)
5.5 66.9 (0.4) 128.7 (7.3) 3.0 (0.5)
6 61.0 (0.5) 84.1 (5.8) 2.7 (0.4)
7 45.1 (0.4) 75.4 (5.3) 3.2 (0.4)
8 31.2 (0.4) 38.9 (4.3) 2.2 (0.3)

a Errors are shown in parentheses.
bAll Tm values were determined at 5◦C/h.

yield robust thermodynamic parameters as shown in Table 5.2. It should be noted that
rhGAA does not unfold via a fully reversible process. This is often the case with
biopharmaceutical proteins, which are often large, multidomain proteins that contain
disulfide bonds, glycosylation sites, and other posttranslational modifications. Thus,
the values listed in Table 5.2 have to be labeled as “apparent”, not true, thermodynamic
values. However, despite this caveat, the comparative quantitative values obtained via
this analysis are still extremely valuable in guiding formulation development.
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Figure 5.6. Midpoint temperature values Tm for rhGAA thermal denaturation experiments

as monitored by far-UV CD at a scan rate of ∼5◦Chr−1 (circles, solid line) and DSC at scan rates

of 30 (triangles, long dashed line) and 200◦Chr−1 (squares, short dashed line). At pH 8.0 two

transitions were observed by DSC.

Spectroscopy and DSC are both useful techniques for determining thermodynamic
parameters that may be predictive for long-term stability. Spectroscopy offers the
additional advantage of obtaining structural information about the molecule, whereas
DSC allows much more rapid data collection. Whereas DSC experiments are often
performed at scan rates of up to 200◦Chr−1, spectroscopy experiments are performed
at scan rates as low as 5◦Chr−1. Therefore, the absolute values for the thermodynamic
parameters obtained by each of the two techniques often differ as a result of this well-
known scan rate dependence (Figs. 5.6 and 5.7). However, the trends in the data are
often the same (Fig. 5.7b). The example in Figure 5.6 shows the Tm values obtained
for the unfolding of rhGAA as a function of pH determined by spectroscopy (with
a scan rate of ∼5◦Chr−1) and DSC (performed at scan rates of both 30◦Chr−1 and
200◦Chr−1). As can be seen, the Tm values at each respective pH vary between the
three experiments. However, the trend, which identifies pH 5.5 as the pH of maximum
stability, is common to all three collection methods. As such, the choice of method is
largely dependent on other variables that must be accounted for when designing the
study (time, material requirements, structural information, etc.).

5.5. POTENTIAL CHEMICAL INSTABILITIES IN PREFORMULATION

Chemical stability refers to those mechanisms in which chemical bonds are bro-
ken and/or new ones are formed. Thermodynamic approaches and assessment of
the physical stability of a protein is important in designing formulation strategies
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(a)

(b)

Figure 5.7. Scan rate dependence and effects. (a) DSC analysis of a model protein at different

scan rates: 10◦C, 25◦C, 50◦C, 100◦C, 150◦C, and 200◦C per hour; (b) dependence of apparent

Tm on scan rate.

when material is limited and other analytical assays are not yet developed. How-
ever, an assessment of the physical stability of a protein also has limitations that a
formulator should note. Most noteworthy is the tendency of proteins to aggregate
and not behave as ideal thermodynamic systems. Thus, thermodynamic parameters
developed to assess stability are only apparent and could be valid within a limited
set of experimental conditions. Thermodynamics cannot predict biochemical stability.
Furthermore, a direct link to kinetics is not provided by physical stability alone.
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Because of the need for proper shelf-life assignments in biotherapeutic products,
kinetic stability becomes an important component during preformulation and formu-
lation development of proteins. Some instabilities may be pathway-dependent; for
example, a physical instability such as aggregation could be linked to oxidation of
particular residues within the protein. Moreover, isomerization of critical residues in
IgG-type molecules, not detected by physical techniques, could lead to changes in
bioactivity or potency [78].

The most common chemical instabilities in proteins are hydrolysis, oxidation,
deamidation, isomerization, β elimination, and disulfide exchange. One or a combina-
tion of the above mentioned mechanisms of chemical degradation can take place in a
protein. Given the different types of chemical instabilities in proteins, it is necessary
to analyze candidate proteins by a battery of biochemical assays to be able to iden-
tify likely degradation mechanisms. Relevant analytical methods to address chemical
instabilities are presented in Table 5.3. Since several reviews have dealt with the sub-
ject in detail [79,80], only a brief synopsis of the main degradative mechanisms in
proteins is presented below.

5.5.1. Hydrolysis

Hydrolysis is a common cause of degradation in proteins involving cleavage of the
peptide bond in an acid catalized environment.

5.5.2. Deamidation

Under neutral-to-alkaline solution conditions, deamidation proceeds through forma-
tion of a cyclic imide intermediate [81]. Deamidation may be mitigated by decreasing
the pH below 6.5. The rate of protein deamidation at acidic pH is often much slower.
Deamidation can be detected by using molecular mass or charge differences. Isoelectric
focusing may facilitate visualization of deamidated forms. Charge-variant quantitation
may be obtained by ion exchange chromatography (IEC). This technique allows purifi-
cation of the different species for further characterization by peptide mapping or mass
spectrometry.

5.5.3. Isomerization

Isomerization of aspartic acid residues to isoaspartic acid is a common instability
occurring at acidic pH [82,83]. Deamidation of asparaginyl residues occurs via a
succinimide intermediate that subsequently hydrolyzes into a mixture of aspartyl- and
isoaspartyl-residue-containing forms. Under acidic conditions, aspartic acid residues
may also isomerize through a cyclic intermediate pathway. The isoaspartyl residue
is generally difficult to detect because isoaspartic acid is isomeric with aspartic acid,
showing no mass difference. More recent studies using electron-capture dissociation
mass spectrometry have demonstrated an approach to differentiate these two isoforms
in synthetic peptides [84,85].
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TABLE 5.3. Analytical Methods to Characterize Chemical Instabilities During Preformulation Research

Method Purpose

SDS-PAGE Purity, hydrolysis, mass, disulfide-mediated bonds
(aggregates)

Reversed-phase HPLC (RP-HPLC)
peptide map

Identification, purity, charge modification
(deamidation), oxidation

Ion exchange chromatography Charge alteration, posttranslational modifications
Isoelectric focusing (IEF) Charge heterogeneity, isoelectric point (pI)
Capillary electrophoresis Charge heterogeneity in addition to structural

microheterogeneity
Mass spectrometry methods Mass changes, molecular weight, sequence

confirmation

5.5.4. Oxidation

Oxidation is a common mechanism of degradation in proteins [86–88]. Methionine
residues are typically most susceptible to becoming oxidized. The specific position
within the molecule affects the propensity to oxidize. Cysteine oxidation is dependent
on temperature, pH, and buffer. The reaction could also be affected by neighboring
groups and active oxygen species. Other residues with propensity to photooxidize in
visible light are histidine, tyrosine, methionine, cysteine, and tryptophan. Histidine is
most sensitive to oxidation at neutral pH and also by metals. Tyrosine is oxidized at
alkaline pH.

5.5.5. Beta Elimination

Beta elimination can occur at cysteine, serine, threonine, phenylalanine, and lysine
residues [79]. These reactions may be accelerated by high temperature, alkaline pH,
or metals.

5.5.6. Disulfide Exchange

Disulfide interchange of cysteine can occur at neutral or alkaline pH and is catalyzed
by free-thiol groups [89].

5.6. STRESS STUDIES TO IDENTIFY POTENTIAL INSTABILITIES

Evaluating data obtained under stress conditions and accelerated stability studies is
usually an important aspect of the initial protein stability evaluation [90,91]. For
example, after short-term incubation at elevated temperatures or after freeze–thaw
or shear by agitation, properties such as activity and purity may be assessed. The
expectation is to gain an understanding of the modes of instability that could impact
the drug product during storage, shipping, handling, and distribution; and to design
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formulation strategies that could mitigate protein instabilities or pathways of degra-
dation. It is often difficult to predict the degradation profile for a protein. Even IgGs
of the same subclass that share common structural features often behave quite differ-
ently in solution [92]. In order to evaluate likely instabilities of candidate proteins,
the formulator should have available (or under development), analytical assays that
indicate stability. Thus, the second goal of preformulation research is the development
and/or qualification of stability-indicating assays. These methods could then be used
in a formal stability program once a dosage form is identified.

The major analytical assays relevant to assess stability fall in the category of
bioactivity assays (which permit evaluation of the impact of solution variables on
potency) and methods that address biochemical properties. After evaluating the protein
under stress conditions and identifying the likely degradation mechanism, one can then
optimize the formulation in terms of pH and ionic strength and address the need for
excipients to prevent aggregation, shear stress, oxidation, and other problems.

Experiments performed at multiple temperatures, ranging from 20◦C to 40◦C,
can accelerate degradation and help evaluate meaningful instabilities that might occur
at the recommended storage temperatures. Nevertheless, it is not always possible to
extrapolate from accelerated temperatures what really might occur under refrigerated
or recommended storage conditions. A common practice is to use Arrhenius kinetics to
extrapolate reaction rates from one temperature to another by employing the following
equation

k = A e−Ea/RT (5.14)

where Ea is activation energy, R is the gas constant, T is absolute temperature in
degrees Kelvin, and A is the arrhenius constant. Equation (5.14) can also be written
as follows:

ln k = − Ea

RT
+ ln A (5.15)

Arrhenius kinetic extrapolation analysis should be employed with extreme care to
avoid potential pitfalls. If degradation follows Arrhenius kinetics, then accelerated
testing provides a convenient method for the “approximation” of shelf life. Never-
theless, with increasing temperature, other reactions could become rate-limiting that
cannot be described by Arrhenius kinetics. Hence, the formulator needs to be aware
that a specific degradation might occur much more rapidly under accelerated condi-
tions but may be insignificant at lower temperatures. Thus, real-time stability testing
remains the final proof of the solution behavior for the protein of interest. This permits
the establishment of recommended storage conditions, retest periods, and shelf life.
The issue of selecting proper accelerated storage temperatures to evaluate degrada-
tion likely to occur during the shelf life of the product is critical. Figure 5.8 shows
an example where a combination of low pH and 37◦C induces a rapid formation of
high-molecular-weight species reaching 90% after only one week of storage. In this
case, the use of DSC can allow for the identification of appropriate storage conditions
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Figure 5.8. Choosing appropriate accelerated storage temperatures; pH screening of a model

protein during storage at 37◦C as monitored by size exclusion chromatography.

as shown in Figure 5.9a, where the rapid formation of high-molecular-weight species
could be ascribed to a shift in the unfolding equilibrium due to low pH.

In contrast, a more stable protein will have a higher onset of melt as measured
by DSC. This is the case in the example depicted in Figure 5.9b, which shows a
particularly stable protein that manifests no changes after storage at 30◦C. In this
situation, increasing the temperature to 40◦C may be appropriate to help in accelerating
degradation and while maintaining the temperature well below the onset of melting
at 60◦C.

The general approach to carry out stress studies should include

• Timecourse analysis of samples under varying temperature, pH, ionic strength,
and other gentle stress conditions.

• Identification of excipients that provide significant benefits against thermal,
shear, light, and freeze–thaw stresses as well as preservation of bioactivity.

• Performing analysis using a battery of analytical assays, including physico-
chemical assessment.

• Demonstrating stability-indicating power of analytical assays. This information
should be communicated by the preformulation team to the groups working on
developing or improving the analytical assays.

• Isolating and identifying degradation products
• From the protein sequence, posttranslational modifications and identification

of key degradation products, a map of the likely degradation profile, and path-
ways should emerge. This provides the basis for developing effective stabilizing
strategies for robust dosage forms with long shelf life.
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(a)

(b)

Figure 5.9. Setting up proper storage conditions by using DSC: (a) IgG with low onset of

melting; (b) IgG with high onset of melting.
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OF PHASE 1–2
BIOPHARMACEUTICALS: AN

EFFICIENT AND TIMELY
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Nicholas W. Warne

6.1. INTRODUCTION

The field of protein formulations has, since the early to mid-1990s, seen a substantial
increase in the level of sophistication of analytical tools, high-throughput approaches
[1,2], and challenges in the development of commercially competitive dosage forms.
One question that is raised, however, is whether the application of these intensive
approaches is appropriate for early clinical phase protein products. Given the low
probability of a candidate protein becoming a commercial product, recently cited as
approximately 8% from initial investigational new drug application (IND) to successful
license application [3], is it wise to invest resources to optimize a protein’s formulation
when the safe and effective dose and the route of administration are unknown and
the target product profile is unconfirmed? The use of a broad array of formulation
tools and formulation options requires a substantial investment of time and resources,
which can be lacking during the early phases of product development. Rather, the more
appropriate goal may be the efficient utilization of these limited resources to increase
the throughput of new-drug candidates into phase 1 clinical trials. On this basis, the
experienced formulation scientist should consider the objective of getting compounds
to the clinic faster and more efficiently, with a high degree of success and an acceptable
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stability profile, so that an initial clinical assessment of safety and biological activity
can be conducted.

The purpose of this chapter is to propose that, for an early-phase clinical project,
a stable, simple formulation that permits flexibility in clinical testing is ideal and for-
mulation optimization should be delayed until information on the initial safety profile,
dose, route, and competitive environment are better defined. The goal of this approach
is to rapidly reach a suitable formulation, in a standard container–closure system, that
provides the clinician with flexibility to provide doses that span >100× ranges with-
out undue manipulations within the clinical pharmacy and that are compatible with
multiple modes of administration (intravenous, intramuscular, or subcutaneous). For
example, a 50 mg/mL liquid dosage form can easily accommodate doses as low as
0.2 mg/kg for a small, 50-kg patient (10 mg dose or a 100-µL subcutaneous injection)
and a ≤20 mg/kg dose for a larger, 100-kg patient (2000 mg dose or an infusion of
40 mL of drug product). The added utility of intravenous dosing and the use of syringe
pumps provide further flexibility, especially at lower concentrations. Thus, the formu-
lation scientist, when first presented with a new protein candidate, may be tempted to
develop an optimized dosage form for late-stage clinical testing or commercial distri-
bution. Rather, the formulator should choose to focus on designing a suitable dosage
form that is stable for several years, provides broad dose range flexibility, and is easy
to manufacture.

6.2. FORMULATION OPTIONS AND LESSONS LEARNED

If one were to fully assess the behavior of a protein during early formulation efforts,
then formulation characteristics such as pH (from 4.0 to 8.0), ionic strength using
sodium chloride, cryopreservatives such as sucrose, and the need for surfactants would
all have to be examined. However, in the development of protein therapeutics, protein
with which to perform early formulation studies can often be in short supply. This is
particularly true in early lab-scale production leading up to the identification of the
appropriate cell line, cell culture conditions, and purification schemes. The formula-
tion scientist may be asked to identify a formulation that will be utilized to prepare
the supplies to be used in the IND-enabling toxicology studies having had only 12–16
weeks and several hundred milligrams or grams of protein to work with. Further, there
may be a strong desire to generate data that support a phase 1 formulation at increas-
ingly elevated protein concentrations, often up to 100 mg/mL or more for an antibody.
It is critical, during this early stage of product development, that all experiments be
clearly defined in terms of materials needed and expected outcomes, and that proper
execution of the studies result in identifying a suitable formulation. It may be critical
to use one’s experience in designing these studies to develop early clinical-stage for-
mulations in a timely manner when protein supplies, analytical procedures, and time
are in short supply.

The first step in designing a suitable dosage form and formulation is often to
gather information on pH. The pH of the formulation, which is usually critical to the
stability of the product during the manufacturing process and during extended storage,
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must be selected to minimize a wide variety of possible degradation mechanisms,
including aggregation, poor solubility (partially based on the pI of the protein), and
chemical degradation by oxidation, deamidation, and hydrolysis, to name only a few
mechanisms [4]. Many of these chemical degradation mechanisms can be managed
effectively by lyophilization [5]; however, lyophilization adds time and expense and, in
any case, the formulator must also consider the effect of short-term hold times during
the manufacturing process as well as immediately prior to administration. In order to
assess a suitable pH while minimizing time, resources, and material requirement, one
may wish to begin by first learning from the work of others.

Table 6.1 lists the formulations for more recently approved antibody and antibody-
like products. The information contained in this table has been taken from the publicly
available sources provided by the manufacturers [6–14]. Examination of Table 6.1
demonstrates some common themes in terms of pH and stabilizers. These commer-
cial formulations show a mix of lyophilized and liquid presentations and a protein
concentration range of 5–125 mg/mL. Close review of the Table 6.1 demonstrates
several trends. First, the pH range of the nine formulations varies from 5.2 to 7.2
with an average of 6.4. Further, of the nine examples, three utilize histidine as the
buffer, three utilize sodium phosphate, and three use sodium citrate. Also, while sev-
eral liquid formulations utilize sodium chloride to add isotonic strength, none of the
lyophilized formulations use sodium chloride, presumably because of its problematic
characteristics during the freeze-drying process [15].

A review of Table 6.1 suggests that, if time and/or material are limited, it may
be reasonable to focus initially on pH values between 5 and 7.5. If it is desirable to
narrow these even further, one might note that several antibody products were suitably
stable at pH∼6.0 in histidine, at concentrations of 5–40 mM as described in Table 6.1.
One could argue that for the purpose of designing a suitable stable phase 1 dosage
form for an antibody it may be adequate, or even optimal, to begin with pH 6.0 in
10–20 mM histidine.

Additionally, since seven of the nine examples presented in Table 6.1 contain
either polysorbate 20 or polysorbate 80, there may be value in asking whether it is
prudent, when time and materials are limited, to assess whether one should include
polysorbate in the formulation. From the commercial experience of the formulation
scientists who developed the products listed in Table 6.1, the simple recommendation
would be to include some level of polysorbate in the formulation at a concentration
between 0.005% and 0.2%. Thus, the decision is no longer whether to include a
surfactant in the formulation, but rather to ask how much to include on the basis of its
intended purpose, such as protection from mechanical agitation or possible assistance
during the reconstitution of a lyophilized powder [16].

A similar review of the products listed in Table 6.1 can be applied to other
parameters such as the need for NaCl, a cryoprotectant or other stabilizers, and/or
other properties of the formulation. The use of the experience of others, combined
with several simple confirmatory experiments, may provide an efficient means to
develop a formulation very quickly that is suitable for early clinical development.



150 FORMULATION DEVELOPMENT OF PHASE 1–2 BIOPHARMACEUTICALS

TABLE 6.1. Formulations of Several Commercial Productsa

Product Name Description Formulation

Amevive
(alefacept)

Dimeric fusion
protein

Lyophilized; 15 mg/mL alefacept, 10 mg/mL glycine,
7.2 mg/mL sodium citrate dihydrate, 0.12 mg/mL citric
acid pH 6.9

Enbrel
(etanercept)

Dimeric fusion
protein

Liquid; 50 mg/mL etanercept, 10 mg/mL sucrose,
5.8 mg/mL sodium chloride, 5.3 mg/mL l-arginine
hydrochloride, 2.6 mg/mL sodium phosphate monobasic
monohydrate, 0.9 mg/mL sodium phosphate dibasic
anhydrous

Herceptin
(trastuzumab)

Antibody Lyophilized; 21 mg/mL trastuzumab, ∼20 mg/mL
α,α-trehalose dehydrate, 0.5 mg/mL l-histidine HCl,
0.32 mg/mL l-histidine, 0.09 mg/mL polysorbate 20,
1.1% benzyl alcohol, pH ∼6

Humira
(adalimumab)

Antibody Liquid; 50 mg/mL adalimumab, 6.2 mg/mL sodium
chloride, 0.86 mg/mL sodium citrate, 1.3 mg/mL citric
acid monohydrate, 12 mg/mL mannitol, 1 mg/mL
polysorbate 80, pH ∼5.2

Raptiva
(efalizumab)

Antibody Lyophilized; 100 mg/mL Raptiva, ∼82 mg/mL sucrose,
4.5 mg/mL l-histidine hydrochloride monohydrate,
2.9 mg/mL l-histidine, 2 mg/mL polysorbate 20, pH
∼6.2.

Remicade
(infliximab)

Antibody Lyophilized; ∼10 mg/mL infliximab, 50 mg/mL sucrose,
0.05 mg/mL polysorbate 80, 0.22 mg/mL monobasic
sodium phosphate monohydrate, 0.61 mg/mL dibasic
sodium phosphate dihydrate, pH ∼7.2

Rituxan
(Rituximab)

Antibody Liquid; 10 mg/mL Rituximab, 9 mg/mL sodium chloride,
7.35 mg/mL sodium citrate dihydrate, 0.7 mg/mL
polysorbate 80, pH ∼6.5

Zenapax
(daclizumab)

Antibody Liquid; 5 mg/mL daclizumab, 3.6 mg/mL sodium
phosphate monobasic monohydrate, 11 mg/mL sodium
phosphate dibasic heptahydrate, 4.6 mg/mL sodium
chloride, 0.2 mg/mL polysorbate 80, pH ∼6.9

Xolair
(omalizumab)

Antibody Lyophilized; 125 mg/mL omalizumab, 90 mg/mL sucrose,
1.7 mg/mL l-histidine hydrochloride monohydrate,
1.1 mg/mL l-histidine, 0.3 mg/mL polysorbate 20

a All formulations are expressed as mg/mL after reconstitution. Because of fill volume variability, some
concentrations are approximate.

These examples—the selection of an appropriate pH and the use of polysorbates
in antibody products—demonstrate the concept of a “simple formulation.” It is desir-
able for protein formulations to be inherently simple, and each excipient and condition
should have a clearly defined purpose. More recent regulatory guidance [17] suggests
that the selected excipients and their respective concentrations be justified on the basis
of their impact on the product’s stability, bioavailability, and manufacturability. While
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additional data are collected on these parameters during the late clinical stage or dur-
ing commercial production (or line extension), much of this information will not exist
during preclinical development prior to the preparation of early-stage clinical supplies.
Limited information should encourage the formulation scientist to seek simple solu-
tions to the design of the formulation space for the protein in question. With this in
mind, the “simple formulation” approach may be broadly applicable across antibody
products. If, for example, 10–20 mM histidine, some level of polysorbate, and pH
6.0 work for several antibodies, it may be a reasonable starting point to assume that
these parameters may apply broadly. Rather than performing a broad pH screen, at
pH 4–8, under accelerated storage conditions of 25◦C and 40◦C, the formulation sci-
entist may simply wish to verify whether the selection of 10–20 mM histidine at pH
6.0 provides adequate stability for the early clinical dosage form. A similar approach
could be taken in identifying the level of polysorbate. For example, the products listed
in Table 6.1 encompass a range from 0.005% to 0.2% with either polysorbate 20 or
polysorbate 80. A simple titration of polysorbate within the formulation, when suit-
ably stressed, should provide a rationale for selection of an appropriate concentration.
This is discussed later.

A buffer and a specific pH range are always required to ensure the stability
of the product during manufacture and storage. While several buffer systems are
available, the most widely utilized and accepted buffers are listed in Table 6.2. Again,
for an early-stage clinical product, one may want to ask whether there is value in
exploring obscure buffering agents that may require new raw-materials specifications,
receipt tests, possible safety studies, and questions regarding the compendial nature
of the chemical. Alternatively, one may simply wish to determine the optimal pH
for the product and assess a well-known, globally accepted buffer at a reasonable
concentration.

In utilizing previous experience with buffers, the first step is to use examples that
are relevant for the type of compound (antibody, fusion protein, etc.) and the targeted
manufacturing process (liquid or lyophilized). The nine examples in Table 6.1 utilize
histidine, sodium phosphate, or citrate. These buffer systems are suitable for the pH
range of the products in Table 6.1, but may not be suitable for nonantibody products

TABLE 6.2. Excipients Utilized for Buffering Protein Solutions

Buffer pKa (20◦C) Compendial Statusa

Glutamic acid 4.25 Ph. Eur., JPC, FCC
Succinic acid 5.6 Ph. Eur., NF, JPE
Citrate 4.75 Ph. Eur., USP, JP
l-Histidine HCl 6.0 Ph. Eur., USP, JPC
Sodium phosphate 7.21 Ph. Eur., USP, JPE
Trometamol (Tris) 8.08 Ph. Eur., USP, JPC

a Abbreviations : Ph. Eur = European Pharmacopoeia; JPC = Japanese Pharmacopoeia Codex ;
NF = National Formulary ; FCC = Food Chemical Codex ; USP = United States Pharma-
copoeia; JPE = Japanese Pharmaceutical Excipients ; JP = Japanese Pharmacopoeia.
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that would have different pH requirements. Further, several buffers have inherent
weaknesses when used for protein formulations. For example, sodium phosphate will
selectively crystallize when frozen, often leading to a substantial decrease in the pH
of the solution, by as much as 2 pH units [18,19]. Other buffers such as acetate
may be suitable for acidic liquid formulations, however they are not appropriate for
a lyophilized dosage form because of their volatility. At pH <6, succinate has been
utilized [20] and glutamate has been used as well [21]. For pH >7.0, tromethamine
(Tris) may be considered [7,22]. For these reasons, the formulation scientist is encour-
aged to use standard excipients that have been utilized previously, have acceptable
safety profiles, are widely available, and enjoy broad acceptability by the regulatory
authorities.

In addition to a buffer and pH range, one typically requires a stabilizer to protect
the protein from the rigors of ultrafiltration, lyophilization, and multiple freeze–thaws.
While the rationale for excipient selection, for lyophilized products in particular, has
been discussed elsewhere [5,23], the principles recommended for stabilizer selection
are similar to those for selecting a suitable buffer, pH, and surfactant; that is, one
may wish to learn from experience and avoid overinvesting time and effort unless the
protein shows instability with commonly used excipients. If we review the antibody
formulations presented in Table 6.1, it is apparent that the stabilizer of choice, for
lyophilized products, is sucrose at a level of approximately 1%–9%. Trehalose is also
used but is not as widely available. Drug substances are often produced in batches that
must be stored for extended periods ranging from months to years. While some drug
substances, such as antibodies, may be stored under refrigerated conditions, drug sub-
stances often must be frozen to preserve stability. A cryopreservative is often utilized
to protect the protein of interest from the rigors of repeated freeze–thaw as well as
freeze-drying. The use of sucrose as a cryoprotectant is well documented as is its use
as a stabilizer for lyophilized dosage forms [23]. Preformulation experiments are key
in determining the feasibility of a liquid formulation. The formulator must decide, for
the early-stage clinical product, whether lyophilization should be an option. The use
of sucrose, at neutral pH, provides the opportunity to either lyophilize the product or
develop a liquid formulation that will be suitably stable against freeze–thaw-induced
damage. One aspect to consider, however, is the use of sucrose in liquid dosage forms
where the pH is slightly acidic; in this case hydrolysis will occur even under refrig-
erated conditions [24]. For a lyophilized dosage form, however, the use of sucrose,
which is widely accepted, should be encouraged.

Whether one lyophilizes an early-stage clinical product is of considerable debate.
Often, the choice of whether to lyophilize is driven by the availability of lyophiliza-
tion facilities for early-stage clinical products. In addition, because of their commercial
advantages in terms of convenience, liquid dosage forms are often utilized. In mak-
ing this decision, it is critical to remember that, driven by product experience over
time, the early-clinical-phase product is often likely to be distinct from the even-
tual late-clinical-stage or commercial product. It may be unjustified to assume that an
early-clinical-phase product will be suitable for commercialization because the clinical
product must serve a different purpose. The early clinical product must be designed
to provide adequate flexibility to the clinician in terms of administered dose (often
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encompassing a 100 × range as well as intravenous, intramuscular, or subcutaneous
administration), while the commercial dosage form is often tailored to a specific dose
level, such as the case with a liquid prefilled syringe in which the full contents of
the syringe should be administered. One should also consider the question of prod-
uct comparability as a program progresses from an early-clinical-stage dosage form
to a late-clinical-stage dosage form. While stability is a critical aspect of a suitable
dosage form, manufacturing time is also important. The use of a lyophilized dosage
form may enable the clinical manufacture of a single lot of vials that may be suitably
stable for several years with less concern about degradation or failing product quality
specifications. For a liquid dosage form, depending on the product, the possibility
of degradation is greater, as is the risk of having to manufacture additional clinical
supplies to resupply the clinic. For these reasons, it is worth considering the use of
lyophilized products for early-phase clinical programs.

In summary, for an early-phase clinical program, one may want to avoid overin-
vesting precious time, effort, and limited material in optimizing a formulation when
the dose, early clinical safety, biological activity profiles, route of administration,
and competitive environment are unknown. There may be adequate knowledge and
experience either in the lab or in the literature that will enable the formulation scien-
tist to quickly define a suitable formulation for an early-clinical-phase product. This
approach, of course, assumes that the experience can be directly applied to a known
class of compounds such as antibodies or antibody-like proteins. If, in contrast, the
product is unique, then a more traditional approach to pH and NaCl optimization may
need to be taken.

6.3. PREFORMULATION OF UNUSUAL PROTEINS

Thus far, we have discussed the lessons that can be learned from the experiences of
others with a well-characterized family of proteins, namely, antibodies. While excep-
tions exist broadly within the antibody family of proteins, it should be appreciated that
if one is formulating a unique protein, the experience of others may not readily apply.
That said, the same general criteria do apply, in that one needs to identify a suitable
pH, buffer, surfactant, cryoprotectant, and, if required for subcutaneous administra-
tion, tonicity agent such as sodium chloride or mannitol. In these instances, it may
be desirable to consider the use of automation and miniaturization as an approach
to reduce the time and material requirements for early formulation development. The
following example is such a case.

Recombinant human bone morphogenetic protein 2 (rhBMP-2) is a basic,
disulfide-linked dimeric member of the TGFα superfamily of growth factors [25]. It
induces de novo bone; and rhBMP-2, delivered on an absorbable collagen sponge, is
approved for use in humans in several indications [26]. The commercial formulation
is 1.5 mg/mL rhBMP-2 buffered with glutamic acid at pH 4.5 [21]. Studies have
been performed in the author’s lab, based on previous pH and solubility screens [27],
to examine the use of a high-throughput approach to pH and ionic strength mapping
of the solubility of rhBMP-2. This approach, using a 96-well microtiter dish, takes



154 FORMULATION DEVELOPMENT OF PHASE 1–2 BIOPHARMACEUTICALS

advantage of the behavior of rhBMP-2 to precipitate under certain conditions of
salt and pH. This precipitation and compromised solubility is, in fact, the critical
stability attribute of rhBMP-2. This latter point is important in this example because
the formulation scientist will wish to focus on the important aspects of the protein
of interest, as with the solubility of rhBMP-2, and be somewhat less concerned with
protein characteristics that are seemingly well behaved.

In the author’s lab, rhBMP-2 was diluted into a 96-well microtiter dish containing
a matrix of pH (pH 2.5–8.0) and sodium chloride levels from 0 to 200 mM. In
brief, the pH of the solutions was adjusted using a 100 mM MES at pH 3 and
100 mM HEPES pH 10 buffer system that, on titration with either dilute HCl or
NaOH, provided a linear pH response (Fig. 6.1). Further, at each pH, varying levels
of sodium chloride from 0 to 200 mM were introduced into the solution to vary ionic
strength. The plates were prepared in a semiautomated manner using a programmable
robotic titrator (Tecan Genesis RSP100). Once the plates were prepared, and the
pH ranges and levels of ionic strength confirmed, 2 mg/mL rhBMP-2 was diluted
into each well (200 µL per well) to a concentration of 0.2 mg/mL and allowed to
incubate at room temperature for 30 min. Once incubation was complete, the plates
were analyzed by UV–vis spectroscopy at 320 nm using a spectrophotometer. A
parallel plate was prepared to provide an appropriate buffer blank with which to
subtract the 320 nm measurements. The subtracted results are presented in Figure 6.2.
This approach enabled us to characterize the pH/sodium chloride solubility profile for
rhBMP-2 using very little protein (200 µL × 0.2 mg/mL × 96 wells = 3.8 mg) in a
short time (one day).

Target pH
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Figure 6.1. Effect of pH on MES titration in the presence of HEPES. As the level of MES buffer

increases from 0 to 100 mM, the level of HEPES buffer decreases linearly from 100 to 0 mM.

This titration yields a linear pH range of 5–9.
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Figure 6.2. Effect of pH and NaCl on rhBMP-2 opalescence. Several rhBMP-2 solutions, at

0.2 mg/mL, were titrated to adjust pH and NaCl levels. The resultant solutions were examined

by absorbance at 320 nm to assess opalescence.

In addition to assaying the solubility of a protein using a robotic titrator system,
additional analyses can be performed within the same plate by using HPLC equipment
with 96-well microtiter plates within the sample holder. Using this capability, a set
of two to three plates can be utilized to assess the pH–ionic strength screen for a
protein as it pertains to concentration, opalescence, size exclusion HPLC (SE-HPLC)
for high-molecular-weight formation, cation exchange HPLC for isoform distribution
modification, and other approaches such as differential scanning calorimetry (DSC)
or capillary electrophoresis. With proper equipment and training, a substantial amount
of information can be obtained using a relatively small quantity of protein (∼10 mg)
and time (several weeks). This approach has broad applicability and is particularly
suited to the assessment of solubility and stability issues, presuming that this is a key
factor to the stability of the dosage form. If poor solubility is a critical characteristic
of the protein, then experiments can be performed with reduced amounts of protein.
As the solubility of a target protein increases, however, the protein concentration at
which these critical experiments are performed must also be increased, which will
consume greater amounts of protein. A similar plate-based pH and sodium chloride
titration procedure, performed at 20 mg/mL, for example, would require approximately
380 mg per plate. This may be prohibitive during early preformulation studies, but
appropriate during later stages of formulation development. In summary, however,
for proteins with which there is little experience, appropriate pH and ionic strength
mapping can be performed quickly and with a minimal amount of protein and, if
planned judiciously, can yield a tremendous amount of information pertaining to the
solubility or thermal stability of the protein.
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Figure 6.3. Effect of pH on rhBMP-2 denaturation temperature. Differential scanning

calorimetry was performed on rhBMP-2 solutions to determine the thermal denaturation

temperature.

Finally, one should be cautious in utilizing techniques such as DSC for short-term
stability studies for the assessment of relative stability. While the DSC technique has
seen a revolution in sample handling and sensitivity [28], one must consider the
question that DSC is being used to answer. If the target protein has a lower than
desired denaturation temperature, then characterizing the behavior of the protein at
various pH levels and ionic strength adds substantial value to the formulator’s ability
to properly formulate the protein. If, however, thermal denaturation is not the critical
stability parameter for the protein, then the use of DSC data as the basis for formulation
decisions has decreased value. A pertinent example is presented in Figure 6.3, in which
rhBMP-2, prepared at a variety of pH values, demonstrates that the optimal pH for
the formulation would be approximately pH 6.0. This conclusion differs substantially
from the previous study, which demonstrated that pH 4.5 is optimal for the solubility
of rhBMP-2 [29]. Since solubility is a greater concern for the formulation of rhBMP-
2, and because the optimization of the denaturation temperature from 75◦C to 79◦C
provides marginal benefit, a pH of approximately 4.5 was selected for the rhBMP-2
formulation [21].

6.4. ASSESSMENT OF FORMULATION PERFORMANCE

No discussion of formulation development is complete without mention of the tools
that one can use to assess whether a formulation is adequate to withstand the rigors
of not only manufacturing but also storage, shipment, and use at the clinical site.
While more recent review articles have focused on a wide variety of analytical tools
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that can be utilized to assess the inherent stability of a protein, many of these tools
require larger amounts of protein, require advanced knowledge of how to collect
and interpret data, and are designed to assess particular structural characteristics of a
protein that may be a significant weakness of the protein. Very few examples exist
in which UV–vis spectroscopy has been a critical stability-indicating assay for a
protein; however, concentration is a critical piece of information for interpretation
of other assay data (specific activity) and may also signal a propensity to adsorb
to surfaces. In contrast, other spectroscopic techniques can add tremendous value
when applied appropriately (e.g., the use of FTIR to monitor protein denaturation
during lyophilization) [30]; however, these techniques add value only once a mature
understanding of the proteins’ primary instabilities has been achieved. Because the
primary route of degradation of frozen drug substance is often high-molecular-weight
formation, development of an antibody formulation may require the use of SE-HPLC
as the primary screening tool. Further, once it is established that high-molecular-weight
(HMW) formation is the primary route of degradation, an assessment of process steps
that could lead to HMW formation, such as freeze–thaw, freeze drying, and agitation
[18,19,23], should be the focus of the preformulation studies. While establishing the
need for appropriate pH and ionic strength is critical to the solution stability of the
target protein, assessing the lead candidate formulation’s ability to withstand multiple
freeze–thaw stress, as observed during the handling of frozen process intermediates,
as well as mechanical agitation, as observed during thawing or mixing processes, is
important [31]. Often, the use of surfactants such as polysorbate 20 and polysorbate
80 is also required. Of the protein formulations presented in Table 6.1, seven of the
nine examples utilize a form of polysorbate in the formulation, presumably to better
manage the protein’s ability to withstand some form of mechanical stress or to aid
reconstitution.

6.5. SUMMARY

The development of a suitable early-clinical-phase formulation can often be based, in
part, on in-house experience or the experience of others. Utilization of all possible
analytical tools and assessment of all possible stabilizers, buffers, and surfactants,
tonicity agents may not be required. The application of experience and the assessment
of a small number of formulation options in protecting the target protein from the
rigors of stability and manufacturing may be more than adequate for the development
of a suitable early clinical phase dosage form and may substantially reduce the time,
staff, and material required at this stage. Additionally, it may be highly desirable to
delay optimization of the dosage form for late-stage clinical or commercial applications
until a safe and efficacious dose, route of administration, and success of the product
are better defined.
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7
LATE-STAGE FORMULATION

DEVELOPMENT AND
CHARACTERIZATION OF
BIOPHARMACEUTICALS

Adeola O. Grillo

7.1. INTRODUCTION

While early formulation development entails screening different solution conditions
(pH, ionic strength, excipients, etc.) that confer stability to a product, late-stage formu-
lation development involves optimizing and characterizing the formulation. Activities
performed during characterization of the optimized product include identifying product
degradants, identifying critical formulation attributes, and evaluating the robustness
of the product. These activities are performed to identify aspects of the drug product
that are critical to product quality and to justify control strategies [1].

Robustness is the quality of being able to withstand stresses, pressures, or changes
in procedure. A robust product is stable not only from the date of manufacture to
the end of its shelf life; but also to stresses and excursions that can occur during
manufacturing, shipping, storage, and patient use. Robustness can be built into a
product during formulation development. This is done by identifying how different
stresses impact the drug substance and optimizing the formulation of the drug product
so that the impact of stress is minimized. Information obtained from formulation

Formulation and Process Development Strategies for Manufacturing Biopharmaceuticals,
edited by Jameel and Hershenson
Copyright  2010 John Wiley & Sons, Inc.
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Cell Culture/Fermentation
pH, temperature, inclusion body

formation, protease

Purification
pH, ionic strength, temperature,

leachables (from columns, tanks)

Formulation
pH, ionic strength, contaminants

(from excipients), shear (e.g. TFF),
metals (from mixing tanks) 

Bulk Drug Substance
Adsorption, shear (during sterile

filtration), container closure, cryo-
concentration, freeze-thaw,

storage temperature 

Final Drug Product
Shear, contact surfaces (filling lines,

mixing tanks), container closure
(lubricants, leachables, extractables),

lyophilization, shipping 

Patient Use
Delivery devices, temperature,

light exposure 

Shipping
Temperature,humidity,shear

Storage
Temperature,humidity

Figure 7.1. Typical stress conditions occurring during manufacture, shipping, storage, and

patient use.

screening using biophysical and short-term accelerated stability studies are used to
identify buffers and excipients that stabilize the product against physical and chemical
degradation. Likewise, information obtained during formulation development, such as
the effect of pH and ionic strength on solubility and stability, can be used to identify
solution conditions that will result in an optimized formulation. Finally, the conditions
and concentrations of the excipients are selected to ensure that the product is not
formulated at an edge and small variations in formulation components do not have a
major impact on product stability.

One of the tools that can be used to develop a robust formulation and to charac-
terize the robustness of the formulated product is forced degradation studies. Forced
degradation studies are performed to identify the impact of different stresses on the
protein, to aid in the elucidation of degradation profiles, to identify the stability-
indicating power of the analytical methods used to monitor product stability, and to
aid with validation of the methods [2]. Figure 7.1 outlines some of the stress conditions
that occur during manufacturing, shipping, storage, and patient use. The information
obtained from evaluating the impact of stresses (such as heat, freeze–thaw, shear, and
light-induced stress) on a product is used during early-stage formulation development
to select a formulation that is robust to specific stresses. Forced degradation studies are
also performed on the optimized formulation. The results from the forced degradation
studies are then used to set acceptable limits of stress or excursions that the product
can withstand without having an impact on product quality.

Another tool that can be used to build robustness in the formulated product, as
well as evaluate robustness of the product, is design of experiments (DOE). Utilizing
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DOE allows for the identification of critical factors and interaction between factors
that impact the product. In contrast to evaluating factors one at a time, DOE makes
it possible to experiment with different factors simultaneously to determine how they
interact [3]. Thus DOE is a useful tool in defining and characterizing the formulation
design space. It is widely used in the pharmaceutical industry for optimization and
characterization of drug synthesis, cell culture–fermentation–purification processes,
and analytical methods [4,5]. Its use in formulation development and characterization
of biotechnology products has also been reported [6–9].

This chapter describes how forced degradation studies and DOE can be used
to characterize and demonstrate robustness of protein formulations during late-stage
formulation development. Results of characterization studies on monoclonal antibody
(MAb) products from literature and studies performed in Human Genome Sciences
(HGS) are used as illustrations, since MAbs represent the the most rapidly growing
area of biopharmaceutical products [10]. The illustrations give an overview of how
forced degradation studies and DOE can be used to identify attributes that are crit-
ical to product quality, justify control strategies, characterize the formulation design
space, and, in essence, implement quality by design (QbD) into pharmaceutical devel-
opment [1].

7.2. FORCED DEGRADATION STUDIES FOR CHARACTERIZING
ROBUSTNESS TO STRESS

Temperature excursions, exposure to light, freeze–thaw/thermal cycling, and contact
with different surfaces are some of the common stress conditions that the formulated
product can be exposed to during manufacturing, shipping, storage, and patient use.
By intentionally exposing the final drug product (FDP) to different stress conditions,
the investigator can identify the impact of the stress and the allowable limits for stress
exposure.

7.2.1. Heat Stress

Heat stress accelerates most degradation pathways of a protein and thus is a very
useful stress condition for identifying potential degradation pathways. In addition, as
a result of temperature excursions that occur during manufacturing, shipping, stor-
age, and patient use, it is important to characterize the impact of heat stress on the
drug substance and drug product. Heat stress studies are conducted by storing the
drug substance or drug product at elevated storage temperatures and analyzing the
stressed protein using a variety of analytical methods. Degradation products that have
been identified for monoclonal antibodies (MAbs) include aggregation, deamidation,
aspartic acid isomerization, fragmentation, disulfide scrambling, nonreducible covalent
crosslinks, oxidation, pyroglutamic acid formation, and glycation [11]. These degrada-
tion pathways are identified using a variety of biophysical (e.g., spectroscopy, ultra-
centrifugation) and analytical methods (e.g., chromatography, electrophoresis, mass
spectrometry). High-performance liquid chromatography (HPLC) and sodium dode-
cyl sulfate–polyacrylamide gel electrophoresis (SDS-PAGE) are standard industry
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methods used to routinely monitor degradation in MAbs. Fractions from HPLC and
SDS-PAGE analysis can be isolated to further characterize the degradation products.
In addition, separation methods such as HPLC or capillary electrophoresis (CE) can
also be used in tandem with mass spectrometry to identify the degradation products.

Since many biotechnology products are susceptible to heat stress, the main control
strategy for minimizing heat stress degradation is to control the storage, shipping,
and patient use temperatures. Accelerated stability testing and temperature excursion
studies are performed to identify limits for acceptable temperature excursions that
would have minimal impact on product quality. In addition, formulation screening
during early-stage formulation development can be used to identify excipients that
can be incorporated into the formulation to stabilize the protein against heat stress.
For products that are particularly labile in solution, freeze drying and spray freeze
drying are formulation strategies that can be used to minimize degradation.

7.2.2. Photostability

It is well known that proteins are susceptible to UV rays. Amino acid residues sus-
ceptible to light-induced stress include the aromatic residues tryptophan, tyrosine,
and phenylalanine, in addition to cystine and methionine. There are two options for
performing photostability studies according to ICH Q1B [12]. Option 1 uses a light
source designed to produce emission output similar to the D65/ID65 standard, which
combines output simulating outdoor daylight (D65 standard) and indirect indoor day-
light (ID65 standard). Option 2 uses separate light sources; a cool white fluorescent
lamp designed to produce an output similar to that specified in ISO 10977 [13] and
a near-UV fluorescent lamp with emission from 320 to 400 nm and maximum emis-
sion between 350 and 370 nm [12]. By performing the study under option 2, one
can identify the effects of visible fluorescence light (indoor lighting) on the product.
Photostability studies are performed by exposing samples side by side with control
samples wrapped in foil to not less than (NLT) 1.2 million lux hours and integrated
near-UV energy of NLT 200 (W·h)/m2 [12]. Guideline ICH Q1B also has a deci-
sion flowchart for performing photostability studies. Samples are directly exposed to
light and if there is an unacceptable change in stability, samples are exposed in the
immediate pack. If there is an unacceptable change, samples are then exposed in the
marketing pack. The photostability study is ended at the step where there is an accept-
able change in stability. If an unacceptable change is still observed in the marketing
pack, then the formulation or packaging should be redesigned.

Forced degradation photostability studies are performed by exposing samples to
levels in excess of the ICH guidelines. Forced degradation studies performed on two
HGS MAbs showed similar degradation products, including aggregation, methionine
oxidation, and nonreducible thioether crosslinks. In addition, tryptophan oxidation
was observed in the Fab region of one of the antibodies [14]. The oxidation in the
Fab also resulted in potency loss. Aggregation, methionine oxidation, nonreducible
thioether cross-links, and tryptophan oxidation in the complementarity-determining
region (CDR) region of a MAb leading to potency loss are degradation pathways
that have been reported for other MAbs as a result of photodegradation [15–17]. An
increase in free-thiol content, due to UV exposure, has also been reported [17].
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A common strategy for minimizing the effect of light stress on biopharmaceuticals
is to protect the product from light. Thus, many biotechnology products contain a
“protect from light” statement included in the full prescribing information for the
drugs [18]. Additional control strategies include the addition of stabilizing excipients in
the formulation [18–20]. In light-induced degradation reactions mediated by oxygen,
removal of oxygen by packaging under inert gases can also decrease the impact of
the degradation [21].

7.2.3. Freeze–Thaw and Thermal Cycling Studies

Proteins undergo freeze–thaw on thawing of product stored in the frozen state, during
shipping and potentially during patient use. The product can also undergo temperature
excursions outside the recommended storage temperature during shipping and patient
use. Thus it is important to evaluate the effect of these stresses to determine the
impact on product quality and to identify acceptable temperature limits and excursion
durations. There are no specific guidelines for performing thermal cycling studies for
biopharmaceuticals; however, the same philosophy behind evaluating the impact of
thermal cycling on nonbiologics [22] can also be used for biologic products. One
approach to performing thermal cycling studies is to cycle the product to tempera-
tures above and below the product recommended storage temperature, with samples
incubated for 2 days at each cycled temperature for a total of three cycles [23]. To
verify that cycling has no impact on product stability, cycled samples can also be
stored alongside noncycled controls at recommended and accelerated temperatures
and the stability monitored. In addition, differential scanning calorimetry (DSC) can
be used to evaluate thermal transitions in the bulk drug substance (BDS) and FDP
to aid in the design of thermal cycling studies or in data interpretation. For example,
results from a thermal cycling study performed on an HGS MAb indicated that cycling
the BDS from −80◦C to −40◦C or −20◦C resulted in the formation of visible par-
ticulate matter and soluble aggregates while cycling from −80◦C to 25◦C had no
major impact. Similarly, cycling the liquid FPD from 2◦C–8◦C to −20◦C resulted in
aggregation, while cycling from 2◦C–8◦C to −15◦C, 25◦C, or 40◦C had no major
impact. In addition, control samples stored at −40◦C or −20◦C over the duration of
the cycling study also resulted in the formation of visible particulate matter and solu-
ble aggregates. Low-temperature DSC characterization of the formulation revealed a
eutectic transition at approximately −18◦C and a glass transition temperature of the
maximally frozen concentrate (T ′

g ) at approximately −35◦C. Factors that contribute
to protein instability during freezing include cold denaturation, ice crystallization, and
freeze concentration. Of these, evidence from literature suggests that ice crystallization
and freeze concentration play a greater role in protein instability during freezing [24].
Protein stability is also negatively impacted by crystallization of excipients during
storage. Thus prolonged exposure of the protein to temperatures close to the eutectic
and glass transition temperatures of the product affected the stability of the protein.

Results for freeze–thaw and thermal cycling studies are used to set acceptable
limits for exposure to stress. For example, if a product is known to be suscepti-
ble to freezing stress, a “do not freeze” statement can be included in the package



166 LATE-STAGE FORMULATION DEVELOPMENT AND CHARACTERIZATION

insert. Additional control strategies for minimizing the effect of freeze–thaw stress
include incorporating excipients that protect the protein from freeze–thaw stress in
the formulation. Freeze–thaw studies performed as part of formulation screening dur-
ing early formulation development aid in the selection of a formulation that is stable
to freeze–thaw stress. Possible formulation strategies include the addition of a cry-
oprotectant and surfactant in addition to avoiding buffer components such as sodium
phosphate that can increase the impact of freeze–thaw stress due to pH shifts during
freezing.

7.2.4. Compatibility Studies

Proteins come into contact with different types of surfaces during the manufacturing
process, storage in container–closure (container or closure) systems, and administra-
tion of the drug product. Contact surfaces during the manufacturing process include
different types of plastic, glass, stainless steel, and material from tubing, purification
columns, containers (for holding material during fermentation, purification, and fill),
and filters. Containers for storing the BDS can be made from plastic, glass, or stainless
steel. Similarly, FDP can come into contact with glass, plastic, rubber stoppers, metals,
and silicone used to manufacture container–closure systems such as ampoules, vials,
and prefilled syringes. During administration in the clinic, the product comes into
contact with IV bags and tubing, as well as syringes and needles. Potential stresses
during contact include adsorption of the protein to the surfaces as well as leachables
that impact protein stability [25–27]. Thus studies need to be performed to verify that
the different surfaces that the product comes into contact with will not adversely affect
the product and ultimately impact patient safety. Compatibility studies are performed
by storing the product in contact with the material of interest and evaluating the impact
on protein concentration and stability. For contact surfaces that have the potential to
leach contaminants, studies can be performed to evaluate the stability of the protein
after exposure to the contact surfaces. This can be done by monitoring the stabil-
ity of the protein at recommended and accelerated storage temperatures in an inert
container–closure unit after storing the protein in contact with the material of interest.
For example, to evaluate the impact of stainless-steel exposure, protein samples were
stored in stainless-steel cups and glass vials over 2 weeks at 25◦C and 40◦C. The
protein samples were then aliquoted into glass vials and monitored over 6 months
at 2◦ –8◦C and 25◦C. Analysis with stability-indicating methods showed no major
changes after storing in steel cups for 2 weeks or subsequent storage in glass vials at
2◦C–8◦C for 6 months. However, increased degradation (including aggregation and
oxidation) was observed after storage in glass vials for 6 months at 25◦C correlating
with the initial length of exposure in the steel cups [28]. Increased aggregation in a
MAb after undergoing freeze–thaw in a stainless-steel tank has also been reported [8].

Control strategies to minimize stress due to material contact include limiting
contact with materials that negatively impact the stability of the product and adding
excipients that minimize degradation. Examples include

1. Using glass tanks for holding or formulating the FDP during the fill–finish
process if leachables from steel tanks have a negative impact on stability
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2. Using stoppers with fluoroelastomer coatings to reduce leachables

3. Adding surfactants or stabilizers such as sucrose to reduce adsorption

7.3. DOE AS A FORMULATION CHARACTERIZATION TOOL

The forced degradation studies described above are typically done to evaluate the
impact of stress one at a time. On the other hand, DOE is performed to evaluate the
effect of multiple factors at the same time and to identify interactions between factors
that affect a particular attribute. Examples of experimental designs include:

1. Full Factorial Designs. This design includes all possible combinations of fac-
tors being evaluated. For example, a two-level full factorial design evaluating
four different factors would result in 24 = 16 combinations. A full factorial
design provides information on the impact of all possible interactions. But
because it requires running all possible combinations, it is the most time-
consuming and resource-intensive.

2. Fractional Factorial Designs. This design is used to reduce the number of runs
in a factorial design and thus can be used to quickly screen different factors to
identify which have the most significant effect. Examples of fractional factorial
designs included Plackett–Burmann and Taguchi designs.

3. Response Surface Design. This design allows for evaluation of quadratic
effects and thus is used to identify curvature in the response surface. Examples
or response surface designs include central composite designs (CCDs) and
Box–Behnken designs.

Thus, since DOE can be used to identify parameters that have the most significant
effect on an attribute, it is a powerful tool for determining the aspects of the formu-
lation that are critical to product quality [1]. It is also a useful tool for optimizing
formulations, evaluating the robustness of the formulation, and defining the formula-
tion design space. Examples illustrating the use of DOE for formulation optimization
and robustness are described below.

7.3.1. DOE for Evaluation of the Impact of pH and Ionic Strength

The DOE method was used to evaluate the effect of pH and NaCl concentration on the
aggregation of an HGS MAb stored at 2◦C–8◦C over 6 weeks. Since protein degrada-
tion as a function of pH results in a U-shaped profile, a response surface design was
used. The experimental design and data analysis were performed using JMP software
(Cary, NC). The study consisted of a central composite design evaluating pH 3–9
and 0–300 mM NaCl. The results predicted that greater stability would be observed
between pH 6 and 8 and that at neutral pH, variations in NaCl concentration between
100 and 200 mM would not significantly impact MAb aggregation (Fig. 7.2). The
interaction profiles shown in Figure 7.3 illustrate how changes in NaCl concentration
would impact MAb aggregation at acidic and basic pH values. Below pH 7, increasing



168 LATE-STAGE FORMULATION DEVELOPMENT AND CHARACTERIZATION

0

1

2

3

4

5

6

%
 A

gg
re

ga
te

s
by

 S
E

C

3 4 5 6 7 8 9

7
pH

0 50 10
0

15
0

20
0

25
0

30
0

150
NaCl (mM)

Figure 7.2. Prediction profile on the effect of pH and NaCl concentration on aggregation of

an HGS mAb.

0

2

4

6

%
 A

gg
re

ga
te

s

by
 S

E
C

0

2

4

6

%
 A

gg
re

ga
te

s

by
 S

E
C

pH

0

300

3 5 7 9

3
9

NaCl (mM)

0

10
0

20
0

30
0

pH
N

aC
l (m

M
)

Figure 7.3. Interaction profiles on the effect of pH and NaCl concentration on aggregation

of an HGS mAb.

NaCl concentrations would decrease aggregation, while above pH 7 increasing NaCl
concentrations would increase aggregation. The results show that if the MAb were
formulated below pH 7 to minimize degradation such as deamidation and oxidation
that might increase at basic pH [29], the inclusion of NaCl in the formulation would,
in addition to modulating the tonicity of the product, also stabilize the product against
aggregation.

7.3.2. DOE in Characterization of Excipient Robustness

Figures 7.4 and 7.5 illustrate the prediction profile results of an experiment designed
to verify the critical components of an optimized formulation and demonstrate for-
mulation robustness. The study consisted of a screening design evaluating protein,
buffer, tonicifying agent, cryoprotectant, surfactant, and pH levels. A 2(6−2) fractional
factorial design was used to determine significant factors and two-factor interactions
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in the formulation that impacted protein stability (monitored by size exclusion and ion
exchange chromatography). Replicate center points were also included in the study
to minimize the impact of noise in the data due to run-to-run or assay variation. The
study demonstrated that the formulation was robust to a wide range of the formulation
components, except for pH. Thus the pH of the formulation would need to be tightly
controlled during the manufacturing process.

In addition to identifying formulation components that have a significant effect
on product stability, the results of a DOE robustness study can be used to identify
proven acceptable ranges and support deviations in the manufacturing process that
result in excipient levels that are off target.

7.4. CONCLUSIONS

International Conference on Harmonization (ICH) Q9 gives guidelines on using a risk-
based approach to drug development. A typical quality risk management includes risk
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assessment, risk control, and risk review [30]. Forced degradation studies and DOE
are essential tools to evaluating potential risks to the formulated product. When these
tools are used to characterize product critical quality attributes and the formulation
design space, the risk of protein instability, and ultimately, the risk to patient safety
can be minimized.
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8.1. INTRODUCTION

The stability of macromolecule-based drug products and vaccines, in contrast to that
of traditional small-molecule drugs, is more often a significant problem for the phar-
maceutical and biotechnology industry and often leads to major issues in development,
manufacturability, storage, and shipment. The integrity of these biopharmaceuticals is
often compromised by effects of temperature, pH, contaminants, and excipient incom-
patibility as well as the intrinsic instability of the molecules themselves. This can jeop-
ardize not only therapeutic efficacy but also the ability to store and ship such agents in a
pharmaceutically acceptable manner. Thus, regulatory agencies require that companies
thoroughly understand their products’ manufacturing control points prior to launch as
well as have the ability to demonstrate long-term storage stability. It is therefore impor-
tant to develop a product in which a comprehensive understanding of the ramifications
of nonoptimal conditions during both manufacturing and storage is available.

While an empirical approach is often used to understand the stability and develop
appropriate formulations of macromolecular systems, results of such studies often
lead to less-than-optimal formulations. This can create a variety of difficult problems

Formulation and Process Development Strategies for Manufacturing Biopharmaceuticals,
edited by Jameel and Hershenson
Copyright  2010 John Wiley & Sons, Inc.
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Characterization
(UV, CD, Fluorescence, FTIR,
DLS, DSC, SEC, LC, MS etc.)

Empirical Phase Diagram
(pH, T, Ionic strength etc.)

Accelerated Stability Assay(s)
(LS, DSC, SEC etc.) 

High Throughput Screening
(GRAS, di-ions, big libraries etc.)

Optimal Conditions
and StabilizersFormulation

Figure 8.1. A general approach to the development of macromolecular formulations employ-

ing EPDs in conjunction with high-throughput screening to identify stabilizers.

in the drug development process. Furthermore, many smaller companies attempting
to develop biopharmaceuticals have neither the resources nor the time to invest in
prolonged investigations. Therefore, it is desirable to have in place a set of processes
or systems that can produce a detailed understanding of stability while at the same
time introducing both efficiency and speed to the preformulation and formulation
processes. This review focuses on one such systematic approach developed in our lab
for the rapid characterization and formulation of biopharmaceuticals.

A schematic representation of the “empirical phase diagram/high-throughput
screening” approach described here to optimize macromolecule formulation is shown
in Figure 8.1, and can be briefly described as follows. Extensive studies using a
variety of techniques sensitive to different properties of the target macromolecules
are performed to characterize the physical, chemical, and biological properties of
the drug candidate under a range of solution conditions. The data generated in the
process are combined to construct a more intuitive visual picture of the results;
this is known as an empirical phase diagram (EPD). This not only permits a
relatively straightforward interpretation of the complex datasets usually generated
but also graphically depicts zones of defined structural behavior and regions of
change of the molecule or complex of interest. This information is then used
to design high-throughput screening assays to select potential stabilizers for the
biopharmaceutical. The potential excipients thus obtained are then tested for their
ability to stabilize the macromolecule against physicochemical degradation and are
further optimized to obtain a desirable formulation. In this chapter, this approach to
optimize macromolecule formulation is described in more detail and a few specific
examples of studies using this method undertaken within the authors’ laboratory are
provided.
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8.2. BIOPHYSICAL CHARACTERIZATION OF BIOPHARMACEUTICALS

Optimization of a formulation requires a detailed understanding of the macro-
molecule’s properties under a variety of pharmaceutically relevant stresses. Despite
the individual structural and functional differences, biopharmaceuticals ranging
from simple peptides, proteins, and nucleic acids to more complex systems such as
viruses, virus-like particles (VLPs), and bacteria are primarily comprised of proteins,
nucleic acids, lipids, and polysaccharides as bioactive components. The functions
of all such macromolecules are usually dictated by their structures. Thus, in most
cases, finding the optimal conditions that maintain and/or enhance the structure
and/or stability of macromolecules to be used as drugs or vaccines is the main
objective of preformulation studies. In this regard, factors such as pH, temperature,
ionic strength, buffer system, drug concentration, solute binding, shear forces,
presence of contaminants, and adjuvants in the case of vaccines can all alter the
intra- and intermolecular interactions that maintain the structures of macromolecules
[1], resulting in a loss of their biological function. A wide variety of experimental
techniques can be used to characterize these bioactive components, although in the
review in this chapter we confine ourselves to the characterization of proteins and
nucleic acids, since these are the two classes of macromolecules most commonly
used in biopharmaceuticals.

Far-UV circular dichroism (CD) and Fourier transform infrared (FTIR) spec-
troscopy are the two techniques most commonly employed to monitor the secondary
structures of proteins and DNA, although Raman spectroscopy is also used occa-
sionally. Similarly, UV–visible (vis) absorption, fluorescence, and near-UV-CD are
powerful spectroscopic techniques for detecting alterations in tertiary structure. Note
that despite the superior resolving power of nuclear magnetic resonance (NMR) and
X-ray crystallography, these techniques are not addressed here because they are still
used primarily indirectly in formulation development. Techniques such as dynamic
light scattering (DLS), optical density measurements, and size exclusion chromatog-
raphy (SEC) are commonly employed to monitor the aggregation behavior of proteins
and nucleic acids. These representative techniques, pertinent to the examples presented
in this chapter, are briefly described below.

The circular dichroism of a macromolecule arises from the differences in absorp-
tion of left- and right-handed circularly polarized light in the presence of optically
active chromophores. Both proteins and nucleic acids contain a chromophore (the pep-
tide bond and the purine and pyrimidine bases, respectively), which is often arranged
in a regular array to produce dramatic optical activity. The far-UV CD spectra (below
260 nm) of proteins are very sensitive to changes in protein secondary structure with
alterations between 2% and 3% in helix or sheet content easily detected. Secondary
structural elements of each protein exhibits characteristic far-UV CD signals, with the
α helix exhibiting a strong double minimum at 222 and 208–210 nm and a stronger
maximum at 191–193 nm. In contrast, β-sheet structures typically manifest a weaker
single minimum between 215 and 217 nm and a stronger positive maximum between
195 and 200 nm [2]. Certain rarer forms of β structure as well as turns and irreg-
ular structure also manifest characteristic spectra. Changes in protein structure often
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cause loss of signal intensities or distortion of the peaks, inducing shifts in wavelength
maxima of the CD spectra. For example, alteration from a typical spectrum of an α

helix to that characteristic of a β sheet when the temperature is elevated, may suggest
formation of intermolecular β sheets during protein association at high temperatures
[3]. Circular dichroism spectra are also very sensitive to secondary structure changes
in nucleic acids. Because of the differences in base-stacking interactions, the major
secondary structures found in DNA, such as the A, B, C, D, T, and Z forms, can
be identified by their unique CD spectra between 190 and 300 nm. Typically, the
protein and plasmid DNA concentrations used for CD studies are in the range of
100–200 µg/mL and 50 µg/mL, respectively, using a 0.1-cm pathlength cell [4]. This
technique has also proved useful in investigation of nonviral gene delivery complexes
in which changes in DNA structure can be easily seen as various cationic delivery
agents complex to nucleic acids (both DNA and RNA) [4,5].

Intrinsic and extrinsic fluorescence spectroscopy are often the methods of choice
for studying alterations in the tertiary structures of proteins. The dominant natural
fluorophore in proteins is usually the indole ring of tryptophan, which absorbs near
290 nm. In addition, the emission spectrum of tryptophan is highly sensitive to the
polarity of its immediate environment. Thus, on unfolding of a protein and subsequent
exposure of the tryptophan residues from the usual apolar environment of a protein’s
interior to the polar aqueous solvent, a redshift in the emission peak is typically
observed. Also, specific environmental changes can unpredictably perturb the inten-
sity and quantum yield of tryptophan fluorescence because of its unique interactions
with water, oxygen, solutes, peptide bonds, and other amino acid sidechains [6]. One
phenomenon commonly observed is a blueshift in emission maxima, due to protein
association arising from an increased burial of indole sidechain. It is also possible to
obtain light-scattering data during such experiments by monitoring the scattered light
seen at the excitation wavelength. The preferred method for this is to use a second
photomultiplier located at 180◦ to the fluorescence detector, but one can also simply
scan through the entire emission spectrum to obtain such data. Thus, information can
be obtained about association/dissociation phenomena simultaneous with fluorescence
emission data.

Because of their sensitivities to the polarity of microenvironments, extrinsic
probes have also become important tools with which to monitor protein structural
changes. The fluorescent probes most commonly used to detect tertiary structural
changes of proteins are 8-anilino-1-naphthalenesulfonate (ANS) and its dimeric ana-
log (bis-ANS). These hydrophobic probes are essentially nonfluorescent in aqueous
solution, but become strongly fluorescent in a less polar environment. Thus, ANS is,
commonly used to identify partially folded intermediate forms of proteins such as
molten globule states [7,8]. When ANS binds to apolar sites in a protein that become
accessible as a result of structural perturbations, a blueshift of the fluorescence emis-
sion maxima and an increase in the fluorescence intensity are usually observed. One
needs to be careful in interpreting ANS fluorescence data since ANS may be able to
induce structural changes in the protein [9,10]. Also, potential interactions between
the negatively charged ANS and oppositely charged residues on the protein can further
complicate interpretation [11]. Fluorescent dyes can also be used to detect the presence
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of specific types of interactions between proteins. Some of the more common dyes
used for this purpose are Congo Red [12], thioflavine S [13], and thioflavine T [14,15].
These dyes are selective for intermolecular β-sheet interactions that are present among
proteins that form β-amyloid structures [16]. As such, these dyes are used as indicators
of aggregation, as well as probes of intermolecular β-sheet contacts that occur between
subunit–subunit interfaces of viral capsid proteins [17] and other multimeric protein
complexes [18]. Usually, the protein concentrations used for fluorescence studies are
about 100–200 µg/mL. In general, one wishes to keep the absorbance at the excitation
wavelength below 0.1 to prevent inner filter (self-absorption) effects.

The intrinsic fluorescence of the DNA and RNA bases is too weak for practical
applications. The existence of numerous nucleic acid probes, however, enables extrin-
sic fluorescence to be widely used in this context. Commonly used DNA fluorescent
probes include ethidium bromide and other high-affinity dyes such as YOYO-1, acri-
dine orange, propidium iodide, and Hoechst, et al. [4]. Such dyes can be used because
of their direct interaction with nucleic acids (e.g., in the helix grooves or between the
bases) or in displacement assays in which dyes are competitively removed by ligands
of interest. Because of the high sensitivity, the DNA concentration used in extrinsic
fluorescence study is often in the nanomolar range [4].

Ultraviolet absorption spectroscopy can also be used to probe changes in the
tertiary structure of a protein. For this purpose, high-resolution derivative UV absorp-
tion spectra are resolved into five to seven peaks originating from Trp, Tyr, and Phe
residues. This method can simultaneously monitor changes in the microenvironment
of all three aromatic residues, thus providing a more global picture of the behavior
of protein tertiary structure than the fluorescence-based techniques. When the native
state of a protein changes, the microenvironment surrounding each individual aromatic
residue is subject to alteration. This can produce shifts in the positions of the absorp-
tion peaks. In general, these absorbance peaks shift to lower wavelengths (blueshift)
when the aromatic residues become more exposed to solvents and vice versa. For these
studies, the protein concentration should be selected to keep the absorbance at 280 nm
below 1.0. To obtain the high resolution needed, use of a diode array spectrometer
is highly recommended with an interpolative technique such as splining to obtain the
necessary effective resolution. In addition, this technique can also be used to detect
significant protein aggregation induced by various stresses, such as pH, temperature
and high concentration, by measuring changes in optical density (turbidity) in the
near-UV region (e.g., 320–400 nm). Temperature- and/or pH-dependent changes in
optical density (OD) are often used to provide profiles of protein stability that can eas-
ily be used in microtiter-plate-based high-throughput screening assays and subsequent
formulation development, as discussed below. The UV absorbance spectra of nucleic
acids can also be deconvoluted into contributions from individual bases, but this is
seldom as useful as in proteins. Derivative spectra can, however, still be used to detect
structural changes since alterations in the interaction between the bases produce large
changes in absorbance [5]. Thus, absorbance-detected thermally induced melting of
the double helix as well as the effects of other environmental perturbations are com-
monly used to monitor nucleic acid structural stability in both DNA- and RNA-based
complexes as well as viruses.
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Other techniques such as Fourier transform infrared spectroscopy (FTIR), dynamic
light scattering (DLS) and differential scanning calorimetry (DSC) are also often
employed in the construction of phase diagrams. A detailed description of these tech-
niques can be found elsewhere [19,20].

8.3. EMPIRICAL PHASE DIAGRAMS

8.3.1. Construction of EPDs

A diverse collection of data is generated from the various biophysical, calorimetric,
and hydrodynamic techniques employed to characterize different structural features
of macromolecules and their complexes, as discussed above. An internally consistent
interpretation of such complex datasets obtained is often quite difficult. To address
this problem, all the datasets can be mathematically incorporated into a color map,
known as the empirical phase diagram (EPD). The EPDs permit an objective analysis
of such datasets, and one can predict the state of a macromolecule under various
conditions of interest. This initially involves a somewhat different way of thinking
about macromolecules or macromolecular complexes such as viruses. For example,
the most common way to think of a protein is as a collection of atoms present in
different locations in a three-dimensional space. This is the picture that typically arises
from crystallography or NMR data. Here, we replace this conventional view with a
more abstract (but quite useful) picture in which a macromolecule is represented by
a vector in a highly dimensioned experimental space. This vector is modulated into
different values as the environmental conditions such as pH, temperature, and ionic
strength are varied. Thus, this approach provides a highly information-rich picture of
a macromolecular system whose behavior can be used to analyze changes in stability
and/or structure with corresponding changes in environmental conditions.

To reiterate, in this method large datasets obtained from a variety of experimen-
tal techniques are used to establish a color map (EPD) of the physical stability of a
target molecule or complex over a wide range of conditions such as pH, tempera-
ture, ionic strength, concentration, freeze–thaw cycles, agitation, and redox potential.
Formally, this is accomplished by constructing a vector of n dimensions at each com-
bination of stress conditions examined (pH, temperature, ionic strength, concentration,
etc.). The dimensions of this vector are defined by the accumulated data (fluorescence
emission maxima and intensities, CD intensities, second-derivative UV absorbance
peak positions, etc.). The experimental datasets are represented as n-dimensional vec-
tors in a temperature–pH phase space (or other state conditions), where n refers
to the number of variables (i.e., number of different types of data) included in the
calculation (e.g., n = 9 for a dataset that includes six UV absorption peaks, a CD
signal at 222 nm, intrinsic and ANS fluorescence emission peak positions). The data
from each technique at individual values of pH and temperature serve as the basis
for the individual vector’s components. After normalization of the data to values
between -1 and 1, an n × n density matrix combining all the individual vectors is
then constructed and n sets of eigenvalues and eigenvectors of the density matrix are
calculated. The complete dataset is subsequently truncated and reexpanded into three
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dimensions consisting of eigenvectors corresponding to the three largest eigenvalues
(i.e., the experimental measurements that contribute the most to the final vector). The
resultant three-dimensional vectors are then converted into a colored plot with each
vector component corresponding to a color using an arbitrary red/green/blue (RGB)
color scheme. All of the necessary mathematical calculations are easily performed
with commercially available software packages such as Matlab (The Mathworks, Inc.,
Natick, MA) or Mathematica (Wolfram Research, Champaign, IL). More detailed dis-
cussions of the mathematical theory and calculation process for the construction of
macromolecular phase diagrams can be found elsewhere [21,22].

Empirical phase diagrams can be generated using either a single technique, such
as high-resolution derivative UV spectroscopy [21,23] which generates multiple sets
of at least semiindependent data, or employing multiple independent techniques and
resultant heterogenous datasets such as CD, fluorescence (intrinsic and extrinsic), dif-
ferential scanning calorimetry (DSC), and/or dynamic light scattering (DLS) [23,24].
In fact, the phase diagram approach was originally used to display datasets obtained
from a protein’s second-derivative UV spectroscopy studies [21]. This was based on
the assumption that the (usual) six peaks seen behave somewhat differently in response
to environmental perturbation because of the widely dispersed locations of the three
different types of aromatic sidechains found in proteins. For example, Phe residues are
typically buried, Tyr are interfacial, and Trp indole sidechains are dispersed throughout
the structure. The multiple-technique-based approach, however, has the potential to
provide more definitive apparent phase boundaries than do the UV-absorption-based
diagrams since the individual techniques provide more independent information about
the different levels of protein structure. In addition, it provides information about the
aggregation behavior of the macromolecules, although turbidity studies can be used to
provide related information in the single-method UV absorbance approach. Moreover,
a multiple-technique-based phase diagram may detect subtle conformational transi-
tions that may be undetected by the data used to construct the UV-absorbance-based
phase diagrams [23]. No matter which approach is used, the resulting colored maps
define regions of color that correspond to different physical (not necessarily thermody-
namic) states of the macromolecules under the stress conditions investigated. Changes
in physical state are thus demarcated by changes in color producing pseudo–phase
boundaries; that is, changes in color correspond to transitions between various physical
states of the macromolecule. It needs to be emphasized that these are not necessarily
equilibrium transitions (no reversibility is implied), and thus these are not equilib-
rium (i.e., thermodynamic) phase diagrams; hence the use of the word empirical to
describe them. Furthermore, their use is primarily empirical and their employment in
a more fundamental analysis of macromolecular systems needs to be very carefully
considered. The pseudo–phase boundaries, however, are the crucial product of the
phase diagram since they can be used to give us a fairly precise idea of the conditions
under which various physical (and, indirectly, chemical) degradation events occur.
Thus, this technique in no way describes absolute physical states of molecules or their
complexes. The empirical phase diagram, rather, describes changes in molecular states
that are simply calculated from the coherence/incoherence of the data accumulated.
Such empirical maps can provide an initial view of the stability of a macromolecule
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that can, in turn, be used to design high-throughput screening assays for potential
stabilizers [24,25] (see discussion below). By employing high-throughput instrumen-
tation (CD, fluorometry, DLS, DSC, etc.), EPDs can be constructed in a few days to
a few weeks for a wide variety of environmental variables.

The EPD approach has so far been successfully employed to examine a wide vari-
ety of vaccine candidates and recombinant proteins as well as other macromolecule
pharmaceuticals (Table 8.1) [3,10,21,23–43]. These include peptide and protein phar-
maceuticals [human fibroblast growth factor 1 (FGF-1), interferon-β-1a, monoclonal
antibodies, botulinum A neurotoxin and its complex, etc.], recombinant-protein-based
vaccines (anthrax rPA, ricin toxin A, malaria EBA-175, Clostridium difficile toxins,
etc.), viruses, and virus-like particle (VLP)-based vaccines (Norwalk VLPs, adenovirus
types 2 and 5, respiratory syncytial virus, rotavirus, measles virus, etc.), DNA, and
bacterial vaccines (unpublished data) as well as gene delivery vectors. These studies
are summarized in Table 8.1, where references to the individual studies can be found.
Phase diagrams have also been constructed employing a wide variety of environ-
mental variables such as pH and temperature, temperature and active pharmaceutical
ingredient (API) concentration, temperature and excipient concentration and pH and
ionic strength. A few representative examples of such phase diagrams and their use
as formulation tools are discussed below.

8.3.2. EPDs Using a pH–Temperature Phase Space

8.3.2.1. Employing a Single Technique. The power of the phase diagram
approach employing a single technique that produces multiple experimental param-
eters is well illustrated with the relatively unstable recombinant protective antigen
(rPA) of anthrax [24], which is used in vaccines against this dangerous organism.
Employing a UV–visible diode array spectrophotometer, UV absorption spectra up
to 0.01 nm resolution can be obtained using interpolation techniques that permit very
precise resolution of the spectra into distinct peaks by derivative analysis [21]. A
protein’s second-derivative UV absorbance spectrum typically displays six distinctive
negative peaks from its three different types of aromatic amino acids (Fig. 8.2), all
of which can be monitored as a function of temperature at various pH values (e.g.,
pH 3–8) to provide a comprehensive overview of the tertiary structure of a protein.
Structural changes in the protein induced by changes in temperature and pH can be
characterized by alterations in the positions of these peaks. Because the three different
aromatic residues are usually extensively dispersed throughout a protein’s matrix, they
potentially provide a very sensitive monitor of the three-dimensional structure of a
protein and possible conformational changes as it is stressed. Representative plots of
changes in peak positions of the Phe, Tyr, and Trp residues of rPA as a function of
temperature at six different pH values are shown in Figure 8.3. One difficulty with
such an approach involves the large amount and complex behavior of the data gener-
ated. To better visualize such data and provide a more intuitive picture of the protein’s
behavior, the EPD approach becomes extremely helpful. A T /pH phase diagram of
rPA developed from high-resolution second-derivative UV absorption spectroscopy
studies is shown in Figure 8.4.
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Figure 8.2. A second-derivative UV absorbance spectrum of a protein displaying six distinctive

negative peaks from the three different types of aromatic amino acids.

To generate this phase diagram, second-derivative peak position data were
obtained over the pH range of 3–8 and a temperature range of 10◦C–82.5◦C using a
20 mM citrate phosphate buffer (I = 0.1 adjusted with NaCl) (Fig. 8.3). This buffer
was chosen to provide as flat a pH response as possible over this wide temperature
range. At 10◦C, the negative spectral peaks occurred at approximately 253 nm (peak
1: Phe), 259 nm (peak 2: Phe), 268.5 nm (peak 3: Phe), 276 nm (peak 4: Tyr),
284 nm (peak 5: Tyr/Trp), and 291.6 nm (peak 6: Trp). The six peak position data
obtained as a function of temperature and pH from second-derivative UV absorption
spectroscopy were used to construct an EPD of rPA using the multidimensional vector
approach described above (Fig. 8.4). Thus, data at each unique value of pH and
temperature were mapped to a vector consisting of the six derivative peak positions
corresponding to that point. This particular phase diagram was constructed employing
Matlab software. The phase diagram of rPA constructed in this manner suggests that
the rPA exists in a similar physical state at lower temperatures (from 10◦C to 40◦C)
over the entire pH range (3–8) studied. At temperatures greater than 45◦C, a major
structurally disruptive transition occurs at pH 6–8. The structural changes occur at
much lower temperatures at the lower pH values (pH 4–5), indicating that the protein
is more thermally stable in the pH range of 6–8. From these data, the region of
maximum stability appears to be at pH 6–7 (up to 50◦C). The transitions at various
pH values in this phase diagram appeared to occur at slightly higher temperatures
than those observed by other biophysical methods (Fig. 8.5). Thus, to further extend
this approach to obtain a more global insight into the structural as well as the
colloidal stability of the macromolecule, multiple techniques were also employed for
construction of EPD of anthrax rPA, as discussed below. It should be mentioned that
this approach can also be applied to other techniques, such as one-dimensional NMR
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Figure 8.3. Second-derivative UV absorbance studies of rPA as a function of temperature

and pH. The wavelength positions of six peaks are recorded: 1 (a), Phe; 2 (b) Phe; 3 (c), Phe, 4

(d), Tyr; 5 (e), Tyr/Trp; 6 (f), Trp. Error bars are not included to allow better visualization, but

are generally of the order ± 0.04 nm.
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Figure 8.4. Empirical phase diagram of rPA on a temperature–pH axis constructed using

high-resolution second-derivative UV spectroscopy data. The data employed to generate

these images was obtained over the pH range of 3–8 (20 mM citrate phosphate buffer,

I = 0.1 adjusted with NaCl) and temperatures of 12◦C–82.5◦C in 2.5◦C increments. Blocks of

continuous color represent homogenous phases, conditions under which the raw data-derived

vectors behave similarly. See the insert for color representation of this figure.

or DSC in which multiple peaks (e.g., resonance, endotherms) can be monitored as a
function of environmental perturbations.

8.3.2.2. Employing Multiple Techniques. The EPD approach is a general
method that can use vectors of any finite dimension for the construction of diagrams
[23]. Theoretically, there is no limit to the number of variables (datasets) that may
be included in EPDs because of the truncation procedure (which could, of course, be
more than the three terms currently employed for color display purposes). To detect
more subtle changes and to incorporate additional structural information that may not
be detected by the UV-absorption-based technique, data from multiple techniques have
more commonly been used to construct EPDs [25,26]. When heterogeneous datasets
from multiple techniques are used, great caution should be taken to keep experimental
variables such as protein concentration, heating rates, and equilibration time at each
temperature point as similar as possible. An example of a T /pH multiple-technique-
based phase diagram for anthrax rPA with the corresponding phases is shown in
Figure 8.6 [24]. This phase diagram was generated employing Mathematica software
and utilizing far-UV CD, intrinsic, and ANS fluorescence data (Fig. 8.5a–c). In this
case, each (T , pH) condition is mapped to a vector consisting of molar ellipticity
at 222 nm obtained from CD, intrinsic tryptophan fluorescence spectral center-of-
mass, and ANS fluorescence intensity data. The advantage of this approach is that
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Figure 8.5. Physical stability of rPA as a function of pH and temperature in 20 mM citrate

phosphate buffer (I = 0.1 adjusted with NaCl) as determined by CD thermal unfolding moni-

tored at 222 nm (a); intrinsic Trp fluorescence peak positions employing a spectral center of

mass procedure (b); ANS fluorescence intensity (c); turbidity measurements, OD at 360 nm (d).

The thermal traces represent an average of two measurements in which each data point has

a standard error of less than 0.5 [24].

the data employed reflect more global aspects of secondary and tertiary structure
change as well as the exposure of the apolar binding sites of protein as a function
of pH and temperature. This information can then be employed to assign the origin
of the behavior of the protein with each apparent phase observed. The diagram for
rPA obtained in this manner suggests that rPA adopts at least five distinct behaviors
(Fig. 8.6). Again note that these do not correspond to true “thermodynamic phases”
in the formal use of the concept but are simply empirical (nonthermodynamic) states
defined by the experimental methods employed. The properties of the phases can be
established by direct reference to the actual biophysical measurements themselves.
Combining the multitechnique phase diagram with knowledge of the behavior of
the protein on the basis of the individual measurements, it appears that the pinkish
region in the lower right-hand corner of the diagram is the state of most continuous
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Figure 8.6. Empirical phase diagram of rPA on a temperature–pH plane on the basis of

intrinsic and ANS fluorescence, light scattering (OD360 nm), and CD data. The data employed to

generate these images was obtained over the pH range of 3–8 and at temperatures ranging

from 12◦C to 85◦C in 2.5◦C increments. Blocks of continuous color represent uniform phases,

conditions under which the raw-data-derived vectors behave similarly [24]. See the insert for

color representation of this figure.

stability (Fig. 8.6). This correlates well with CD, intrinsic, and ANS fluorescence, as
well as the second-derivative UV absorbance data. The midpoints of the transitions
observed by the biophysical measurements generally correspond to the color changes
between the phases. A second phase (blue/purple) is apparent at pH 3 at temperatures
below 45◦C and also seems to encompass pH 4 at temperatures greater than 30◦C
and pH 5 at temperatures greater than 35◦C. This state appears to have significant
molten globule character since the tertiary structure changes appear to occur before
the secondary structure alterations. As the temperature increases at pH 3, the protein
rapidly enters another phase near 50◦C. A third phase appears to be present at pH
5–8 in the higher-temperature region. This depicts a phase in which the protein is
severely structurally altered and tends to aggregate and may also involve molten
globule behavior. The aggregation behavior of the protein was further confirmed by
light-scattering measurements (optical density at 360 nm), as shown in Figure 8.5d. At
pH 8, a completely different phase appears at very high temperatures, which we assume
corresponds to an even more structurally disrupted form. The information obtained
from the phase diagram can be further used to select conditions for the development
of a high-throughput assay to screen for potential stabilizers, as illustrated with rPA
as an example (see Section 8.5).

8.3.3. EPDs Using Other Environmental Variables

8.3.3.1. Temperature Versus Concentration. Empirical phase diagrams
can be constructed using any environmental variable that can be quantified. An
example of an EPD of a monoclonal antibody (MAb) using temperature and protein
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Figure 8.7. Empirical phase diagram of a monoclonal antibody on a temperature–protein
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from data obtained from fluorescence emission peak position, OD350 nm, and second-derivative

UV absorbance peak positions of Phe, Tyr, and Trp, and CD molar ellipticity. Note that the

concentration axis is not linear [30]. See the insert for color representation of this figure.

concentration as independent variables is shown in Figure 8.7 [30]. The behavior of
the immunoglobulins at ultrahigh concentrations has become of great interest because
of a need to deliver low-volume/high-content doses of this class of proteins. This
diagram is constructed of multidimensional vectors at each environmental condition
(temperature and MAb concentration) from various normalized data comprising six
second-derivative UV absorbance peaks, tryptophan emission peaks, turbidity (OD) at
350 nm, and CD molar ellipticity at 218 nm. Note that in this case the concentration
data are representated on a nonlinear scale, making interpolation to other conditions
somewhat more difficult.

One purpose of this study was to develop methods that can be employed to
directly study the physical structure and thermal stability of proteins at high concen-
trations and then use a combination of these methods to construct a phase diagram to
examine the effect of increasing protein concentration (from 0.1 to ∼200 mg/mL) on
thermal stability. Although highly concentrated protein formulations offer increased
promise for more convenient treatment of a broad range of diseases, there remains
a major obstacle to their development stemming from a lack of available methods
to determine macromolecular structure, stability, and aggregation propensity within
highly concentrated solutions [30,44]. Currently (as of 2009), most of the analytical
methods employed in the development of highly concentrated protein formulations
require dilution of the samples before acquiring data and subsequent extrapolation
of stability-indicating parameters obtained from these studies may not be represen-
tative of the more highly concentrated solutions. Thus, biophysical characterization
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of a highly concentrated protein formulation requires the use of novel approaches.
A detailed description of these methods (e.g., frontface fluorescence, short-pathlength
CD, FTIR, DSC) is beyond the scope of this chapter and can be found elsewhere [30].
Thus, data obtained from the abovementioned techniques were used to generate the
temperature–concentration phase diagram of the MAb (Fig. 8.7).

The information obtained from the individual experimental methods permits
assignment of physical meaning to the colored phases observed in the diagram
over the temperature and concentration range of the study (data not shown [30]).
Briefly, the phase diagram of this monoclonal antibody (Fig. 8.7) suggests that
at temperatures below 50◦C, the antibody exists in a very similar state over the
entire concentration range examined. Further inspection of the biophysical data
collected in this study indicates that the protein is in a native or near-native state
under these conditions. At temperatures above 65◦C and at low concentrations, the
immunoglobulin appears to be in a slightly unfolded and aggregated state. At higher
concentrations, the phases at elevated temperatures correspond to different unfolded,
gelled, and precipitated states. In addition, the apparent phase boundaries occur at
somewhat decreased temperatures as the protein concentration is increased. Thus, for
the first time a method was developed to directly detect the structural changes of a
protein at high concentrations. Additionally, using this approach the thermal stability
of the protein could be correlated to corresponding changes in its concentration.
This study suggests that the decrease in structural stability observed at higher MAb
concentrations is probably the result of aggregation or more limited self-association
on heating in crowded solutions and not due to a decrease in the intrinsic structural
stability of the MAb [30].

8.3.3.2. Ionic Strength Versus pH. The phase diagram approach has also
been applied to determine changes in the physical stability of nonviral gene delivery
complexes under different solution conditions [33]. In the past, the characterization
of nonviral gene delivery systems was complicated by their size, complexity, and
heterogeneity. This issue has been addressed with the creation of EPDs using sev-
eral different physical techniques in combination. A representative ionic strength–pH
EPD of a DNA/carrier complex is illustrated in Figure 8.8. This DNA/carrier complex
was prepared by using a mixture of a cationic lipid [1,2-dioleyl-3-trimethyammonium
propane (DOTAP)] and a helper lipid [1,2-dioleyl-sn-glycero-3-phosphoethanolamine
(DOPE)]. Three experimental approaches (DLS, CD, and YOYO-1 dye fluorescence)
were selected for this study to monitor different structural aspects of the particles
related to size, DNA conformation, and the extent of DNA condensation, respec-
tively [33]. The electrostatic nature of the interaction between the plasmid DNA and
the cationic carriers prompted the selection of environmental variables pH (4–8, at
one-unit intervals) and ionic strength (10–15 mM at 25 mM intervals). An EPD for
(DOTAP/DOPE)/DNA complexes formulated at a high charge ratio indicates the pres-
ence of distinct structural forms of the complexes (Fig. 8.8). The regions of similar
color represent at least somewhat homogenous phases, while structural changes of
gene delivery complexes are marked by corresponding changes in color. In general,
the EPD suggests the presence of at least three different physical states. At very
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Figure 8.8. Ionic strength–pH EPD of a nonviral gene delivery complex. The EPD is generated

from dynamic light scattering, CD, and fluorescence studies. Regions of similar color represent

similar structural behavior, while the variation in color defines the conditions under which the

structure of the gene delivery complex alters [33].

ionic strength (10 mM), a small and distinct phase is seen across pH 4–6, while a
second phase is observed at ionic strength greater than 100 mM and pH 7–8. Presence
of a third continuous phase is apparent in moving from pH 4–6 at 25–150 mM to pH
7–8 at ionic strength below 100 mM. The pH-dependent stability of these complexes
may be attributed to varying ionization states of the carrier. The helper lipid DOPE,
for example, is less ionized at high pH (7 and 8) and thus forms less stable complexes
with DOTAP than at lower pH values. The light blue/green phase observed in the
EPD corresponds to the presence of larger species as determined by DLS studies.
Furthermore, protonation of the nucleic acid bases and phosphate groups at low pH
values and condensation of the DNA plasmid mediated by salt could account for the
observed structural alterations [45]. Thus, a comprehensive picture of the behavior of
complexes with a corresponding identification of apparent phase boundaries in terms
of relevant variables is obtained. Such an approach permits development of screen-
ing assays to identify potential stabilizers. Additionally, the correlation between the
physical aspects of complexes with their ability to transfect cells can be explored. The
EPD approach therefore provides a convenient and powerful tool to characterize the
structure of the complexes over a wide range of experimental variables, especially for
cases in which the use of higher-resolution techniques such as NMR or X-ray crystal-
lography are difficult or impossible to apply. It should be noted that EPD analysis of
gene delivery complexes reveals the presence of more gradual, subtle structural alter-
ations than in the EPDs described above for other biopharmaceuticals (e.g., proteins,
viral particles), in which well-defined changes in structure were reflected by abrupt
color changes.
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8.4. NEW APPROACHES TO EPDs

The EPD approach for the rapid preformulation of vaccines and macromolecule-based
pharmaceuticals described above is based primarily on the static properties of the
macromolecules involved. One defining characteristic of large molecules, however,
is their dynamic nature. These internal motions range from small alterations of the
sidechains and the peptide backbone to large-scale movement of structural domains
relative to each other. The relationship between this property and the molecules’ sta-
bility and formulation is somewhat controversial but is expected to be profound [46].
The phase diagram approach can be expanded to include dynamic data such as those
obtained by isotope [hydrogen–deuterium (H/D)] exchange rates (k ), red edge excita-
tion spectra (REES) (�λ), coefficients of thermal expansion (α), and compressibility
(β) as well as fluorescence lifetime anisotropy measurements. Such data can be used
to construct EPDs using the vector approach described above and should better reflect
dynamic aspects of macromolecular structure. To elaborate, proteins in the presence of
deuterium will undergo an exchange of amide hydrogen atoms for deuterium atoms
at a rate dependent on the dynamic exposure of the peptide backbone. This rate
of exchange is a function of both solvent penetration and local unfolding [47,48].
For this reason, extended measurements of the rate of H/D exchange using NMR,
mass spectrometry, or FTIR, among other techniques, can be related to the internal
amplitude motions within the protein that render interior regions accessible to the sol-
vent. Red edge fluorescence is performed by exciting the target molecule at various
excitation wavelengths and monitoring shifts in the wavelength emission maximum
[49]. A redshift of the emission maximum reflects changes in the solvent relaxation
time that occur with restricted motion of the fluorophore. These studies can thus be
employed to probe the mobility of the fluorophore (intrinsic or extrinsic) as a function
of stress variables such as pH, temperature, and ionic strength. A related technique
can employ an extrinsic solute quencher such as acrylamide, iodide, or cesium ion
to probe the accessibility of a fluorophore [50]. Another fluorescence-based approach
sensitive to the dynamic nature of macromolecular behavior combines lifetime mea-
surements and polarized light to obtain anisotropic information about the fluorophore
that can be related to their mobility in terms of their rotational correlation times. A
third technique, pressure perturbation calorimetry, can also be used to determine the
thermal coefficient of expansion of a macromolecule [51]. When pressure is increased
or decreased above a solution, heat is either absorbed or released, and this heat is
proportional to the pressure change and the corresponding response of the macro-
molecules to these changes. This permits the calculation of volumetric properties of
the protein. Since these measurements can be made over a wide range of temperatures,
it is possible to calculate the coefficient of thermal expansion and volume change as a
function of temperature of a macromolecule or particle. Another approach, ultrasonic
spectroscopy, employs attenuation of sound measurements to determine the comple-
mentary parameter of compressibility [51]. In preliminary studies, we have found that
“dynamic” EPDs provide information above and beyond that obtained by the static
approach [52]. The utility of this approach in formulation activities has, however, yet
to be established.
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One can also construct EPDs using chemical stability data of proteins and vac-
cine antigens to further expand the utility of this approach. Typically, one- or two-
dimensional reversed-phase HPLC coupled to mass spectrometry is used for this
purpose. The conditions such as high pH and temperature (to induce deamidation)
and the presence of oxidizing agents are used to accelerate chemical degradation pro-
cesses and the resultant rate constants are used as input parameters. Lower-resolution
methods such as isoelectric focusing or RP-HPLC alone can be used as well. Data
from such analyses can either be combined into physically based phase diagrams or
used separately as an independent EPD to provide a much more comprehensive view
of the degradation of systems of interest. Comparisons of physically based EPDs with
chemically based ones should be of special interest in establishing any relationship
between the two phenomenon.

8.5. DEVELOPMENT AND OPTIMIZATION OF HIGH-THROUGHPUT
STABILIZER SCREENING ASSAYS

The EPD approach can be used to comprehensively characterize the solution behavior
of biopharmaceuticals under various stress conditions. Although not discussed here,
it can also be used to characterize the solid-state behavior of dried formulations using
alternate technologies. The identification of “apparent” phase boundaries is one of
the most important applications of the approach. This locates conditions under which
the macromolecules are marginally stable or undergo critical structural changes, as
defined by the regions of abrupt or gradual color change. These conditions can be
employed to accelerate degradation pathways to develop high-throughput screening
assays for the identification of potential stabilizers for the rational formulation of
biopharmaceuticals. The type of assay employed (static and dynamic light scattering
for aggregation, intrinsic or extrinsic fluorescence for tertiary structural changes, CD
for secondary structural alterations, etc.) is determined by the nature of the relevant
physical changes and their potential adaptation to a high-throughput format to decrease
analysis time. Techniques such as CD and DSC have also been automated, although
they have not yet been adapted to microtiter-plate-based formats. Recent work by a
variety of companies suggests that techniques such as FTIR and fluorescence lifetime
anisotropy may soon be available in a high throughput format.

Once such assays are established, various libraries of compounds can be screened
and potential stabilizers identified. Examples of compound libraries that can be
screened include comprehensive selections of agents that are “generally regarded as
safe” (GRAS), such as carbohydrates, amino acids, polymers, and detergents, as well
as collections of osmolytes, polyanions, and low-molecular-weight di- and multiions
[53]. Each compound should be examined over a wide range of concentration (e.g.,
0.01%–20%w/v) and tested in at least triplicate over a range of positions on a
microtiter plate. Data are typically recorded as a function of time, based on the
initial optimization of the screening assay. Compounds that effectively stabilize
the target system in terms of slowing or inhibiting the magnitude of the parameter
change are selected for further study. If stabilizers are not identified in these small
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libraries, larger collections of hundreds of thousands of selected compounds used
in drug-screening protocols can be employed although issues of safety become
significant. Compounds identified in these libraries could also serve as starting points
for combinatorial chemical attempts to generate unique stabilizers. Once potential
excipients are identified, the concentration and their use in a combination that provide
maximum stability can be initially determined by the screening assays. The optimal
excipient(s) concentration is then used to verify, at admittedly low resolution, the
mechanism of stabilization of the compound. For example, it is possible that a
stabilizer may prevent aggregation but not provide conformational stabilization or
vice versa; to obtain this information, individual techniques such as fluorescence
and CD are used in the presence and absence of potential excipients to determine
apparent thermal transition midpoint temperatures (Tms values). An increase in Tm is
taken as direct evidence of conformational stabilization. A typical goal is to obtain
at least a 5◦C–15◦C increase in the thermal melting temperature in the presence of
compounds tested. Similar studies of aggregation/association behavior using light
scattering or some other size-sensitive technique are also performed. The information
from the conformational and size-sensitive methods is then used to select the optimal
stabilizers. Accelerated stability studies of this type are frequently but by no means
always predictive of macromolecule stability behavior under more moderate (e.g.,
storage) conditions [54]. The major unknown here is whether the mechanism of
physical degradation probed by the accelerated stability studies is similar to that seen
under more moderate environmental conditions. Hence, long-term stability studies
at lower temperatures (e.g., 0◦C–4◦C) need to be performed after the optimization
of final formulations with independent considerations of chemical stability (see
discussion above) and confirmation of stabilization by relevant biological assays.

Versions of the high-throughput screening approach for the identification of sta-
bilizers described above has been successfully used in a wide variety of applica-
tions including formulation studies of peptides, proteins, viruses, and virus-like par-
ticles as well as other vaccine antigens (Table 8.2) [3,24,25,31,40,43,55,56,58]. For
example, the phase diagram generated for anthrax rPA (Fig. 8.6) suggested that a high-
throughput screening assay could be developed at pH 5 at 37◦C using one or more
techniques to generate signals reflecting physical degradation. Aggregation was one of
the more apparent pathways of physical degradation of this protein and was therefore
selected for stabilization analysis [24]. Therefore, a turbidity assay was developed for
the rPA to produce conditions that could achieve significant aggregation by monitor-
ing the turbidity of the solution at 360 nm in 96-well microtiter plates. Experiments
were performed both with and without potential excipients and the aggregation seen
with protein alone was used as the standard. The maximum OD observed in control
samples at 70 min was used as a measure of the maximum extent of aggregation
since the signal change was complete by this time. Inhibition by various agents was
then characterized by their ability to lower the maximum OD obtained. A number
of potent inhibitors were identified by this method, with trehalose, sorbitol, mannitol,
dextrose, and sodium citrate found to be most effective. A representative example of
the aggregation kinetics of the anthrax rPA at 37◦C both alone and in the presence of
selected compounds demonstrating a range of effectiveness, is shown in Figure 8.9.
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Figure 8.9. Aggregation of rPA in the presence and absence of excipients (0.15 M malic acid,

0.0 1% Tween 20, and 0.2% sodium citrate) [24].

This approach permitted efficient screening of a GRAS library and the rapid identifica-
tion of potent stabilizers against aggregation. After optimization of the concentrations
of selected stabilizers, studies were performed to ensure that the compounds also pro-
tected against conformational instability. To this end, thermal unfolding experiments
in the presence of the potential stabilizers were performed using both intrinsic fluo-
rescence and CD measurements. Representative data are shown in Figure 8.10, and
the dramatic stabilizing effect of trehalose, one of the most effective inhibitors of
aggregation, is clearly seen in terms of an increase in the thermal stability of rPA by
almost 10◦C over the unprotected protein. From the first measurement for construction
of the EPDs to identification and optimization of stabilizers, the total time required
for the general approach described here is typically less than 2 months and can often
be accomplished in only a few weeks.

8.6. CONCLUSION

A critical step in the successful development of biopharmaceutical products is to
find acceptable conditions for maintenance of stability. The less systematically based
approaches that have typically been employed in the past for macromolecular stabi-
lization are often both slow and produce less than optimal formulations. The “design
of experiment” type of approach that is also sometimes employed suffers from sig-
nificant holes in the experimental space examined but does offer the advantage that
it can be very sparing in the use of sometimes scarce drug substance. The systematic
approach to preformulation and formulation of biopharmaceuticals described here is
both rapid and comprehensive and also provides a direct route into the screening of



CONCLUSION 199

(a) (b)

35

37

39

41

43

45

47

49

0.
2 

M
 A

rg

0.
1%

 B
rij 

35

0.
1 

M
 H

is

0.
05

%
 B

rij 
35

Con
tro

l

0.
1 

M
 C

itr
at

e

5%
 M

an
nit

ol

20
%

 T
re

ha
los

e

T
m

 (
°C

)

48

49

50

51

52

53

54

55

56

0.
1%

 B
rij 

35

0.
05

%
 B

rij 
35

Con
tro

l

0.
1 

M
 C

itr
at

e

5%
 M

an
nit

ol

20
%

 T
re

ha
los

e

T
m

 (
°C

)

Figure 8.10. Increase in rPA thermal transition temperature in the presence of trehalose

compared to several other excipients as determined by CD (a) and intrinsic Trp fluorescence

(b). Note that the appearance of the fluorescence changes at much lower temperatures than

do those detected by CD, which implies the existence of a molten globule-like state(s) between

these two temperatures.

large libraries of potential stabilizers. It typically requires 3–20 mg of target macro-
molecules. Furthermore, this approach begins to move the formulation process from
strategic experimentation to rational design. Although there is no limitation to the
number of variables that may be included in the phase diagram because of the trun-
cation procedure used, if more than three different types of measurements are used
to describe a molecule’s behavior, some information may be lost. Alternatively, other
higher-dimensional display methods must be employed to portray the data. Another
potential limitation to the EPD approach is the resolution between the colored phases.
In some cases, the color differences between phases are not as distinctive as might be
desired making the assignment of different phases difficult. Despite these limitations,
the EPD approach appears to provide an intuitively attractive and powerful method to
comprehensively characterize and display the solution behavior of biopharmaceuticals
under various environmental conditions.

The EPD/high-throughput screening approach has been successfully used to char-
acterize and formulate various biopharmaceuticals. To date this approach has been
applied to a wide range of potential vaccine antigens and therapeutic agents, including
peptides, proteins, and nucleic acids as well as macromolecular assemblies, includ-
ing viruses, virus-like particles, bacteria, and toxins (Tables 8.1 and 8.2). With the
availability of high-throughput instrumentation, the entire process of data acquisition,
analysis, and interpretation described here can be accomplished in a relatively short
period of time (weeks to a few months), potentially dramatically enhancing both the
effectiveness and efficiency of the formulation development process.



TA
B

LE
8.

2.
O

pt
im

al
St

ab
ili

ze
rs

Id
en

tifi
ed

fo
rS

el
ec

te
d

Bi
op

ha
rm

ac
eu

tic
al

s
Em

pl
oy

in
g

th
e

EP
D

Ap
pr

oa
ch

a

T
ra

ns
iti

on
Te

m
pe

ra
tu

re
,

◦ C

W
it

ho
ut

W
it

h
Te

ch
ni

qu
e(

s)
U

se
d

B
io

ph
ar

m
ac

eu
tic

al
St

ab
ili

ze
r(

s)
St

ab
ili

ze
r(

s)
St

ab
ili

ze
r(

s)
�

T
m

to
M

ea
su

re
T

m
R

ef
er

en
ce

rP
A

of
B

ac
il

lu
s

an
th

ra
ci

s
20

%
tr

eh
al

os
e

49
55

6
C

D
24

E
B

A
-1

75
R

II
20

%
so

rt
ib

ol
52

56
4

In
tr

in
si

c
flu

or
es

ce
nc

e
31

20
%

su
cr

os
e

52
55

3
Fi

br
ob

la
st

gr
ow

th
fa

ct
or

20
(F

G
F

20
)

H
ep

ar
in

55
67

12
D

SC
3

R
ic

in
to

xi
n

A
ch

ai
n

50
%

gl
yc

er
ol

50
66

16
In

tr
in

si
c

flu
or

es
ce

nc
e

25

C
lo

st
ri

di
um

di
ffi

ci
le

to
xo

id
A

20
%

so
rb

it
ol

+
20

%
de

xt
ro

se
60

67
7

Fa
r-

U
V

C
D

56

C
.d

if
fic

il
e

to
xo

id
B

10
%

de
xt

ro
se

+
0.

05
%

Tw
ee

n
80

56
71

15
Fa

r-
U

V
C

D
Ip

aD
fr

om
Sh

ig
el

la
fle

xn
er

i
10

%
tr

eh
al

os
e

+
5%

de
xt

ro
se

59
63

4
In

tr
in

si
c

flu
or

es
ce

nc
e

U
np

ub
li

sh
ed

da
ta

Si
pD

fr
om

Sa
lm

on
el

la
sp

p.
10

%
tr

eh
al

os
e

+
5%

de
xt

ro
se

57
63

6
In

tr
in

si
c

flu
or

es
ce

nc
e

U
np

ub
li

sh
ed

da
ta

B
ip

D
fr

om
B

ur
kh

ol
de

ri
a

ps
eu

do
m

al
le

i
10

%
tr

eh
al

os
e

+
5%

de
xt

ro
se

70
75

5
In

tr
in

si
c

flu
or

es
ce

nc
e

U
np

ub
li

sh
ed

da
ta

Pc
rV

fr
om

P
se

ud
om

on
as

ae
ru

gi
no

sa
10

%
tr

eh
al

os
e

+
5%

de
xt

ro
se

60
65

5
In

tr
in

si
c

flu
or

es
ce

nc
e

U
np

ub
li

sh
ed

da
ta

200



L
cr

V
fr

om
Ye

rs
in

ia
sp

p.
10

%
tr

eh
al

os
e

+
5%

de
xt

ro
se

75
78

3
In

tr
in

si
c

flu
or

es
ce

nc
e

U
np

ub
li

sh
ed

da
ta

M
xi

H
fr

om
Sh

ig
el

la
fle

xn
er

i
20

%
de

xt
ro

se
41

47
6

Fa
r

U
V

-C
D

U
np

ub
li

sh
ed

da
ta

Pr
gI

fr
om

Sa
lm

on
el

la
ty

ph
im

ur
iu

m
20

%
tr

eh
al

os
e

41
45

4
Fa

r
U

V
-C

D
U

np
ub

li
sh

ed
da

ta
R

es
pi

ra
to

ry
sy

nc
yt

ia
l

vi
ru

s
40

%
su

cr
os

e
or

tr
eh

al
os

e
53

68
15

Fa
r-

U
V

C
D

55

40
%

su
cr

os
e

or
tr

eh
al

os
e

55
65

10
Se

co
nd

-d
er

iv
at

iv
e

U
V

55

40
%

tr
eh

al
os

e
49

52
3

L
au

rd
an

flu
or

es
ce

nc
e

55

30
%

su
cr

os
e

an
d

0.
45

M
ar

gi
ni

ne
50

70
20

L
ig

ht
sc

at
te

ri
ng

55
N

or
w

al
k

vi
ru

s–
li

ke
pa

rt
ic

le
s

20
%

su
cr

os
e

62
(T

m
1
)

64
(T

m
1
)

2(
T

m
1
)

D
SC

58
69

(T
m

2
)

71
(T

m
2
)

2(
T

m
2
)

M
ea

sl
es

vi
ru

s
10

%
m

an
ni

to
l

44
51

7
L

au
rd

an
flu

or
es

ce
nc

e
40

A
tte

nu
at

ed
V

.c
ho

le
ra

e
0.

15
M

ar
gi

ni
ne

or
0.

07
5

M
gl

ut
am

ic
ac

id
32

.5
55

2.
5

ex
tr

in
si

c
(B

ac
li

gh
t

ki
t)

flu
or

es
ce

nc
e

43

a
E

ac
h

m
ea

su
re

m
en

t
w

as
co

nd
uc

te
d

in
tr

ip
lic

at
e

an
d

ha
d

∼
1.

0◦ C
of

un
ce

rt
ai

nt
y.

201



202 AN EMPIRICAL PHASE DIAGRAM –HIGH-THROUGHPUT SCREENING APPROACH

REFERENCES

1. Chang, B. S. and Hershenson, S. (2002), Practical approaches to protein formulation devel-
opment, in Rational Design of Stable Protein Formulations: Theory and Practice, Carpenter,
J. F. and Manning, M. C., eds., Kluwer Academic, New York, pp. 1–25.

2. Venyaminov, S. Y. and Yang, J. T. (1996), Determination of protein secondary structure,
in Circular Dichroism and the Conformational Analysis of Biomolecules, Fasman, G. D.,
ed., Plenum Press, New York, pp. 69–107.

3. Fan, H., Vitharana, S. N., Chen, T., O’Keefe, D., and Middaugh, C. R. (2007), Effects of
pH and polyanions on the thermal stability of fibroblast growth factor 20, Mol. Pharm. 4:
232–240.

4. Ausar, S. A., Joshi, S. B., and Middaugh, C. R. (2008) Spectroscopic methods for the
physical characterization and formulation of nonviral gene delivery systems, in Methods in
Molecular Biology: Gene Therapy Protocols , (Le Doux, J. M. ed.) Humana Press, Totowa,
NJ. pp. 55–80.

5. Braun, C. S., Kueltzo, L. A., and Middaugh, C. R. (2001), Ultraviolet absorption and
circular dichroism spectroscopy of nonviral gene delivery complexes, in Nonviral Vectors
for Gene Therapy: Methods and Protocols , Findeis, M. A., ed., Humana Press, Totowa, NJ,
pp. 253–284.

6. Jiskoot, W., Visser, A. J. W. G., Herron, J. N., and Sutter, M. (2005), Fluorescence
spectroscopy, in Methods for Structural Analysis of Protein Pharmaceuticals , Jiskoot, W.
and Crommelin, D., eds., American Association of Pharmaceutical Scientists (AAPS), pp.
27–82.

7. Stryer, L. (1965), The interaction of a naphthalene dye with apomyoglobin and apohe-
moglobin. A fluorescent probe of non-polar binding sites, J. Mol. Biol . 13: 482–495.

8. Cardamone, M. and Puri, N. K. (1992), Spectrofluorimetric assessment of the surface
hydrophobicity of proteins, Biochem. J . 282(Pt. 2): 589–593.

9. Ali, V., Prakash, K., Kulkarni, S., Ahmad, A., Madhusudan, K. P., and Bhakuni, V.
(1999), 8-anilino-1-naphthalene sulfonic acid (ANS) induces folding of acid unfolded
cytochrome c to molten globule state as a result of electrostatic interactions, Biochemistry
38: 13635–13642.

10. Fan, H., Kashi, R. S., and Middaugh, C. R. (2006), Conformational lability of two molecular
chaperones Hsc70 and GP96: Effects of pH and temperature, Arch. Biochem. Biophys . 447:
34–45.

11. Matulis, D. and Lovrien, R. (1998), 1-Anilino-8-naphthalene sulfonate anion-protein bind-
ing depends primarily on ion pair formation, Biophys. J . 74: 422–429.

12. Klunk, W. E., Pettegrew, J. W., and Abraham, D. J. (1989), Quantitative evaluation of congo
red binding to amyloid-like proteins with a beta-pleated sheet conformation, J. Histochem.
Cytochem . 37: 1273–1281.

13. Guntern, R., Bouras, C., Hof, P. R., and Vallet, P. G. (1992), An improved thioflavine
S method for staining neurofibrillary tangles and senile plaques in Alzheimer’s disease,
Experientia 48: 8–10.

14. LeVine, H., 3rd. (1993), Thioflavine T interaction with synthetic Alzheimer’s disease beta-
amyloid peptides: Detection of amyloid aggregation in solution, Protein Sci . 2: 404–410.

15. LeVine, H., 3rd. (1999), Quantification of beta-sheet amyloid fibril structures with thioflavin
T, Meth. Enzymol . 309: 274–284.



REFERENCES 203

16. Vassar, P. S. and Culling, C. F. (1959), Fluorescent stains, with special reference to amyloid
and connective tissues, Arch. Pathol . 68: 487–498.

17. Alonso, L. G., Garcia-Alai, M. M., Smal, C., Centeno, J. M., Iacono, R., Castano, E.,
Gualfetti, P., and de Prat-Gay, G. (2004), The HPV16 E7 viral oncoprotein self-assembles
into defined spherical oligomers, Biochemistry 43: 3310–3317.

18. Hatters, D. M., MacPhee, C. E., Lawrence, L. J., Sawyer, W. H., and Howlett, G. J. (2000),
Human apolipoprotein C-II forms twisted amyloid ribbons and closed loops, Biochemistry
39: 8276–8283.

19. Wiethoff, C. M. and Middaugh, C. R. (2001), Light-scattering techniques for characteriza-
tion of synthetic gene therapy vectors, in Nonviral Vectors for Gene Therapy: Methods and
Protocols , Findeis, M. A., ed., Humana Press, Totowa, NJ, pp. 349–376.

20. Freire, E. (1995), Differential scanning calorimetry, Meth. Mol. Biol . 40: 191–218.

21. Kueltzo, L. A., Ersoy, B., Darrington, T., Ralston, J. P., and Middaugh, C. R. (2003),
Derivative absorbance spectroscopy and protein phase diagrams as tools for comprehensive
protein characterization: A bGCSF case study, J. Pharm. Sci . 92: 1805–1820.

22. Kueltzo, L. A. and Middaugh, C. R. (2003), Structural characterization of bovine gran-
ulocyte colony stimulating factor: Effect of termperature and pH, J. Pharm. Sci . 92:
1793–1804.

23. Fan, H., Ralston, J., DiBase, M., Faulkner, E., and Middaugh, C. R. (2005), Solution
behavior of IFN-ß-1a: An empirical phase diagram based approach, J. Pharm. Sci . 94:
1893–1911.

24. Jiang, G., Joshi, S. B., Peek, L. J., Brandau, D. T., Huang, C. R., Ferriter, M. S., Woodley,
W. D., Ford, B. M., Mar, K. D., Mikszta, J. A., Hwang, C. R., Ulrich, R., Harvey, N.
G., Middaugh, C. R., and Sullivan, V. J. (2006), Anthrax vaccine powder formulations for
nasal mucosal delivery, J. Pharm. Sci . 95: 80–96.

25. Peek, L. J., Brey, R. N., and Middaugh, C. R. (2007). A rapid, three-step process for the
preformulation of a recombinant ricin toxin A-chain vaccine, J. Pharm. Sci . 96: 44–60.

26. Fan, H., Li, H., Zhang, M., and Middaugh, C. R. (2007), Effects of solutes on empirical
phase diagrams of human fibroblast growth factor 1, J. Pharm. Sci . 96: 1490–1503.

27. Brandau, D. T., Joshi, S. B., Smalter, A. M., Kim, S., Steadman, B., and Middaugh, C. R.
(2007), Stability of the Clostridium botulinum type A neurotoxin complex: An empirical
phase diagram based approach, Mol. Pharm. 4: 571–582.

28. Ausar, S. F., Rexroad, J., Frolov, V. G., Look, J. L., Konar, N., and Middaugh, C. R.
(2005), Analysis of the thermal and pH stability of human respiratory syncytial virus, Mol.
Pharm . 2: 491–499.

29. Ausar, S. F., Foubert, T. R., Hudson, M. H., Vedvick, T. S., and C.R., M. (2006), Con-
formational stability and disassembly of Norwalk virus like particles: Effect of pH and
temperature, J. Biol. Chem . 281: 19478–19488.

30. Harn, N., Allan, C., Oliver, C., and Middaugh, C. R. (2007), Highly concentrated mono-
clonal antibodies: Direct analysis of structure and stability, J. Pharm. Sci . 96: 532–546.

31. Peek, L. J., Brandau, D. T., Jones, L. S., Joshi, S. B., and Middaugh, C. R. (2006), A
systematic approach to stabilizing EBA-175 RII-NG for use as a malaria vaccine, Vaccine
24: 5839–5851.

32. Rexroad, J., Martin, T. T., McNeilly, D., Godwin, S., and Middaugh, C. R. (2006), Thermal
stability of adenovirus type 2 as a function of pH, J. Pharm. Sci . 95: 1469–1479.



204 AN EMPIRICAL PHASE DIAGRAM –HIGH-THROUGHPUT SCREENING APPROACH

33. Ruponen, M., Braun, C. S., and C.R., M. (2006), Biophysical characterization of polymeric
and liposomal gene delivery systems using empirical phase diagrams, J. Pharm. Sci . 95:
2101–2114.

34. Thyagrajapuram, N., Olsen, D., and C.R.,M. (2007), The structure stability and complex
behavior of recombinant human gelatins, J. Pharm. Sci . 96: 3363–3378.

35. Nonoyama, A., Laurence, J. S., Garriques, L., Qi, H., Le, T., and Middaugh, C. R. (2008),
A biophysical characterization of the peptide drug pramlintide (AC137) using empirical
phase diagrams, J. Pharm. Sci ., 97: 2552–2567.

36. Salnikova, M. S., Joshi, S. B., Rytting, J. H., Warny, M., and Middaugh, C. R. (2008), Phys-
ical characterization of Clostridium difficile toxins and toxoids: Effect of the formaldehyde
crosslinking on thermal stability, J. Pharm. Sci . 97: 3735–3752.

37. Rexroad, J., Evans, R. K., and Middaugh, C. R. (2006), Effect of pH and ionic strength on
the physical stability of adenovirus type 5, J. Pharm. Sci . 95: 237–247.

38. Barrett, B. S., Picking, W. L., Picking, W. D. and Middaugh, C. R. (2008), The response
of type three secretion system needle proteins MxiHDelta5, BsaLDelta5, and PrgIDelta5 to
temperature and pH, Proteins 73(3): 632–643.

39. He, F., Joshi, S. B., Moore, D. S., Shinogle, H. E., Ohtake, S., Lechuga-Ballesteros, D.,
Martin, R. A., Truong-Le, V. L. and Middaugh, C. R. (2010), Using spectroscopic and
microscopic methods to probe the structural stability of human adenovirus type 4, Human
Vaccines 6(2): 204–211.

40. Kissmann, J., Ausar, S. F., Rudolph, A., Braun, C., Cape, S. P., Sievers, R. E., Federspiel,
M. J., Joshi, S. B., and Middaugh, C. R. (2008), Stabilization of measles virus for vaccine
formulation, Human Vaccines 4(5): 350–359.

41. Esfandiary, R., Yee, L., Ohtake, S., Martin, R. A., Truong-Le, V. L., Laurence, J. S.,
Lechuga-Ballesteros, D., Moore, D. S., Joshi, S. B., and Middaugh, C. R. (2010), Biophys-
ical Characterization of Rotavirus Serotypes G1, G3, and G4, Human Vaccines 6(5): (in
press)

42. Esfandiary, R., Kickhoefer, V. A., Rome, L. H., Joshi, S. B., and Middaugh, C. R. (2009),
Structural stability of vault particle, J. Pharm. Sci. 98(4): 1376–1386.

43. Zeng, Y., Fan, H., Chiueh, G., Pham, B., Martin, R., Lechuga-Ballesteros, D., Truong, V.
L., Joshi, S. B., and Middaugh, C. R. (2009), Towards development of stable formulations
of a live attenuated bacterial vaccine: a preformulation study facilitated by a biophysical
approach. Human Vaccinces 5(5): 322–331.

44. Shire, S. J., Shahrokh, Z., and Liu, J. (2004), Challenges in the development of high protein
concentration formulations, J. Pharm. Sci . 93: 1390–1402.

45. Zimmer, C., Luck, G., and Venner, H. (1968), Studies on the conformation of protonated
DNA, Biopolymers 6: 563–564.

46. Kamerzell, T. J. and Middaugh, C. R. (2007), Two-dimensional correlation spectroscopy
reveals coupled immunoglobulin regions of differential flexibility that influence stability,
Biochemistry 46: 9762–9773.

47. Miller, D. W. and Dill, K. A. (1995), A statistical mechanical model for hydrogen exchange
in globular proteins, Protein Sci . 4: 1860–1873.

48. Woodward, C. K. and Hilton, B. D. (1979), Hydrogen exchange kinetics and internal
motions in proteins and nucleic acids, Annu. Rev. Biophys. Bioeng . 8: 99–127.

49. Joshi, S. B., Kamerzell, T. J., McNown, C., and Middaugh, C. R. (2008), The interaction
of heparin/polyanions with bovine, porcine, and human growth hormone, J. Pharm. Sci .
97: 1368–1385.



REFERENCES 205

50. Eftink, M. and Ghiron, C. (1975), Dynamics of a protein matrix revealed by fluorescence
quenching, Proc. Natl. Acad. Sci. USA 72: 3290–3294.

51. Kamerzell, T. J., Unruh, J. R., Johnson, C. K., and Middaugh, C. R. (2006), Conformational
flexibility, hydration and state parameter fluctuations of fibroblast growth factor-10:effects
of ligand binding, Biochemistry 45: 15288–15300.

52. Ramsey, J. D., Gill, M. L., Kamerzell, T. J., Price, E. S., Joshi, S. B., Bishop, S. M.,
Oliver, C. N., and Middaugh, C. R. (2009), Using empirical phase diagrams to understand
the role of intramolecular dynamics in immunoglobulin G stability, J. Pharm. Sci. 98(7):
2432–2447.

53. Maclean, D. S., Qian, Q., and Middaugh, C. R. (2002), Stabilization of proteins by low
molecular weight multi-ions, J. Pharm. Sci . 91: 2220–2229.

54. Yoshioka, S. and Stella, V. J. (2000), Stability of Drugs and Dosage Forms , Kluwer Aca-
demic/Plenum Publishers, New York, pp. 187–199.

55. Ausar, S. F., Espina, M., Brock, J., Thyagarayapuran, N., Repetto, R., Khandke, L., and
Middaugh, C. R. (2007), High-throughput screening of stabilizers for respiratory syncytial
virus: Identification of stabilizers and their effects on the conformational thermostability of
viral particles, Human Vaccines 3: 94–103.

56. Salnikova, M. S., Joshi, S. B., Rytting, J. H., Warny, M., and Middaugh, C. R. (2008), Pre-
formulation studies of Clostridium difficile toxoids A and B, J. Pharm. Sci . 97: 4194–4207.

57. Markham, A., Birket, S., Picking, W. D., Picking, W. L., and Middaugh, C. R. (2008), pH
sensitivity of type III secretion system tip proteins, in Proteins: Structure, Function and
Bioinformatics , 71: 1830–1842.

58. Kissmann, J., Ausar, S. F., Foubert, T. R., Brock, J., Switzer, M. H., Detzi, E. J., Vedvick,
T. S., and Middaugh, C. R. (2008), Physical stabilization of Norwalk virus-like particles,
J. Pharm. Sci . 97: 4208–4218.





9
FLUORESCENCE AND

PHOSPHORESCENCE METHODS
TO PROBE PROTEIN STRUCTURE

AND STABILITY IN ICE:
THE CASE OF AZURIN

Giovanni B. Strambini

9.1. INTRODUCTION

Freezing of protein solutions may result in irreversible protein aggregation and severe
loss of catalytic activity of enzymes, reasons for which many proteins cannot be
stored in ice or lyophilized from it without partial inhibition of their function [1].
Notwithstanding the relevance of the phenomenon and the commercial importance
for the growing polypeptide-based pharmaceutical industry, little is known on the
structure and thermodynamic stability of proteins in ice. To date, the hypotheses
advanced on the freeze damage mechanism are based on indirect evidence and are
construed mainly around the presumed action of cryoprotectants, compounds that at
relatively high concentrations prevent these alterations.

The paucity of structural information on proteins in the frozen state is due pri-
marily to the insensitivity or the poor resolution of ordinary spectroscopic methods
in a highly scattering and anisotropic medium as ice. For example, fourier transform
infrared (FTIR) spectroscopy experiments, when conducted on freeze-labile proteins,
have not detected significant changes in the secondary structure of the native fold [2]
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presumably because they are carried out at relatively large protein concentrations, a
condition in which the perturbation is often attenuated as if the protein itself acted
as a stabilizer. For the same reason, little is known on the effect of freezing on the
thermodynamic stability of proteins. Indeed, formulations and protocols for the stabi-
lization of pharmacoproteins during industrial freeze-drying processes are still largely
worked out empirically, case by case, drawing mostly on long-time experience and
guided by thermodynamic data pertaining to stabilizing additives in liquid solutions
[3–5].

The more recent introduction of fluorescence and phosphorescence techniques
capable of probing the protein tertiary structure and the thermodynamic stability of
the native fold in ice holds promise for new insights on the nature of the ice pertur-
bation as well as on the cryoprotection mechanisms of various additives. This chapter
reviews recent (as of 2009) results obtained by these techniques on a model pro-
tein, azurin (and some appositely prepared mutants), on the effect of freezing on the
integrity of the native fold structure and on its thermodynamic stability (�G◦). Pertur-
bations of the tertiary structure are probed directly both by alterations in the lifetime
of tryptophan (Trp) phosphorescence emission and from freeze-induced binding of
the fluorescence probe ANS (1-anilino-8-aminonaphthalene), whereas �G◦ is derived
from guanidinium chloride denaturation of the protein, monitored by the change in
Trp fluorescence spectrum and yield.

Azurin from Pseudomonas aeruginosa is a small (14-kDa), monomeric copper-
binding protein well characterized in terms of its structure [6,7] and thermodynamic
stability [8,9]. Other suitable features of azurin are:

1. The macromolecule has a single Trp residue (W48) located within the rigid
inner core of the globular structure. Copper-free azurin exhibits the most
blueshifted Trp fluorescence spectrum known in proteins [10] and intense
longlived phosphorescence even at ambient temperature [11].

2. Residue W48 is wrapped inside a tight β-barrel motif, and its exposure to the
solvent requires no less than global unfolding of the polypeptide as confirmed
by the superposition of fluorescence and circular dichroism (CD) denaturation
profiles [9].

3. The denaturation of Cu-free azurin by guanidinium chloride (Gdn) is a fully
reversible process and the equilibrium is well represented by a two- state model
[9,12].

4. Several mutants have been constructed of constant fold but varying plasticity or
refolding kinetics useful in correlating molecular structure to thermodynamics.

9.2. TRYPTOPHAN PHOSPHORESCENCE AND ICE-INDUCED
PARTIAL UNFOLDING

In aqueous solutions at ambient temperature the phosphorescence lifetime τ of trypto-
phan residues in globular proteins can span a wide range, from seconds to microsec-
onds [13]. The main contributions to the shortening of τ are radiationless transitions
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from the excited triplet state, determined by the mobility of the protein–solvent
microenvironment [14,15] plus the onset of intra-and intermolecular quenching reac-
tions by specific side chains and trace impurities in the solvent. The outcome is that
the phosphorescence lifetime is a sensitive probe of the protein structure surrounding
the chromophore reporting on the flexibility of the site, the proximity of indole to
quenching side chains or prosthetic groups, and on accessibility of the site to small
solutes in the solvent. These features have proved to exhibit an unparallel sensitivity
to the conformational state of the macromolecule, with the ability of τ to monitor
even subtle alterations of the native fold often undetected by ordinary spectroscopic
techniques. Examples are the relatively large variations in τ often induced by ligand-
binding (metal ions [16–19], substrates, and cofactors [18,19]) subunit association
[20,21], the addition of stabilizing [21] or denaturing [22] agents and cosolvents [23],
and dehydration [24,25], besides variations in temperature and pressure [25]. Besides
the unique sensitivity of τ to the dynamical structure, another feature of phosphores-
cence is that it is a delayed emission and as such is easily separated in time from
excitation. The advantage of a delayed emission is that scattering of direct excitation,
which is very large in ice and often precludes isolation of prompt fluorescence from
the spurious background, does not interfere with phosphorescence measurements.

9.2.1. Effect of Ice Formation on Trp Phosphorescence Lifetime

Phosphorescence experiments in ice are typically carried out with 150-µL samples,
at protein concentrations in the 1–10 µM range, within airtight cylindrical spectrosil
cuvettes (4 mm ID) from which oxygen is completely removed prior to freezing [26].
Figure 9.1 shows that while the phosphorescence spectrum is practically indistinguish-
able between liquid and partly-frozen solutions, τ is markedly affected by the solidifi-
cation of water. It is instructive first to consider how τ relates to temperature-induced
variations of protein flexibility in solutions that do not undergo phase transitions. A
typical example of a τ-versus-temperature profile is given in Figure 9.2, where the
decay kinetics of azurin in a nonfreezing solvent (ethylene glycol buffer, 50/50, w/w)
is compared with that in buffer. At 170 K the organic solvent mixture forms a rigid
glass; protein motions are blocked by the high viscosity, and τ assumes its upper
limiting value of 6 s characteristic of rigid matrices. When the solution is warmed
above the glass transition temperature of the solvent, τ decreases progressively until,
on approaching the temperature of thermal denaturation, it suddenly drops to below
the 0.01 ms detection limit. While the gradual reduction of τ reflects a progressive
gain in the macromolecule flexibility as a result of the decreased solvent viscosity and
increased thermal energy, the steep high-temperature drop (not shown in the figure)
signals the abrupt enhancement of segmental mobility that accompanies the unfold-
ing of the globular structure. In contrast to the smooth τ-versus-temperature profile
obtained in a nonfreezing organic solvent mixture in buffer τ exhibits an additional
and sudden downward transition in correspondence of ice formation. At −12◦C, as
the supercooled solution solidifies, the average τ drops by about 30-fold, a clear indi-
cation of a dramatic gain in flexibility of the protein core. Besides a drastic reduction
in τ, another salient feature of the phosphorescence emission in frozen samples is the
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emergence of pronounced lifetime heterogeneity, a sign that the protein conformation
is no longer uniform in ice. The abovementioned phenomena appear to be quite gen-
eral to proteins in ice, as it was observed at various degrees with just about all the
proteins examined to date. Because the solidification of water is accompanied by an
increase in viscosity of the unfrozen liquid (liquidus) and protein motions are cou-
pled to solvent viscosity [23,27], a drastic increase in protein flexibility on freezing
is totally unexpected. Thus, we deduce that the decrease in τ ice attests to a general
and substantial loosening of the native fold, a partial unfolding of the polypeptide
that involves even the rigid domain hosting the phosphorescence probe. From the
multiphase phosphorescence decay we infer that in ice τ assumes a broad range of
values. The distribution narrows down on approaching the melting temperature of ice,
where an increasing fraction of the protein ensemble exhibits an unperturbed lifetime
identical to that in supercooled liquid at the same temperature. In structural terms, this
τ heterogeneity implies that the perturbation of protein structure induced by the solid-
ification of water is not unique and that the two-phase system provides for a multitude
of protein environments, some more stressful than others. Finally, it is observed that
the strain on protein structure produced by freezing is, by and large, promptly relieved
on thawing. For azurin, and other proteins, τ is readily reestablished to the value of
the liquid phase and the freeze–thaw cycle can be repeated several times with only
minor variations in spectroscopic properties. However, for enzymatic proteins such
as lactic dehydrogenase that are subject to irreversible damage of enzymatic activity
[28], the phosphorescence properties are not fully restored.

Among the hypotheses concerning the cause of freeze damage is the instability
of the folded state at low temperature (subunit dissociation and cold denaturation),
the low activity and peculiar properties of interstitial water (drying effect), changes
in pH of the liquidus and state of ionization of amino acid side chains, and finally,
protein–protein and protein–solute interactions elicited by the large freeze-induced
concentration of solutes. Phosphorescence data argue that none of these factors seem
to affect the integrity of azurin structure in ice. The long lifetime in supercooled
solutions τ0 proves that low temperature per se is not a destabilizing element. A
drying effect is also readily discounted. The water of hydration crystallizes only in
part and at much lower temperature (T < 140 K) [29]. Moreover, protein dehydration
invariably yields enhanced structural rigidity, as evidenced by the large value of τ

for fully desiccated protein powders [24]. Similarly, pH effects can also be ruled out.
Between pH 4 and 10 the decrease in τ is largely independent of the starting solution’s
pH and of the buffering salt. Likewise, the interaction among protein molecules, which
normally manifests itself in a concentration dependence of the phenomenon, cannot
be responsible for the partial unfolding in ice as the lifetime varied little between 0.1
and 10 µM, whereas at even higher concentrations there is a distinct attenuation of
the decrease in τ. The same conclusion is reached with respect to possible interactions
with buffering salts or NaCl in the unfrozen liquid as τ0 is only moderately sensitive
to molar quantities of these solutes.

We are left to consider protein–ice interactions, which may take the form of
an adsorption process, in the fashion of antifreeze proteins [30] or even of physical
distortion of the protein globule by anisotropic compression in the intergranular space
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Figure 9.1. Effect of freezing on the phosphorescence spectrum and on the decay kinetics of

azurin (5 µM, in 2 mM sodium phosphate buffer, pH 7) at −12◦C. The spectrum in supercooled

solution and in ice is superimposable.

of ice crystals [31]. In the first case the protein will distribute between the liquid and
the interface to the solid phase and the extent of adsorption will be determined by the
volume fraction of liquid water VL and the surface area of ice. In the second case the
perturbation is expected to be important only when the average size of intergranular
spaces is comparable with or smaller than the protein molecular volume. Thus, whereas
adsorption would manifest itself as a gradual process, purely mechanical effects of
ice formation would exhibit a more-or-less sharp threshold at some specific VL, a
threshold governed by the molecular weight of the protein.

The importance of VL on ice-induced perturbation was confirmed by the pro-
gressive drop in τ as the liquid fraction of water was reduced either by lowering
the freezing temperature or decreasing the salt concentration, NaCl or KC1, in the
starting liquid solution. The meaningful temperature range for phosphorescence mea-
surements is between 0◦C and −20◦C; at colder temperatures the liquidus viscosity
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increases rapidly and affects τ independently of how well structured the protein fold
is (see Fig. 9.2). Figure 9.3a displays the average τ of azurin in ice as a function of
the freezing temperature, for selected salt concentrations. Overall the results point out
the dominant role of VL on ice perturbation:

1. Independently of the salt concentration, τ decreases steeply on lowering the
freezing temperature, and hence VL. Even more significant is the reduction
in τ on decreasing the salt concentration at constant temperature (data along
vertical solid lines in Fig. 9.3a). Under these conditions what varies among the
samples is only VL as both the liquidus composition and temperature remain
constant.

2. There is a net difference between the τ–T profiles of concentrated equimolar
KC1 and NaCl solutions, whose eutectic temperatures are, respectively, −11◦C
and −23◦C. Below −11◦C KC1 crystallizes out and ice forms until VL is
reduced to the value of dilute solutions. The τ profile in KCl is analogous to
that in NaCl down to −10◦C, but in correspondence to the eutectic temperature
(−11◦C), τ drops abruptly to the value of dilute solutions.

When τ data are plotted against VL (Fig. 9.3b), we see that irrespective of the
temperature–salt concentration combination adopted, the variation of τ of azurin is
a smooth function of VL. There is no step-like threshold to support a perturbation
mechanism on the basis of mechanical distortions of the protein globule. Moreover,
other evidence based on the morphology of ice is consistent with protein adsorption
to the solid phase. The extent of adsorption depends on the total surface area of ice in
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contact with the liquidus, and for any VL it depends on the size of ice crystals. Large
crystals, and small ice surface area, are obtained by slow cooling and prolonged aging.
Frozen protein solutions seeded with a small ice crystal at −2◦C and then cooled at
rates of −200◦C or 1◦C/min gave substantially different lifetimes, and larger τ values
were associated with slower cooling rates. Likewise, rapidly cooled samples left to
anneal for several hours showed a significant, up to twofold, recovery of the ratio τ/τ0.
In either test, rate of cooling or annealing, a smaller perturbation of protein structure
is associated with the reduction in the ice surface area, again a correlation between τ

and ice morphology that is consistent with a mechanism based on protein adsorption.

9.2.2. Effects of Cryoprotectants on Ice-Induced Perturbation

The findings discussed above suggest that the reasons for destabilization of the native
fold in the frozen state must be sought in the direct interaction of the polypeptide with
the solid phase. Sugars and polyols are substances that even in moderate concentrations
afford a large degree of protection against freeze damage [28]. The influence of these
cryoprotectants on the lifetime response to freezing suggests that there is a direct link
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between the loosening of the native structure revealed by τ and the onset of degener-
ative processes that lead to enzyme inactivation–denaturation. Figure 9.4 shows the
influence of glycerol and sucrose, compounds commonly employed as cryoprotectants,
on the lifetime ratio τ/τ0 of azurin, at −10◦C. The results are compared with those
obtained with equimolar solutions of a “neutral” salt, NaCl, to account for the col-
ligative effects (VL) of the solutes. Although in liquid solutions molar concentrations
of sucrose and glycerol barely affect the internal flexibility of azurin (τ0), in ice even
moderate quantities of them display a remarkable ability to attenuate the reduction in
τ, particularly in the case of sucrose, which compared to glycerol is also a more potent
cryoprotectant. This correlation between the attenuation of the ice-induced unfolding
transition and the cryoprotective potential of the solute suggests a close connection
between the structural alterations revealed by the phosphorescence probe and those
implicated in freeze damage. In conclusion, the intrinsic phosphorescence emission of
azurin demonstrates that the solidification of water alters the native fold deep down
to the inner core of the macromolecule, the generalized increase in flexibility reflect-
ing partial unfolding of the polypeptide. The results of various tests suggest that the
dominant perturbation originates from a direct interaction of the macromolecule with
ice. Structural studies of proteins adsorbed on various substrates such as metal oxides,
silica, and charged polystyrene [32] have demonstrated an even more severe loss of
secondary structure and a profound destabilization with respect to thermal unfolding.
To date, the response of azurin to freezing was found to be quite general to the other
proteins examined.
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9.3. PERTURBATION OF AZURIN TERTIARY STRUCTURE IN FROZEN
SOLUTIONS REVEALED BY ANS FLUORESCENCE

Tryptophan phosphorescence provides direct evidence that the solidification of water
causes important alterations of the native globular fold, a change in structure that
mimics the formation of molten globule states. However, structural dynamics affords
only indirect information on the structure of the macromolecule and, further, is limited
to specific sites of the protein interior, in that Trp phosphorescence probes exclusively
the immediate environment of the chromophore. The aromatic chromophore 1-anilino-
8-naphthalene sulfonate (ANS) is feebly fluorescent in water, but its spectrum is
blueshifted and its intensity is dramatically increased in nonpolar solvents or when
the chromophore binds to nonpolar sites of proteins [33,34]. Since the early 1990s,
strong binding of ANS to molten globule states of proteins has been linked to the loss
of tertiary structure [35], and since then the method has been applied to characterize
transient states in protein denaturation [36–38]. Recently, studies conducted in our
laboratory examined the possibility to unveil potential alterations of the protein tertiary
structure in ice from binding of ANS. Here we summarize the results obtained with
azurin [39].

9.3.1. Ice-Induced ANS Binding to Apoazurin

Figure 9.5 shows the change in ANS fluorescence intensity induced by freezing a
solution containing 75 µM ANS and 2.5 µM azurin, at −13◦C. Whereas ANS alone
is weakly emitting in both liquid and frozen samples, in ice, the protein enhances
the fluorescence intensity by sevenfold and shifts the spectrum 13 nm to the blue.
This indicates that, in ice, ANS has accessibility to internal hydrophobic protein sites
apparently not available when the protein is in solution. Before concluding that the
creation of ANS binding sites is owed to ice-induced partial disruption of the protein
tertiary structure other possibilities, peculiar to the frozen medium, must also be taken
into account. One is the occupation of very weak binding sites reachable in ice,
owing to the ∼120-fold freeze-induced concentration of ANS ([ANS]ice = 9 mM) in
the liquidus; another is aspecific association of the probe to the polypeptide. Both these
alternative explanations were ruled out. First, in liquid supercooled solutions (−13◦C)
no fluorescence enhancement was observed that could be attributed to the occupation
of binding sites of mM affinity. Next, the fluorescence enhancement is totally abolished
on azurin denaturation in the presence of 45 mM guanidine hydrochloride. We recall
that the formation of ANS binding sites in a protein is generally associated with the
loss of its tertiary structure and that these sites are destroyed on major denaturation of
the globular fold. Further, freezing experiments conducted with Cd-azurin, which has
the same fold of apoazurin but is more stable by > 3 kcal/mol, show that practically no
ANS fluorescence enhancement is observed with the holoprotein. The net contrast in
ANS binding capacity between apo and holo forms does suggest that the disruption of
the tertiary structure in ice, inferred from ANS binding, is to be ascribed to the greater
structural plasticity of the apo form. Certainly, the lack of fluorescence enhancement in
the case of Cd-azurin rules out the possibility that the effects observed with apoazurin
be ascribed to a superficial, aspecific association of ANS to the polypeptide.
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The increment in ANS fluorescence in ice caused by 2.5 µM Az, at −13◦C,
is shown in Figure 9.6 as a function of the starting ANS concentration in solution
(10–200 µM). The intensity profile is reminiscent of a binding curve and shows
that the enhancement tends to saturate above 75 µM, as at larger concentrations the
intensity change is analogous to that of the protein free control. However, unlike a
simple hyperbolic binding curve, the fluorescence increases more gradually in the
low concentration range, conferring to the profile a slightly sigmoidal shape. The
profile recalls cooperative binding reactions but, of course, multiple binding sites and
a broad distribution of protein conformations in ice, inferred from the distribution of
phosphorescence lifetimes, makes for ample variability in the affinity to ANS within
the protein population. For this reason fluorescence profiles such as those of Figure 9.6
can at best provide a rough indication of the thermodynamic parameters governing
ANS–protein complex. Their main utility is to compare relative changes in the ANS
binding propensity brought about by varying experimental conditions such as the
addition of solutes, freezing protocols, and temperature.

Independent support for the formation of protein–ANS complex is provided by the
observation of fluorescence energy transfer from Trp (W48) to ANS. When the sample
is excited at 280 nm, where both Trp and ANS absorb, the fluorescence intensity of



ANS BINDING AND PERTURBATION OF TERTIARY STRUCTURE IN FROZEN SOLUTIONS 217

0.00 0.05 0.10 0.15 0.20

10

20

30

0 5 10

0.5

1.0

F
M

ax

[ANS]sol mM

7.5 15.0 22.5 30.0

[ANS]ice mM

F
/F

0
(λ

E
M
 3

20
)

[ANS] µM

Figure 9.6. ANS fluorescence intensity (Fmax) profiles in ice at −13◦C as a function of its

concentration. Direct excitation at 350 nm: (•) 2.5 µM azurin, (�) 2.5 µM cadmium azurin and

(�) ANS control. Excitation at 280 nm: (©) 2.5 µM azurin. The latter profile was normalized

for the change in absorbance of ANS between 280 and 350 nm. The inset shows the Trp

fluorescence intensity of azurin (λex = 280 nm) measured at 320 nm with a 305-nm longpass

filter. Indicated on the top horizontal axis is the concentration of ANS in the water pools of

ice, [ANS]ice, estimated from a freeze concentration factor fc = 120. (Reprinted from Gabellieri

and Strambini [39].)

W48 decreases, sharply at increasing [ANS] (Fig. 9.6, inset), while the fluorescence of
ANS significantly increases as compared to direct excitation of the probe at 350 nm.
This finding demonstrates that the strongly fluorescent ANS molecules are within the
range of energy transfer of W48, (r ≤ R0 = 2.3 nm) [34], as, given the size of the
macromolecule, would be expected upon complex formation.

9.3.2. Effect of Temperature on ANS Binding to Azurin

To test whether the temperature-dependent structural alterations reported by the phos-
phorescence lifetime are also reflected on the ANS binding affinity/number of binding
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sites, the ANS fluorescence profiles were obtained at four different temperatures
between −4◦C and −18◦C. The results are plotted in Figure 9.7 as a function of
the [ANS]ice calculated from the respective freeze concentration factor. Two features
are worth noting in the “binding” curves of Figure 9.7:

1. As the temperature is lowered, the fluorescence enhancement begins at progres-
sively higher ANS concentrations (Fig. 9.7, inset) suggesting that the apparent
affinity of the binding sites becomes smaller. The change in average binding
constant is smooth and a factor of ∼3. The trend need not necessarily point
to a change in the nature of the azurin binding sites because, considering the
drastic increase in solute concentration with freezing temperature, the apparent
decrease in affinity is likely to reflect large deviations of activity coefficients
form ideality and/or colder temperature itself.

2. The maximum fluorescence enhancement factor (the plateau value) increases
at lower temperature, a sign that the number of binding sites is larger. The
tendency is not a smooth one as most of the overall twofold change in intensity
is found between −8◦C and −13◦C.

Presumably, nonequilibrium conditions may be responsible in part for the stepwise
response and the measured enhancement may not be a strict indicator of the number of
binding sites. For instance, below −13◦C, ANS diffusion among increasingly smaller
water pools may be severely blocked and no further binding may occur at lower
temperature. At warmer temperatures, a sort of compensation between a decreased
number of binding sites and a larger diffusion coefficient of ANS may conduct to
similar plateau values for the curves at −8◦C and −4◦C. The main conclusion to be
drawn from the temperature dependence of the ANS fluorescence enhancement is the
net increase in the number of binding sites on lowering the freezing temperature a
finding that is consistent with a greater perturbation of the protein tertiary structure.

9.3.3. Effect of Stabilizing and Destabilizing Agents

As opposed to glycerol, a classical stabilizing additive, the anion SCN− is a mild
destabilizer both in solution and in ice [2], and is used in preference to strong denatu-
rants when loosening rather than complete unfolding the globular structure is required.
Figure 9.8 compares ANS binding curves obtained in the presence of 20 mM glycerol
and 5 mM NaSCN, at −13◦C. The fraction of liquid water was maintained constant by
adjusting the NaCl concentration to give the solution the same colligative properties.
The results show that glycerol, even in the millimolar concentration range (inset of
Fig. 9.8), completely abolishes ANS binding to azurin, whereas NaSCN more than
doubles the fluorescence enhancement. The main effect of the destabilizer is not to
increase the apparent affinity of ANS for azurin but to create additional binding sites
with equal and also lower affinity. In the case of NaSCN a fluorescence plateau is
not reached within the ANS concentration range explored. The opposite effect of
the two additives on the ANS fluorescence enhancement is nicely correlated to their
modulation of the protein stability to unfolding.
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9.3.4. Ice-Induced Enhancement of ANS Fluorescence in Mutant
Apoazurins

Among the several azurin mutants available, I7S, F110S, and C3A/C26A maintain
a native-like fold [40,41] and will therefore present the same surface topology and
chemical composition to the ice–water interface. Both I7S and F110S are characterized
by an internal cavity, caused by the substitution of bulky Ile and Phe with smaller
Ser, whereas in C3A/C26A the disulfide bridge linking strands β1 and β2 has been
severed. The stability of these mutants is about 3 kcal/mol lower relatively to the
wild type (WT) [41–43] and the internal flexibility of the polypeptide is considerably
larger, particularly with I7S and F110S [16]. Here, we compare the ANS binding
capacity of the three azurin mutants to ascertain how these modified features modulate
the ice-induced perturbation of tertiary structure [44]. The dependence of the ANS
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fluorescence intensity, in ice at −13◦C, on the starting ANS concentration in solution
(10–200 µM) is shown in Figure 9.9. The profiles of Figure 9.9 show that for the
mutants, relative to the WT, onset of ANS binding occurs at lower concentrations and
the intensity enhancement is significantly greater: 10.6-fold for C3A/C26A, 26-fold
for I7S, and 30-fold for F110S. The larger ANS intensity indicates that the number of
ANS binding sites and, presumably, the extent of the structural alteration are sensibly
larger with the less stable mutant azurins. A rough estimate of binding affinities yields
ANS dissociation constants in the range of 6–8 mM for wild type (WT), 2–4 mM
for C3A/C26A, 2.5–5 mM for I7S, and 1.5–9 mM for F110S. It seems reasonable
to associate the higher affinity and larger number of ANS binding sites of the mutant
proteins to a less stable globular fold and conclude that their creation is favored by,
or requires, structural plasticity. There are, however, significant differences among
the mutants on the number of binding sites that is not explained in terms of absolute
stability. The apparently much larger number of binding sites in I7S and F110S relative
to C3A/C26A probably correlates with the greater internal hydration and structural
flexibility of the former mutant azurins. In C3A/C26A the removal of the superficial
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C3–C26 disulfide bridge has little effect on the compactness of the protein core and,
judging from the phosphorescence properties of W48 embedded in t, internal motions
remain restrained. On the contrary, the creation of an internal cavity of 40 cubic A◦ in
I7S and 100 cubic A◦ in F110S, presumably filled with water [16,40], permits large
amplitude structural fluctuations that increase remarkably the flexibility of the globular
fold, as evidenced by the three to four orders-of-magnitude increase in permeability
to acrylamide. A possible explanation for the correlation between internal hydration
and ANS binding capacity is that the drastic drop in water activity on ice formation
causes the cavities to dehydrate and collapse with consequent rearrangement of the
internal peptide structure. This process may ensue in widespread deformations of the
native fold with the creation of a large number of ANS binding pockets. Altogether, the
considerations discussed above suggest that the ice-induced capacity to bind ANS, and
presumably the magnitude of the underlying structural perturbation, will be greatest
with deformable, flexible, and internally hydrated globular folds.

A direct correlation between the extent of ANS binding and the instability of
azurin to the freeze–thaw process was also established from the degree of irreversible
denaturation of WT and mutant species when subjected to repeated freeze–thaw
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cycles. The native protein fraction remaining after 15 freeze–thaw cycles decreases
from WT to mutant proteins, and among the latter species it is significantly smaller
with the cavity forming mutants I7S and F110S relative to compact C3A/C26A. Such
linkage between instability to freeze–thaw and the propensity to bind ANS in ice
supports the notion that irreversible damage to freeze-labile proteins, often resulting
in enzyme inactivation and or protein aggregation, is likely to have originated from
partial unfolding of the globular structure in ice. Tests extended to other proteins
confirmed that a stressed condition of the globular structure in ice is widespread,
indicating also that oligomers proteins are more susceptible to unfolding than are
monomers presumably because the macromolecule can be further destabilized by sub-
unit dissociation.

9.4. THERMODYNAMIC STABILITY OF AZURIN IN ICE

A quantitative description of protein stability in ice has been hampered by the difficulty
in determining unfolding eqiulibria in a highly scattering and heterogeneous medium,
characterized by spatially uneven concentration of solutes. As a result, the intensity
of optical signals normally used to monitor the concentration of native and denatured
species in equilibrium varies considerably from site-to-site, and in addition, they may
be submerged by a conspicuous and unsteady background not readily accounted for.
These limitations have been overcome by an experimental approach, based on the
change of Trp fluorescence between native and denatured states of azurin, which
permitted monitoring of unfolding eqiulibria and the thermodynamic stability (�G◦)
of the protein in frozen aqueous solutions [45]. The main innovations with respect to
standard fluorimetry involved (1) drastic reduction in the spurious background from
replacement of lamp with pulsed laser excitation and (2) simultaneous acquisition
of the fluorescence spectrum by means of a charge-coupled device (CCD camera)
combined with data analysis based on fluorescence intensities ratio, a procedure that
avoids problems connected with site-to-site variation and sample to sample signal
instability. The study was conducted with the azurin mutant C112S, for which, contrary
to the WT, the unfolding equilibrium is promptly reversible in both liquid and frozen
samples. For all details of the procedure and data analysis referral should be made to
the original report [45].

9.4.1. Effect Freezing on the Unfolding Equilibrium at Constant
Temperature and Solute Activity

The large redshift and quenching of W48 fluorescence on guanidinium hydrochloride
(Gdn) induced azurin denaturation in ice is shown in Figure 9.10. The figure also
shows a clearly identified isosbestic point in the spectrum together with the wave-
lengths used to calculate the fluorescence intensity ratio and, in turn, the fraction of
native protein fN in the denaturation equilibrium. Tests devised to check the spatial
uniformity of fN in ice consistently confirmed that despite an ≥2.5-fold variation of
the fluorescence intensity across the sample, presumably reflecting distinct excita-
tion/fluorescence collection efficiencies or spatially nonuniform protein concentration,
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no significant differences could be detected in the degree of denaturation. Thus, it
appears that at the lowest spatial resolution of 0.5 mm examined the composition and
concentration of solutes in the liquidus is uniform and the stability of azurin in ice is
constant throughout.

At constant freezing temperature, the fraction of liquid water in equilibrium with
ice (VL) can be reduced, and the amount ice in equilibrium with the liquidus increased,
from 100% of liquid samples, by progressive dilution of the concentrated Gdn/NaCl
salt mixtures used to denature the protein in the liquid state. Because samples pre-
pared by increased dilution of the same Gdn/NaCl salt mixture have the same liquidus
composition should ice not perturb the free energy of the protein in either native (N)
or denatured (D) state the unfolding equilibrium would not be affected by freezing
and fN be independent of VL. Figure 9.11 compares the value of fN, at a fixed salt
composition, between the liquid stock solution and frozen samples obtained from
progressive dilution of the same stock from 3.51 M down to 10 mM total salt, cor-
responding to a decrease in VL from 100% to 0.285%. The results show that, despite
the constant activity of guanidinium in these samples, the fraction of native protein is
a steep function of VL, namely, that at some point the solid phase affects significantly
the denaturation of azurin by Gdn. Unexpectedly, at small VL the equilibrium shift
toward the folded state, a change that in appearance would seem as a “stabilizing”
influence of ice.
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Figure 9.11. Fraction of native C112S azurin fN in the denaturation equilibrium at −14◦C, as

a function of the fraction of liquid water VL in equilibrium with ice. The total concentration

of the salt mixture, at 20◦C, is indicated on the top axis. The Gdn content in the mixture is

45.05%. The salt concentration in the liquidus is 3.51 M, and VL = 100% refers to the liquid

state. (Reprinted from Strambini and Gonnelli [45].)

9.4.2. Denaturation Profiles in Ice at Selected VL

Equilibrium unfolding curves in liquid and in frozen samples at selected VL, at
−14◦C, are compared in Figure 9.12a. At smaller VL the profiles are less steep and
shift to higher denaturant concentration. The thermodynamic parameters �G◦ and m
value, obtained from the linear the free-energy plots [�G◦

Gdn = −RT ln(1/fN−1) =
�G◦ − m[Gdn] (Fig. 9.12b)], indicate that at large VL the protein stability is prac-
tically identical between liquid and frozen samples, but that in ice �G◦ decreases
progressively at smaller VL, up to >3 kcal/mol (by roughly 35%) at VL = 0.285%.
The data provide the first unequivocal proof that “dry” ice destabilizes the native fold
of proteins. Because the main effect of reducing the size of the liquid water pool is to
increase the surface area of ice in contact with the liquidus the mechanism underlying
destabilization of the native(N) state in ice is reminiscent of an adsorption process
in which the macromolecule is partitioned between the surface of ice and the sur-
rounding liquidus. As VL decreases, a greater fraction of the protein sample would
adsorb to ice and change its stability. The decrease of �G◦ in ice implies that protein
ice-interactions lower the free energy of the denatured (D) state to a greater extent
than that of the N-state, suggesting that the interactions are stronger for the expanded
protein fold having a larger solvent accessible surface area (ASA), which is reasonable
for an adsorption process.
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Figure 9.12. (a) Equilibrium denaturation curves of C112S azurin (6 µM), at −14◦C, and

at selected VL : VL = 0.285% (�), VL = 0.57 % (�), VL = 1.425% (�), and VL = 5.7% (�). The

denaturation profile in the liquid state (©), 3.51 M total salt concentration, is included

for comparison. (b) Linear free-energy plots [�G = −RT ln(1/f−1
N ) = �G◦ − m[Gdn]] for the

denaturation of C112S azurin in ice, VL = 0.285% (�), and in solution (•), at −14◦C [data from

part (a)]. (Reprinted from Strambini and Gonnelli [45].)
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Interestingly, the lower protein stability in “dry” ice is correlated with the reduc-
tion in m value from 6.8 to about 4.0 kcal/mol. Several studies have demonstrated
that the m value is directly correlated to the change in solvent-accessible surface area
(�ASA) of the protein during unfolding [46,47]. A smaller �ASA in ice relative to
the liquid state indicates that destabilization of the protein fold in ice is associated to
either a larger ASA for the N state or a smaller ASA for the D state or both. Namely,
the main effect of adsorption of the protein to ice is either partial unfolding of the
N state, and consequent increase in ASAN, or alternatively, partial compaction of the
expanded D state, with consequent decrease of ASAD. Practically no data are available
on the structure of D state in ice and the fluorescence spectrum, which is sensitive
to the microenvironment of the chromophore, does not report alterations at small VL

that could be interpreted as less than full exposure of W48 to the aqueous phase. On
the contrary, there is direct spectroscopic evidence of partial unfolding of the N state
at small VL. Above we have seen that the phosphorescence lifetime of internal Trp
residues in several proteins, azurin included, reports a drastic enhancement of the struc-
tural flexibility of the macromolecule in ice at small VL that is consistent with substan-
tial loosening of the compact protein core [26]. Likewise, ice-induced binding of ANS
to azurin wildt type and mutants, confirmed that in frozen solutions the globular struc-
ture is generally perturbed tending to evolve into a molten globule-like state [39,44].
Both Trp phosphorescence and ANS binding probes report an altered, expanded N
state that could largely account for decrease of �G◦ and m value observed here.

To test the effect of temperature on the ice perturbation, azurin denaturation
studies were extended over the temperature interval from −8◦C to −16◦C. Overall,
the stability of azurin is only slightly affected by temperature in both liquid and frozen
solutions. In ice, �G◦ remains 30% to 35% smaller than in solution, and the decrease
in protein stability is constantly associated with a corresponding reduction in m value.
Such invariance to temperature attests to a predominant role of VL (the extent of the
ice surface in contact with the liquidus) on the ice perturbation.

The method presented here, based on azurin unfolding in ice as a model system, is
presently employed to investigate the cryoprotective mechanisms of osmolytes (sugars,
polyols, amino acids, and methylamines), salts of the Hofmeister series, and natural
or synthetic polymers.
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10
APPLICATIONS OF

SEDIMENTATION VELOCITY
ANALYTICAL

ULTRACENTRIFUGATION
Tom Laue

10.1. INTRODUCTION

For over 75 years, analytical ultracentrifugation (AUC) has proved to be a powerful
method for characterizing solutions of macromolecules and an indispensable tool for
the quantitative analysis of macromolecular interactions [1–8]. It can be used to
analyze the solution behavior of a variety of molecules in a wide range of solvents
and over a wide range of solute concentrations. During analytical ultracentrifugation,
samples are characterized in their native state under biologically relevant solution
conditions, and in the absence of a matrix. Because AUC is nondestructive, samples
may be recovered for further tests following the AUC procedure.

Two complementary views of solution behavior are available from AUC.
Sedimentation velocity provides first-principle, hydrodynamic information about
the size and shape of molecules [1,4,6], while sedimentation equilibrium provides
first-principle, thermodynamic information about the solution molar masses,
stoichiometries, association constants, and solution nonideality [3,6,8]. Different
experimental protocols are used to conduct these two types of analysis. This chapter
covers the fundamentals of sedimentation velocity.
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10.2. TYPES OF PROBLEMS THAT CAN BE ADDRESSED

Analytical ultracentrifugation provides useful information on the size and shape of
macromolecules in solution with very few restrictions on the sample or the nature
of the solvent. The fundamental requirements for the sample are that it (1) have an
optical property that distinguishes it from other solution components, (2) sediments or
floats (i.e., its density must differ from that of the solvent) at a reasonable rate at an
experimentally achievable gravitational field, and (3) be chemically compatible with
the sample holder. The fundamental solvent requirements are that it be chemically
compatible with the sample cell and that it be compatible with the optical system.
The range of molecular weights suitable for sedimentation velocity is vast, from a
few hundred daltons (e.g., peptides, dyes, oligosaccharides), to several hundred million
daltons (e.g., viruses, organelles).

Sample purity affects the sorts of questions that may be addressed by AUC.
Detailed analyses are possible for highly purified samples with only a few discrete
macromolecular components. Some of the thermodynamic parameters that can be mea-
sured by AUC include molecular weight, association state, and equilibrium constants
for reversibly interacting systems. It also can provide hydrodynamic shape informa-
tion. For samples containing many components, samples containing aggregates or
lower-molecular-weight contaminants, or high-concentration samples, size distribu-
tions and average quantities may be determined. While these results may be more
qualitative than those from more purified samples, the dependence of the distributions
on macromolecular concentration, ligand binding, pH, and solvent composition can
provide unique insights into macromolecular behavior.

10.3. BASIC THEORY

Mass will redistribute in a gravitational field until the gravitational potential energy
exactly balances the chemical potential energy at each radial position. If the rate at
which boundaries move during this redistribution is monitored, then one is conducting
sedimentation velocity analysis. If the concentration distribution after equilibrium is
reached is determined, then one is conducting sedimentation equilibrium analysis. This
chapter focuses on sedimentation velocity analysis.

A sedimentation velocity experiment may be understood by considering the forces
acting on a molecule during the experiment. The force on a particle due to the gravi-
tational field is just Mpω

2r , where Mp is the mass of the particle, ω is the rotor speed
in radians per second [ω = (2π · rpm)/60], and r is the distance from the center of
the rotor. A counterforce is exerted on the particle by the mass of the solvent M , dis-
placed as the particle sediments Msω

2r leading to a net force of (Mp − Ms)ω
2r . The

mass of solvent displaced is just the Mp times partial specific volume of the particle
v . (cm3/g) times the density of the solvent ρ (g/cm3). So the effective, or buoyant
mass of the particle is Mb = Mp(1 − v .ρ). The last force to consider is the frictional
force developed by the motion of the particle through the solvent, which given by fv ,
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where f is the frictional coefficient and v is the velocity. Balancing these forces, we
obtain the two definitions of the sedimentation coefficient:

s ≡ v

ω2r
= Mb

f
(10.1)

The first definition refers to the experimental measurements, the ratio of the velocity
of the boundary to the gravitational field, and the second is the molecular definition,
the ratio of the buoyant mass and the frictional coefficient.

Diffusion causes the sedimenting boundary to spread with time. Hence, by moni-
toring the motion and shape of a boundary it is possible to determine both the sedimen-
tation coefficient and the translation diffusion coefficient D . From the Stokes–Einstein
relationship, D = RT/NAf , where R is the gas constant [erg/(mol · K)], T is the abso-
lute temperature, and NA is Avogadro’s number.

The time evolution of the radial concentration distribution during sedimentation
is given by the Lamm equation

dc

dt
= D

[
d2c

dr2
+ 1

r

dc

dr

]
− sω2

[
r

dc

dr
+ 2c

]
(10.2)

where c is the weight concentration of macromolecules and t is time. The optical
systems on the analytical ultracentrifuge supply the radial concentration distribution
at time intervals during the course of an experiment c(r , t), and the instrument provides
the rotor speed ω. The quantities sought in a velocity sedimentation experiment are s
and D . While there are no exact solutions to the Lamm equation, both approximate
[9,10] and numerical [11–13] solutions form the basis of many sedimentation velocity
analysis programs used to extract s and D from AUC data. By taking the ratio s /D , we
remove the frictional contribution to these parameters, and the result is proportional
to the buoyant molar mass Mb through the Svedberg equation:

s

D
= Mb

RT
(10.3)

The Lamm and Svedberg equations are the usual starting points for the equations that
apply to real chemical systems [14–16], and the reader is referred to more thorough
treatments of the density [17,42], the partial specific volume [18,19], and the frictional
coefficient [20–24].

It is important to recognize that s and D are system properties and not properties
of a molecule. A trivial example of this fact is that s and D will depend on pH,
particularly if there is a pH-dependent conformational change. A less trivial example
is the change in s and D at high concentrations. To a first approximation, changes in
s and D for solutions containing one macromolecular component are approximated
as s = s0/(1 + ksc) and D = D0(1 − kDc), where s0 and D0 are the sedimentation
and diffusion coefficients extrapolated to zero concentration, c is the mass concentra-
tion, and ks and kD are experimentally determined coefficients. Values for ks and kD

may be positive or negative depending on whether the concentration dependence is
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dominated by attractive or repulsive macromolecular interactions. For very high con-
centration solutions, or for solutions that contain more than one high-concentration
macromolecular component, the approximations may not hold [14].

10.4. INSTRUMENTS AND OPTICAL SYSTEMS

The analytical ultracentrifuge is similar to a high-speed preparative centrifuge in that
a spinning rotor provides a gravitational field large enough for the sedimentation of
molecule-sized particles. What distinguishes the Beckman Coulter (Fullerton, CA)
XLI analytical ultracentrifuge from a high-speed preparative centrifuge is the spe-
cialized rotors, sample holders, and optical systems that permit the observation of
samples during sedimentation. The analytical rotor has through-holes that allow sam-
ples, contained in windowed sample cells, to be viewed while spinning. Each cell
contains a centerpiece with chambers (called channels) to hold the liquid samples.
The centerpiece, in turn, is sealed between windows to permit the passage of light
through the channels. Centerpieces are made out of a variety of tough, inert mate-
rials, such as epoxy, anodized aluminum, or titanium. For biological materials, the
epoxy-based centerpieces (either aluminum-filled or charcoal-filled for better thermal
equilibration) typically are used. Depending on the type of experiment that will be
performed, centerpieces are available that can hold several samples each. Rotors for
the XLI are available that hold either four or eight cells; hence many samples may be
analyzed at once.

10.4.1. Optical Systems

The fundamental measurements in AUC are radial concentration distributions. These
concentration distributions, called “scans,” are acquired at intervals ranging from min-
utes (for velocity sedimentation) to hours (for equilibrium sedimentation). As the rotor
spins, each cell passes through the optical paths of detectors capable of measuring
the concentration of molecules at closely spaced radial intervals in the cell. There
are three commercially available optical detectors for the XLI to measure the con-
centration distributions: an absorbance spectrophotometer and Rayleigh interferometer
from Beckman Coulter mentioned on 10-5, and the fluorescence detector from Aviv
Biomedical (Lakewood, NJ) [25]. All subsequent analysis of sedimentation data relies
on the quantity and quality of data available from these detectors. A detailed compar-
ison of the absorbance and interference optical systems is available [26]. A summary
of the properties of each optical system is presented below. In addition to these
real-time optical systems, for size exclusion (SE) experiments tracer sedimentation
methods have been described where the concentration gradients of labeled molecules
are determined following centrifugation using a microfractionator [4,27].

10.4.1.1. Absorbance System. The absorbance optical system is the most
frequently used type of detector for the analytical ultracentrifuge [26]. It is the easiest
to use and operates as a standard double-beam spectrophotometer. Under conditions
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where the Beer–Lambert law holds, the absorbance signal is directly proportional to
solute concentration: A = εcl , where ε is the solute’s weight extinction coefficient,
c is the weight concentration, and l is the sample pathlength (1.2 cm for standard
centerpieces). The rated precision of the absorbance system is ±0.01 OD (where
OD = optical density), although it is usually better than this. The noise is primarily
stochastic. Hence, the noise appears as high-frequency “fuzz” around the signal. The
scans may contain systematic noise that is either radially independent (e.g., the entire
scan is shifted up or down) or time-independent (e.g., a feature, such as a scratch, that
does not move from scan to scan). For the absorbance system, radially independent
noise should be absent, and time-independent noise usually is limited to window
imperfections (e.g., scratches, smudges). As described below, the other optical systems
will have very different noise characteristics.

Although the absorbance optics function over a wavelength range from 190 to
800 nm, limited light intensity may restrict the useable range for two reasons:

1. Many standard biological solvent components absorb strongly at short
wavelengths (e.g., disulfides, carbonyl oxygen, nitrogenous compounds, some
detergents), so solvent components should be selected with care when data
collection at short wavelengths is desired. A simple rule of thumb is that the
solvent absorbance at the desired operating wavelength should be less than
∼0.5 OD, using water as the reference.

2. Output from the light source is blue-rich and “spiky,” with the maximum
output at 230 nm, and very low red light output. If there uncertainty about what
wavelength to use, one can perform a wavelength scan using the XLI operating
software. It is best to view these data as both intensities and absorbencies to
ensure the data will have a good signal-to-noise ratio [26].

When preparing samples for the absorbance system, you should ensure that they
have an absorbance between 0.2 and 1.0 OD at the chosen wavelengths. If you are
interested in gathering data over a wide concentration range, you may want to scan
different samples at different wavelengths. While this is permitted, the XLI wavelength
selector is notoriously imprecise (±3 nm) at setting the monochromator back to the
same wavelength. Consequently, if your experimental protocol involves scanning sam-
ples at different wavelengths, you should make sure that the wavelengths used are in
“flat” portions of the sample’s absorbance spectrum, and not in regions where the
absorbance is changing rapidly with wavelength. While some analysis programs (e.g.,
ULTRASCAN) have built in routines to adjust data for these variations, it is best to
avoid the problem. Of the three optical systems, the absorbance system requires the
longest to complete a scan. For sedimentation equilibrium, long scan times are not
a problem. However, for sedimentation velocity experiments, long scan times may
limit the amount of data acquired over the course of an experiment. Consequently,
absorbance protocols for velocity experiments typically use a fairly coarse radial step
size (0.003 cm) and no data averaging.

When used in a traditional double-beam mode (each sample having a correspond-
ing reference solution), up to three (four-hole rotor) or seven (eight-hole rotor) samples
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may be analyzed. It is also possible to the use intensity data for sedimentation velocity
analysis [28], thus doubling the number of samples per experiment. You should ensure
that the material in the sample and reference channels have approximately the same
absorbance reading, and that the absorbance is not too high (< 0.5OD). Otherwise,
the automatic gain control logic of the XLI may produce unusable data.

10.4.1.2. Interference System. The signal from the Rayleigh interference
optical system consists of equally spaced horizontal fringes whose vertical displace-
ment �Y is directly proportional to the optical path difference between light beams
passing through the sample and reference solutions. Any refractive index differ-
ence �n between the two solutions contributes to the optical pathlength so that
�Y = �n l/λ, where l is the optical pathlength and λ is the wavelength of the
light source [29,30]. For a nondialyzable solution component, the refractive index dif-
ference is proportional to the product of the weight concentration c and the refractive
index increment dn/dc: �n = c(dn/dc). For proteins, dn/dc is relatively independent
of composition with an average value of 0.186 mL/g [31]. For the XLI, λ =∼ 670
nm and the sample pathlength is 1.2 cm, so that a 1-mg/mL sample results in a fringe
displacement of ∼3.25 fringes [26].

Any material having a refractive index different from the reference will contribute
to the signal. This is a useful characteristic but poses possible problems. Because the
signal from the interference optical system does not rely on a chromophore, color-
less compounds (e.g., polysaccharides, lipids) may be characterized by AUC using
interference optics. However, it may be impossible to analyze a sample containing
nondialyzable substances (e.g., detergents, lipid micelles). Thus, while the molecu-
lar weights and partial specific volumes of detergents may be characterized using
interference optics [32], samples containing detergents are best studied using either
absorbance or fluorescence optics.

Unlike the absorbance system, the interference signal has very little stochastic
noise. However, since any pathlength difference between the sample and reference
beams contributes to the fringe displacement, even tiny optical imperfections (e.g.,
dust, oil, dirt, scratches on the lenses and mirrors) are visible in the signal. Con-
sequently, there is significant time-independent systematic noise. Furthermore, con-
version of the interference image to fringe displacement measurements uses Fourier
analysis to determine the fractional fringe displacement [33] for which the first radial
position is arbitrarily assigned a zero fringe displacement. Since the fringes cannot
be traced through certain image features (e.g., menisci), fringe displacement data also
contain radially independent systematic noise. Both types of systematic noise must be
removed prior to data analysis [14,34,35].

The precision and accuracy of the interference optical system places a premium on
the optical components. Any variation in the window or centerpiece flatness >0.01 λ

will cause a vertical shift in the image. A severe wedge (>30 λ) will result in severe
degradation or even loss of the image as the entire diffraction envelope can be dis-
placed from the camera sensor. Stress on the optical components also may lead
to refractive index changes. For this reason, sapphire windows must be used with
the interference optical system. Also, in order to achieve the full accuracy of the
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interference optics, careful alignment and focusing are necessary [26,30]. It is not that
the interference optics are particularly fussy with respect to focusing; rather, they offer
precision and accuracy well beyond the other optical systems and hence require that
more attention be paid to focus and alignment.

10.4.1.3. Fluorescence System. The fluorescence optical system is the most
recent addition to the XLI. The AU-FDS (Aviv Biomedical, Lakewood, NJ) may be
added to an existing XLI, and is based on previously described prototypes [37,38].
A laser light source must be used in order to achieve sufficient radial resolution
(∼20–50 µm). The AU-FDS laser provides excitation at 488 nm, and it must be used
with suitable labels such as fluorescein, BODIPY, NBD, green fluorescent protein
(GFP), and the many derivatives of these labels used for fluorescence microscopy.
Information about specific labels and the chemistries available for attaching them to
biomolecules may be found on the Web (see http://probes.invitrogen.com/handbook/).
Alexa488 is an excellent choice because of its large extinction coefficient (∼80, 000),
insensitivity to pH, resistance to photobleaching, and the many coupling chemistries
for covalently attaching the dye to specific functional groups on proteins and nucleic
acids. The many variants of GFP may be used to generate transcriptionally labeled
material for the AU-FDS. Because of the extraordinary sensitivity and selectivity of
fluorescence detection, it is possible to characterize the sedimentation behavior of
GFP-labeled proteins in cell lysates without further purification [25].

In AU-FDS optics, the emitted light passes through a pair of longpass (>505-nm)
dichroic filters. This choice of filters captures the maximum amount of emitted light,
providing good sensitivity, but offers no opportunity to select a label by its emission
characteristics. Thus, there is currently no simple way to use multiple labels in the
AU-FDS (e.g., for fluorescence resonance energy transfer).

Data from the fluorescence detector contain both high-frequency stochastic noise
and low-frequency systematic noise. The stochastic noise level is about 1% of the
signal. This observation holds over a wide range of sample concentrations and detector
gain settings. Systematic noise tends to be time-independent and arises from two
sources:

1. Fluorescent material may stick to the windows, particularly in places where
there once was an air–liquid boundary. Hence, there can be regions where
label stuck to the window while the cell was being handled (e.g., filled, placed
in the rotor). The severity of this problem depends strongly on the nature of
the sample, with some proteins exhibiting little sticking while other proteins
and other materials (especially lipids) leaving an uneven coating over most
of the window. While most analysis programs remove time-invariant noise,
the resultant loss of materials to surfaces will affect the concentration of the
labeled material (discussed below).

2. Background fluorescence from cell components (particularly epoxy center-
pieces), another source of systematic noise, tends to be of lower magnitude
and more uniform than that from adsorbed label, and also is removed during
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data analysis. Sources of radially independent noise include variation in the
source intensity and variation in detector sensitivity, both of which are small.

Conversion from fluorescence intensity to concentration is not trivial. As long as
the signal is directly proportional to concentration, one can determine the sedimenta-
tion coefficient, diffusion coefficient, and molecular weight without needing to convert
the data. Likewise, there are many qualitative observations (e.g., the sedimentation
coefficient increases or decreases in response to some stimulus) that require only rela-
tive knowledge of the concentration. For these purposes data collected using AU-FDS
may be handled in the same manner as absorbance or interference data. However,
for concentration-dependent parameters (e.g., an association constant, or nonideality
coefficient), fluorescence detection poses some difficulties.

The fluorescence intensity is proportional to the concentration, F = I0Qεc, where
ε is the extinction coefficient (either molar or weight, depending on the concentration
units used for c), Q is the quantum yield (the fraction of photons absorbed that result
in a fluorescence signal), and I0 is the incident intensity of the excitation beam. While
ε is relatively constant, Q is sensitive to the immediate surroundings of the dye (e.g.,
local polarizability and dipole moments) and to the specific solution conditions (e.g.,
how many and how uniform are the labels attached to the molecule of interest, the
presence of quenchers). This means that it is more difficult to relate the fluorescence
intensity to concentration than to absorbance or fringe displacement. Comparison of
fluorescence intensities to standards may help, and special calibration centerpieces are
available to hold several standards (Spin Analytical Inc., Durham, NH), though even
using standards is not without problems [38].

Collisional quenching decreases Q , and hence decreases the fluorescence intensity.
Removing quenchers uniformly (both from sample to sample and radially) is essential
for good sensitivity and good reproducibility. While few common biological solvents
contain quenching agents, some reagents (e.g., cesium ions, acetate ions, heavy metals,
iodide, acrylamide) should be avoided. The most common quencher is molecular
oxygen, which should be removed from samples by a nitrogen sparge or placing the
samples under vacuum for a few minutes. It has been our experience that quenchers
are not a problem in biological samples (e.g., serum, cell lysates).

One of the most common applications of AUC is the detection and characteriza-
tion of molecular interactions. While it is straightforward to detect binding as changes
in the sedimentation coefficient or changes in apparent molecular weight, determining
an accurate association constant using fluorescence detection may be difficult. Specif-
ically, if a label’s environment changes on association (resulting from changes in
polarizability, dipole moments, etc.), the quantum yield may be affected, and the fluo-
rescence intensity will not be linear with concentration. At present, only one analysis
program (SEDANAL, available free from http://rasmb.bbri.org/software) is equipped
to handle changes in the quantum yield on molecular association. If one simply wants
to get an estimate of the association constant, the wide dynamic range of the AU-FDS
system typically allows a complete titration curve (e.g., SW vs. c) to be obtained. The
midpoint of the transition of the curve provides an estimate of the binding energy (as
ln c), and it may be possible to fit the titration curve to more sophisticated models
[39–41].
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While fluorescence optics may be used over a very broad concentration range,
special care must be exercised when using samples containing at very low concen-
trations (<10 nM) or high concentrations (>5 µM) of labeled material. For low
concentrations, loss of material to surfaces can be a problem. Proteins, lipids, nucleic
acids, and polysaccharides are “sticky” and tend to form layers on surfaces in contact
with the solution. At low concentrations, the loss of material may be a significant
fraction of the total material placed in the sample cell. The degree of stickiness varies
from substance to substance. For the AUC sample holders, there are three surfaces to
consider: the walls of the centerpiece, the cell windows, and the air–liquid meniscus.
The simplest way to minimize these effects is to include some nonlabeled “carrier”
protein in the sample buffer. Low concentration (0.1 mg/mL) ovalbumin, serum albu-
min, and κ-casein have all been used as carrier proteins. It is worthwhile to try more
than one type of carrier protein to ensure that the carrier protein does not interact with
the labeled material. The confocal design of the AU-FDS allows data acquisition at
fairly high dye concentrations [38]. Nonetheless, the excitation beam intensity may be
diminished by dye molecules not in the observation volume (inner filter effect) and
lead to a nonlinear relationship between the concentration and fluorescence intensity.
A similar problem will occur if the emitted light is absorbed by the fluorophore. The
easiest fix for this is to reduce the concentration of the dye, either by diluting labeled
material with unlabeled material or by decreasing the number of labels per molecule.

10.4.1.4. Optical Considerations for High-Concentration Formulations.
High-concentration samples may be characterized by AUC with certain precautions.
The signal for both the absorbance and interference optics is dependent on the optical
pathlength. Decreasing the sample pathlength is the best way to extend their concentra-
tion range to high concentrations. Special 3-mm-thick centerpieces (and the adapters
to use them with standard windows and cell housings) are available (Spin Analyti-
cal Inc., Durham, NH; Beckman Coulter, Inc., Indianapolis, IN) for this purpose. If
accurate concentration-dependent parameters (equilibrium constants, nonideality coef-
ficients) are sought, consideration must be given to the optical focus when using these
centerpieces, particularly when high-concentration gradients are present [30].

The concentration gradients developed during sedimentation also are refractive
index gradients, and these may affect any of the optical systems. The collimated light
used in the absorbance and interference optical systems will be bent toward the base of
the cell (for a sedimenting boundary, but toward the meniscus for a floating boundary).
Ordinarily, the imaging optics will correct this distortion and bring the deviated light
back to the correct radial position. However, if the gradient is steep enough and
the optics improperly focused, the correction may not be entirely accurate [30]. If
the gradient is steep enough, light even may be deviated entirely out of the optical
path. A simple test for the absorbance system is to scan the cell at a nonabsorbing
wavelength (e.g., 320 nm for a protein solution). This scan should appear as a flat
line at 0 OD. If a an excessively steep gradient is present, there will be a “bump”
in the scan centered at the boundary position. The height of the bump will diminish
as the boundary spreads [26]. The only way to obtain accurate data is to reduce the
steepness of the gradient. In some cases, this may be done by sedimenting at lower
rotor speeds to let diffusion spread the boundary.
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10.4.2. Sample Requirements

The sample requirements for AUC can vary greatly depending on the nature of the
experiment, the optical detection system, and the extinction coefficient. The sample
volumes required for AUC analysis are quite low. Sedimentation velocity experiments
are generally performed using two sector cells that require 340–420 µL per sample,
but for the fluorescence detection system special cells are available with volumes of
60 µL per sample are available (Spin Analytical Inc., Durham, NH).

The choice of sample concentrations can be challenging and involves balancing
the desired concentration with the detector sensitivity and linearity. In many cases
one simply wants to establish whether a sample is homogeneous, define the dominant
association state, and possibly obtain some shape information. Here, the concentration
range will be dictated by the optimal conditions for the AUC measurements. The
low concentration limit for an AUC measurement is limited by the sensitivity of the
detection system and the optical properties of the sample. The highest accessible con-
centrations are determined by the linearity of optical system, optical artifacts that occur
at high concentration gradients, and thermodynamic and hydrodynamic nonideality,
which becomes more pronounced at higher concentrations. Typical root-mean-square
(RMS) noise levels for the absorption system are ∼0.007 OD (SNR ∼50 dB, calcu-
lated as 20*log S /N ), and for the interference system the noise is ∼0.01 fringes (SNR
∼70–75 dB). Our experience is that a minimum usable SNR ratio is about 10 dB. Thus,
reasonable (20 dB) SNR levels require a minimum sample concentration correspond-
ing to ∼0.06 OD or ∼0.15 fringes. For a typical protein with a specific absorbance
near 1 (mg/mL)−1cm−1, 0.06 OD corresponds to a concentration of ∼0.08 mg/mL
(note that the usual centerpiece optical path is 1.2 cm). For the interference system,
0.15 fringe corresponds to about 0.05 mg/mL and the sensitivity interference optics is
roughly comparable to that of the of the absorbance system operating at 280 nm. How-
ever, using the absorption optics, higher sensitivity measurements can be achieved at
shorter wavelengths where the amide backbone absorption predominates. In the XLI,
it is useful to work at 230 nm, where the light source has a strong output and the
protein absorbance is approximately sevenfold higher than at 280 nm. Reasonably
good SNR can be obtained at this wavelength with protein concentrations as low as
10–15 µg/mL. For the fluorescence system, the lowest usable concentration depends
on the extinction coefficient and quantum yield. The typical SNR for this system is
∼50 dB. For a fluorescein-like fluorescent dye (ε ≈ 65, 000, Q ≈ 0.95), the lowest
usable concentration is usually ∼100 pM per dye molecule. The usable concentration
decreases as more dye molecules are attached to the macromolecule.

The highest usable concentrations differ for the three optical systems. For the
absorbance optical system, the highest usable signal is ∼1.5 OD at 280 nm. This limit
decreases to ∼1.0 OD at 230 nm due to stray light considerations [26]. For the inter-
ference optical system, the upper concentration limit (using 12-mm centerpieces) is
∼30 mg/mL. The upper limit for either the absorbance or interference optical systems
can be increased about fourfold by using 3-mm centerpieces. However, regardless of
the pathlength, the precautions listed in Section 10.4.1 regarding focusing and steep
concentration gradients should be observed.
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In experiments designed to measure the equilibrium constants for reversible asso-
ciating systems, the concentration ranges must be chosen such that each species that
participates in the equilibrium is present at an appreciable concentration. Thus, precise
determination of Kd values for high-affinity reactions requires low sample concentra-
tions that may lie below the detection limits discussed above. On the other end of
the scale, weak interactions require high concentrations, where nonideality and optical
artifacts can become problematic. The best way to choose sample concentrations and
other experimental conditions, and to determine whether the equilibrium constants are
even experimentally accessible for a given system, is by simulation. Synthetic data
are generated using the appropriate molecular parameters, experimental conditions,
and estimated equilibrium constants. Noise is added to the data to simulate the optical
system being used. The data are then fit to determine whether the correct equilib-
rium constants can be recovered with reasonable confidence. Simulation routines are
implemented in many AUC analysis software packages such as HETEROANALYSIS,
SEDANAL, SEDFIT/SEDPHAT, and ULTRASCAN (discussed below).

10.4.2.1. Sample Preparation. In practice, for ease of data interpretation
proteins should be at least 95% pure by SDS polyacrylamide gel electrophoresis
(PAGE), and the mass spectrum should correspond to a single species consistent with
the predicted molecular weight. Many proteins tend to form irreversible aggregates
during purification or storage. While AUC is an excellent way to detect these, gel
filtration is recommended to remove both aggregates and low-molecular-weight con-
taminants that may not be resolved on polyacrylamide gels. Samples that bind to
the windows or centerpiece also may be encountered. The loss of soluble material
may be assessed by measuring the signal (OD or fluorescence intensity) at low speed
(3000 rpm) after loading the sample.

Samples should be equilibrated with the experimental buffer such that the compo-
sitions of the reference and sample solutions are identical. While solvent equilibration
is good physical chemistry practice, it is an essential step when using the interference
optics. Solvent equilibration can be accomplished by conventional gel filtration, using
gel filtration spin columns or by dialysis. Most of the commonly used buffer compo-
nents are compatible with AUC experiments. The major issues to keep in mind are
ionic strength, absorbance (when using absorbance detection), viscosity, and the for-
mation of density gradients during sedimentation. The ionic strength should be at least
10–50 mM to shield electrostatic interactions that contribute to thermodynamic non-
ideality. For absorbance measurements, the OD of the solvent at the detection wave-
length should be minimized. For example, reductants such as mercaptoethanol and
dithiothreitol absorb at 280 nm on oxidation; however, tris(2-carboxyethyl)phoshine
(TCEP) is essentially transparent at this wavelength. At shorter wavelengths (e.g.,
230 nm), many buffer constituents absorb and a buffer absorbance spectrum should
be recorded using water as the reference. Highly viscous buffers slow sedimentation
proportionately and should be avoided, or their presence should at least be taken into
account to determine how long an experiment will take. Finally, density and viscos-
ity gradients produced at high solute concentrations should be taken into account for
sedimentation velocity (sedimentation velocity, SV) experiments [17].
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Two critical parameters for interpretation of AUC experiments are ρ and v .. Typi-
cally, ρ is calculated from the composition using SEDNTERP [42] or measured using
a high-precision density meter. For proteins lacking prosthetic groups or posttransla-
tional modification, v is commonly calculated from the amino acid composition [42].
However, these calculated values should be used with caution. Some buffer compo-
nents are either excluded (e.g., glycerol) or concentrated (e.g., guanidine HCl) at the
protein hydration layer, which affects v [43]. The effects of glycerol [44], salts and
amino acids [45], guanidine hydrochloride [46,47], and urea [48] on v have been tabu-
lated. Since v is a system (not molecular) parameter, any changes in the water density
(e.g., through electrostriction) will affect it. In some cases the origin of an anomalous
value of v may not be apparent from the protein structure [49], and it may be best to
measure partial specific volumes experimentally. In the Edelstein–Schachman method,
v is calculated from the linear change in the buoyant molecular weight in sedimenta-
tion equilibrium experiments performed in buffers where the density is increased by
adding D2O [5]. Alternatively, v may be obtained from the variation in solvent den-
sity with protein concentration using a high-precision density meter. Eisenberg [51]
has shown that the buoyancy term commonly used in analytical ultracentrifugation
experiments M (1 − vρ) should be replaced when practical by the thermodynamically
rigorous density increment (∂ρ/∂c2)p,µ, where c2 is the protein weight concentra-
tion and the subscript µ indicates a constant chemical potential of all other solution
components.

10.5. DATA COLLECTION

Sedimentation velocity experiments are carried out in two channel cells with sector-
shaped compartments in order to prevent convection. Care should be exercised in
aligning the cells in the rotor. A typical experimental protocol is to run three sample
concentrations spanning at least an order of magnitude, (e.g., 0.1, 0.3, 1.0 mg/mL).

For sedimentation velocity experiments using absorbance optics, the cells are
assembled using standard double-sector centerpieces and quartz windows. The cells
are filled with 430 µL of buffer in the reference sector and 420 µL of sample solu-
tion in the sample sector. Because of problems with wavelength reproducibility, a
single wavelength is usually used with the absorbance optics, and sample concen-
trations chosen that will yield OD280 nm values of 1.2, 0.4, and 0.1 (the highest
OD should be reduced to 1.0 for 230 nm) at the selected wavelength. The rotor,
with properly counterbalanced cells, is loaded into the centrifuge and the vacuum
system started. Once the rotor temperature has reached the set point, an additional
hour is usually provided before starting the run in order to minimize temperature
gradients.

The protocol for sedimentation velocity experiments using interference optics is
somewhat different. In order to eliminate mismatches in refractive index due to solvent
sedimentation, the solution and reference menisci heights should be matched using
double-sector meniscus-matching centerpieces (Spin Analytical Inc., Durham, NH).
The cells are assembled using sapphire windows. Test runs are conducted of the cells
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filled with water in order to preset the light source operating parameters for each cell,
and to perform a radial calibration. This test run will also allow checking of the cells
for leaks and proper liquid transfer, thus preventing possible sample loss. Once the
test run is finished, the cells are removed from the rotor, the water is aspirated from
the cells, and the assembled cells are dried in the vacuum chamber. One can also now
replace the interference counterbalance with a fourth cell containing an additional
sample dilution since the radial calibration has already been performed. For the actual
run each meniscus-matching cell is loaded with 430 µL of buffer in the reference
sector, and 420 µL of sample solution in the sample sector. The cells are placed in
the rotor and the rotor is placed in the chamber, along with the monochromator–laser
assembly. The rotor is accelerated to ∼12,000 rpm, and the interference fringe pattern
for each cell is checked to confirm that the excess buffer has transferred over to the
sample sector from the reference side. At this point the rotor is stopped, removed
from the centrifuge, and then gently inverted to thoroughly mix the contents of each
cell. Now the rotor is placed back in the centrifuge and the temperature is equilibrated
as previously described. A typical concentration series for four cells would be 1.5,
0.9, 0.3, and 0.1 mg/mL. Sample dilutions may be made immediately prior to the
sedimentation velocity run unless it is suspected that slowly reversible reactions are
taking place. In that case, dilutions are made, and then sufficient is time allowed for
complete equilibration at the experimental temperature.

The instrument operating parameters include the temperature, the rotor speed, the
time after speed is reached before the first scan is taken, the time interval between
scans, and how many scans are to be acquired. For sedimentation velocity analysis,
there should be no delay before data are acquired. Likewise, there is no reason to wait
between scans, so there should be no interval between scans. These two parameters
(scan delay and scan interval) should be set to zero in the method for either the
Beckman Coulter ProteomeLab or Aviv-AOS software to maximize the number of
datasets available for analysis.

Most experiments are conducted at 20◦C, thus simplifying correction of the
sedimentation and diffusion coefficients to standard conditions. The listed operat-
ing temperature range of the XLI is ranges from 0◦C to 40◦C. However, excessive
oil vapor at operating temperatures above 35◦C and difficulty maintaining temper-
atures below 4◦C limit the useful temperature range. For a sedimentation velocity
experiment, one wants to make sure that the samples have stabilized at the desired
temperature prior to rotor acceleration.

Choosing the correct rotor speed for a sedimentation velocity experiment depends
on what you want to know about your sample, what the expected component size
distribution is, and which optical systems will be used. These considerations lead
to competing needs. The resolution of solution components is proportional to ω2,
indicating that you should use the highest rotor speed possible, especially if you
are trying to determine how many components there are in a solution. Thus, for
samples with s < 10 S, it makes sense to use the highest rotor speeds (60,000 rpm).
However, with modern global analysis software it is also beneficial to obtain a large
number of scans. Thus, lower rotor speeds are required if components of interest
have large sedimentation coefficients. Also, the Beckman absorbance optics require



244 APPLICATIONS OF SEDIMENTATION VELOCITY ANALYTICAL ULTRACENTRIFUGATION

long scan times, and when scanning multiple samples and wavelengths, it may be
useful to reduce rotor speeds. Although there is no simple formula for optimizing the
rotor speed, we can use the definition of the sedimentation coefficient [Eq. (1.1)] to
determine reasonable rotor speeds It should take a boundary at least 2 h to sediment
the full length of the cell (1.5 cm maximum), to ensure that sufficient scans will
be acquired. According to this criterion, the maximum recommended rotor speed
decreases to 10,000 rpm if you wish to characterize 250-S material (M ∼20,000,000)
in the sample [41]. In addition, when using the absorbance system it is necessary to
consider its longer scan times and adjust the rotor speed so that at least 30–40 scans
are recorded during movement of the boundary across the cell.

10.6. DATA ANALYSIS

Methods for analyzing sedimentation velocity experiments have evolved rapidly, and
many alternative approaches and software packages are available. Here, an approach
is outlined that is useful in the initial stages of analyzing an unknown system. Note
the detailed analysis of reversible interactions by sedimentation velocity is a complex
topic [13,40,52–55]. The discussion here is limited to analysis of mixtures and how
to determine whether reversible interactions are present. However, it is important to
note that for interacting systems the boundaries do not correspond to discrete species;
the apparent sedimentation coefficients and shape of boundaries are complex func-
tions of the sedimentation coefficients of the species participating in the equilibrium,
their concentrations, and the kinetic constants governing their interactions [53,56,57].
Software packages are available to fit sedimentation velocity data for such interacting
systems (e.g., SEDANAL, SEDPHAT, ULTRASCAN).

In the initial stages of sedimentation velocity analysis is it useful to examine the
data using methods that require the fewest assumptions about the nature of the system
under investigation. The goal of these “model-free” approaches is to determine how
many species are present and whether they interact. Information from these methods
can be used to construct models and obtain starting parameters for more detailed
analyses.

In the time derivative method, a group of scans taken over a short time interval
are subtracted in pairs so that �c/�t approximates dc/dt [35]. This subtraction step
removes systematic noise from the data, which is particularly useful for interference
data. The radial variable is then transformed to an apparent sedimentation coefficient
(s∗) and �c/�t transformed to the apparent sedimentation coefficient distribution
function g∗(s). These algorithms have been implemented in several software packages.
One, DCDT+, is particularly easy to use without sacrificing rigor or accuracy. The
g∗(s) distributions resemble chromatographs and reveal whether a sample appears pure
(one peak) or heterogeneous (multiple peaks or shoulders). It is important to inspect
the distributions at multiple loading concentrations to check for reversible interactions.
If the peak positions and relative peak areas are constant with concentration, the
solution may be treated as containing a mixture of noninteracting components. For
these samples the width of each peak is related to D , which allows the molecular
mass of each component to be determined from the Svedberg equation.
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However, systematic shifts in peak positions with concentration are diagnostic
of mass–action equilibria. Likewise, g∗(s) patterns in which the peak positions may
remain constant or shift only slightly, but the relative area of the higher s∗ features
increase with loading concentration is diagnostic for slowly reversible interactions.
More detailed analysis of these data will be required. It must be emphasized that
the peak positions in g∗(s) patterns for interacting systems cannot be interpreted as
corresponding to particular solution components.

The main advantage of the time derivative method is simplicity. No models are
assumed in the analysis. Its chief disadvantage is the limited number of scans that
may be analyzed simultaneously, thus limiting the range of sedimentation coefficients
available in an analysis. Also, the method does not work well with low-molecular-
weight solutes (<10 kDa) where diffusion dominates the sedimentation patterns.

In the c(s) method implemented in the programs SEDFIT and SEDPHAT, the
sedimentation coefficient distribution function is obtained from a direct fit of the data
to the Lamm equation [60,61]. Complex and detailed models may be used with the
c(s) method. In its most basic implementation the program creates a grid of sedimen-
tation coefficients covering the expected range of interest. By assuming that the same
relationship exists between s and M for all species (using a constant f /f0), a unique
value of D is assigned for each point. The program then simulates the sedimentation
boundaries for each point using a numerical solution of the Lamm equation. Finally,
the data are fit as the linear least-squares sum of the Lamm equation solutions that
define the concentration of each species in the grid. During this process, the system-
atic noise of the baseline (time-invariant noise) and the vertical displacements (jitter
and integral fringe jumps) are removed by treating them as additional linear fitting
parameters. The resulting c(s) function is often quite “spiky,” and a regularization
procedure may be used to smooth the distribution function. Visual interpretation of
c(s) distributions determined at different loading concentration proceeds as described
for g∗(s) distributions.

For the c(s) approach a poor fit to a particular model can be used to exclude
a system’s description. For example, a poor fit to the model of noninteracting dis-
crete components indicates that concentration-dependent behavior (e.g., mass–action
association) must be considered. Although the c(s) distribution can be converted to a
distribution of molar masses [c(M ) distribution], the derived masses will be accurate
only if there is one dominant species present or if all the species have equal frictional
ratios. More complex analysis procedures that do not assume a single f /f0 value are
also implemented in SEDFIT and SEDPHAT.

The main advantages of the c(s) method are the excellent resolution and sen-
sitivity. In contrast to the dc/dt method, there are no restrictions on the number of
scans that can be included in the analysis, and the diffusional broadening is deconvo-
luted from the c(s) distribution. The c(s) method is thus very useful for characterizing
homogeneity and quantifying impurities and aggregates. The main disadvantage of this
approach is that it assumes a noninteracting mixture. Particular care must be exercised
in the analysis of self- or heteroassociating systems since the resulting distributions are
developed from an incorrect model. Nonetheless, for a system undergoing rapid asso-
ciation and dissociation, the distributions are reminiscent of those expected by limiting
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models [57], and useful semiquantitative information may be extracted [53,54]. For
interacting systems undergoing reactions on the timescale of the sedimentation veloc-
ity experiment, peaks in the c(s) distribution may not correspond to those found in
true molecular species [54]. Provided that the c(s) distribution is a good fit to the data,
it is still feasible to extract thermodynamic parameters from the data by integration of
the distribution and analyzing the dependence of weight-average sedimentation coeffi-
cients on the loading concentrations [40]. The only requirement for this analysis to be
accurate is that all association reactions are at equilibrium prior to the start of sedimen-
tation. This criterion may be met by incubating the sample dilutions a sufficient amount
of time (e.g., overnight) at the sedimentation temperature prior to loading the cells.

The van Holde–Weischet approach [62] may also be used for the initial, quali-
tative analysis of SV experiments. Because sedimentation is proportional to the first
power of time whereas diffusion is proportional to the square root of time, graphic
extrapolation of the boundary to infinite time yields an integral sedimentation coeffi-
cient distribution, G(s), in which the diffusional contribution has been removed. This
method is implemented in ULTRASCAN, SEDFIT, and Beckman-Coulter software.
More recent advances have extended this method for the analysis highly heterogeneous
systems [63].

Although the information obtained from these model-free approaches may suffice
to answer the relevant questions about the macromolecular system being studied, it is
often useful to analyze the system using model-dependent procedures. For analysis of
mixtures, the goal is usually to obtain the concentration, sedimentation coefficient, and
mass of each species, as well as the concentration-dependent parameters describing
mass–action associations, as well as thermodynamic and hydrodynamic nonideality.
The available software uses either approximate (e.g., SVEDBERG, LAMM) or numer-
ical (e.g., SEDANAL, SEDFIT/SEDPHAT, ULTRASCAN) solutions to the Lamm
equation to fit data to various models. For noninteracting mixtures of components,
the precision of the fitted parameters may be improved by analyzing several sets of
data obtained at different loading concentrations. However, each of these programs
may be used to characterize more complicated solutions than simple noninteracting
mixtures. Both SEDPHAT and SEDANAL permit the analysis of interacting systems,
allow the analysis of thermodynamic and hydrodynamic solution nonideality, and may
simultaneously-analyze data acquired using any of the optical systems. SEDANAL
provides a powerful “model editor” that allows users to create their own models
for testing. It is possible to sequentially test various models (using algorithms to
first try a monomer–dimer model, then try a monomer–dimer-trimer model, then try
a monomer–tetramer model, etc.) using SEDPHAT, SEDANAL, or ULTRASCAN.
However, ULTRASCAN provides a gateway to a suite of programs that run on a
supercomputer cluster to apply unique ways to analyze data. In particular, the genetic
algorithm suite in ULTRASCAN may be used to determine which model(s) best
describe the data. For any of the methods described here, the absence of systematic
deviations of the model from the data in a global fit is strong evidence that the model
provides an accurate description of the solution. In some cases, more than one model
may fit the data adequately, and further experiments must be conducted to resolve the
ambiguity.
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10.6.1. High-Concentration Solutions

Analysis of sedimentation velocity data acquired from high-concentration solutions is
an active area of research. As pointed out in Section 10.6, the concentration depen-
dence of s and D may be approximated using constant coefficients, ks and kD . All of
the data analysis programs listed provide algorithms for fitting sedimentation velocity
data to models that include ks and kD (usually referred to as nonideal sedimenta-
tion). Values of ks or kD are seldom interpreted since it is difficult to obtain accurate
estimates, even though doing so seems an attractive way to detect weak interac-
tions in a high-concentration solution. The fundamental problem is that when both
ks and kD are positive (repulsive interactions dominate), they have opposite effects
on a sedimentation boundary shape, with ks leading to a sharpening of the boundary
and kD to boundary broadening with concentration. While estimates of ks may be
made on the extent of boundary slowing with increased concentration, estimates of
kD are rendered more difficult by the extent of boundary sharpening due to ks . If
there are simultaneous strong repulsive interactions and weak attractive interactions,
the magnitudes of both ks and kD are decreased, but the difficulty in extracting accu-
rate values remains. Finally, ks and kD are neither purely hydrodynamic nor purely
thermodynamic parameters, making it interpret values in terms of a thermodynamic
phenomenon (weak association).

10.6.2. Aggregate Detection

One common application of SV is to detect and quantify irreversible aggregates
[4,5,41], and it is widely accepted that SV provides an excellent orthogonal method
to SEC/MALS for this purpose. However, it must be recognized that SV analysis
uses curve fitting to quantify aggregates, while there is a physical separation between
species in SEC/MALS. Also, it has become apparent that variations in procedures
(e.g., cell alignment) can impact c(s) analysis, leading to considerable discussion
about the accuracy of these analyses [66,67]. It appears from this recent work that for
monoclonal antibodies it is feasible to detect ∼1% dimer with confidence, although
the accuracy of the percent dimer is not nearly as well determined as it would be
using SEC/MALS. On the other hand, since there is little sample dilution, SV offers
advantages over SEC/MALS for proteins undergoing reversible aggregation. Also, SV
can detect aggregates that are too large to fit through SEC guard columns and aggre-
gates that bind to SEC media. Hence, SV provides an excellent orthogonal method
for validating SEC/MALS analysis, and is excellent for characterizing very large or
“sticky” aggregates, but is not considered useful for routine quality assurance/control
(QA/QC) analysis.

10.7. SUMMARY

Sedimentation velocity analysis provides a first-principle means for characterizing the
solution behavior of macromolecules. Both its broad molecular weight range and the
variety of optical detectors available make sedimentation velocity applicable to nearly
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all biomolecules. All of the analysis methods and programs described here are evolving
rapidly, and readers are advised to seek the most recent literature to determine which
ones will best fit their needs [64,65].

REFERENCES

1. Cole, J. L. and Hansen, J. C. (1999), Analytical ultracentrifugation as a contemporary
biomolecular research tool, J. Biomol. Tech . 10: 163–174.

2. Hansen, J. C., Lebowitz, J., and Demeler, B. (1994), Analytical ultracentrifugation of com-
plex macromolecular systems, Biochemistry 33: 13155–13163.

3. Hensley, P. (1996), Defining the structure and stability of macromolecular assemblies in
solution: The re-emergence of analytical ultracentrifugation as a practical tool, Structure 4:
367–373.

4. Howlett, G. J., Minton, A. P., and Rivas, G. (2006), Analytical ultracentrifugation for the
study of protein association and assembly, Curr. Opin. Chem. Biol . 10: 430–436.

5. Scott, D. J. and Schuck, P. (2005), A brief introduction to the analytical ultracentrifugation
of proteins for beginners, in Analytical Ultracentrifugation, Scott, D. J., Harding, S. E.,
and Rowe, A. J., eds., Royal Society of Chemistry, Cambridge, UK, pp. 1–25.

6. Laue, T. M. and Stafford, W. F. (1999), Modern applications of analytical ultracentrifuga-
tion, Annu. Rev. Biophys. Biomol. Struct . 28: 75–100.

7. Lebowitz, J., Lewis, M. S., and Schuck, P. (2002), Modern analytical ultracentrifugation
in protein science: A tutorial review, Protein Sci . 11: 2067–2079.

8. Laue, T. M. (1995), Sedimentation equilibrium as thermodynamic tool, Meth. Enzymol .
259: 427–452.

9. Behlke, J. and Ristau, O. (1997), Molecular mass determination by sedimentation velocity
experiments and direct fitting of the concentration profiles, Biophys. J . 72: 428–434.

10. Philo, J. S. (1994), Measuring sedimentation, diffusion, and molecular weights of small
molecules by direct fitting of sedimentation velocity concentration profiles, in Modern
Analytical Ultracentrifugation, Shuster, T. M. and Laue, T. M., eds., Birkhauser, Boston,
pp. 156–170.

11. Demeler, B. and Saber, H. (1998), Determination of molecular parameters by fitting sedi-
mentation data to finite-element solutions of the Lamm equation, Biophys. J . 74: 444–454.

12. Schuck, P. (1998), Sedimentation analysis of noninteracting and self-associating solutes
using numerical solutions to the Lamm equation, Biophys. J . 75: 1503–1512.

13. Stafford, W. F. and Sherwood, P. J. (2004), Analysis of heterologous interacting systems by
sedimentation velocity: Curve fitting algorithms for estimation of sedimentation coefficients,
equilibrium and kinetic constants, Biophys. Chem . 108: 231–243.

14. Fujita, H. (1975) Foundations of ultracentrifugal analysis, Wiley, New York.

15. Williams, J. W., van Holde, K. E., Baldwin, R. L., and Fujita, H. (1958), The theory of
sedimentation analysis, Chem. Rev . 58: 715–806.

16. Tanford, C. (1961), Physical Chemistry of Macromolecules , Wiley, New York.

17. Schuck, P. (2004), A model for sedimentation in inhomogeneous media. I. Dynamic density
gradients from sedimenting co-solutes, Biophys. Chem . 108: 187–200.

18. Perkins, S. J. (2001), X-ray and neutron scattering analyses of hydration shells: A molec-
ular interpretation based on sequence predictions and modelling fits, Biophys. Chem . 93:
129–139.



REFERENCES 249

19. Cantor, C. R. and Schimmel, P. R. (1980), Biophysical Chemistry , Freeman, San Francisco,
pp. 539–590.

20. Byron, O. (2000), Hydrodynamic bead modeling of biological macromolecules, Meth. Enzy-
mol . 321: 278–304.

21. Garcia De La Torre, J., Huertas, M. L., and Carrasco, B. (2000), Calculation of hydro-
dynamic properties of globular proteins from their atomic-level structure, Biophys. J . 78:
719–730.

22. Rai, N., Nollmann, M., Spotorno, B., Tassara, G., Byron, O., and Rocco, M. (2005), SOMO
(Solution Modeler) differences between X-Ray- and NMR-derived bead models suggest a
role for side chain flexibility in protein hydrodynamics, Structure 13: 723–734.

23. Richards, E. G. and Schachman, H.K. (1957), A differential ultracentrifuge technique for
measuring small changes in sedimentation coefficients, J. Am. Chem. Soc. 79: 5324–5325.

24. Hattan, S. J., Laue, T. M., and Chasteen, N. D. (2001), Purification and characterization of
a novel calcium-binding protein from the extrapallial fluid of the mollusc, Mytilus edulis,
J. Biol. Chem . 276: 4461–4468.

25. Kroe, R. (2005), Applications of Fluorescence Detected Sedimentation , Ph.D. thesis, Univ.
New Hampshire.

26. Laue, T. M. (1996), Choosing Which Optical System of the Optima XL-I Analytical Cen-
trifuge to Use, Beckman Coulter Technical Report A-1821-A.

27. Rivas, G. and Minton, A. P. (2003), Tracer sedimentation equilibrium: A powerful tool for
the quantitative characterization of macromolecular self- and hetero-associations in solution,
Biochem. Soc. Trans . 31: 1015–10159.

28. Kar, S. R., Kingsbury, J. S., Lewis, M. S., Laue, T. M., and Schuck, P. (2000), Analysis
of transport experiments using pseudo-absorbance data, Anal. Biochem. 285: 135–142.

29. Richards, E. G. and Schachman, H. K. (1959), Ultracentrifuge studies with Rayleigh inter-
ference optics. I. General applications, J. Phys. Chem . 63: 1578–1591.

30. Yphantis, D. A. (1964), Equilibrium ultracentrifugation of dilute solutions, Biochemistry 3:
297–317.

31. Huglin, M. B. (1972), Specific refractive index increments, in Light Scattering from Polymer
Solutions , Huglin, M. B., ed., Academic Press, New York, pp. 165–332.

32. Reynolds, J. A. and McCaslin, D. R. (1985), Determination of protein molecular weight in
complexes with detergent without knowledge of binding, Meth. Enzymol . 117: 41–53.

33. DeRosier, D. J., Munk, P., and Cox, D. J. (1972), Automatic measurement of interefernce
photographs for the ultracentrifuge, Anal. Biochem. 50: 139–153.

34. Schuck, P. and Demeler, B. (1999), Direct sedimentation analysis of interference optical
data in analytical ultracentrifugation, Biophys. J . 76: 2288–2296.

35. Stafford, W. F. (1992), Boundary analysis in sedimentation transport experiments: A pro-
cedure for obtaining sedimentation coefficient distributions using the time derivative of the
concentration profile, Anal. Biochem. 203: 295–301.

36. Richards, E. G., Teller, D. C., Hoagland, V. D. J., Haschemeyer, R. H., and Schachman,
H. K. (1971), Alignment of Schlieren and Rayleigh optical systems in the ultracentrifuge.
II. A general procedure, Anal. Biochem. 41: 215–247.

37. Laue, T. M. Austin, J.B. and Rau, D.A. (2006), A light intensity measurement system for
the analytical ultracentrifuge, in Progress in Colloid and Polymer Science, Coelfen, H., ed.
Springer, Berlin, pp. 1–8.



250 APPLICATIONS OF SEDIMENTATION VELOCITY ANALYTICAL ULTRACENTRIFUGATION

38. MacGregor, I. K., Anderson, A. L., and Laue, T. M. (2004), Fluorescence detection for the
XLI analytical ultracentrifuge, Biophys. Chem . 108: 165–185.

39. Correia, J. J. (2000), Analysis of weight average sedimentation velocity data, Meth. Enzy-
mol . 321: 81–100.

40. Schuck, P. (2003), On the analysis of protein self-association by sedimentation velocity
analytical ultracentrifugation, Anal. Biochem. 320: 104–124.

41. Cole, J. L., Lary, J. W., Moody, T. P., and Laue, T. M. (2008), Analytical ultracentrifu-
gation: Sedimentation velocity and sedimentation equilibrium, in Methods in Cell Biology ,
Vol. 84, Correia, J. J. Detrich, W., and Han, L., eds., Elsevier, Amsterdam, Chapter 6., pp.
143–179.

42. Laue, T. M., Shah, B. D., Ridgeway, T. M., and Pelletier, S. L. (1992), Computer-aided
interpretation of analytical sedimentation data for proteins, in Analytical Ultracentrifugation
in Biochemistry and Polymer Science, Harding, S., Rowe, A., and Horton, J., eds., Royal
Society of Chemistry, Cambridge, UK, pp. 90–125.

43. Timasheff, S. N. (2002), Protein hydration, thermodynamic binding, and preferential hydra-
tion, Biochemistry 41: 13473–13482.

44. Gekko, K. and Timasheff, S. N. (1981), Mechanism of protein stabilization by glycerol:
Preferential hydration in glycerol-water mixtures, Biochemistry 20: 4667–4676.

45. Arakawa, T. and Timasheff, S. N. (1985), Calculation of the partial specific volume of
proteins in concentrated salt and amino acid solutions, Meth. Enzymol . 117: 60–65.

46. Lee, J. C. and Timasheff, S. N. (1974), The calculation of partial specific volumes of
proteins in guanidine hydrochloride, Arch. Biochem. Biophys . 165: 268–273.

47. Lee, J. C. and Timasheff, S. N. (1974), Partial specific volumes and interactions with solvent
components of proteins in guanidine hydrochloride, Biochemistry 13: 257–265.

48. Prakash, V. and Timasheff, S. N. (1985), Calculation of partial specific volumes of proteins
in 8M urea solution, Meth. Enzymol . 117: 53–60.

49. Philo, J. S., Yang, T. H., and LaBarre, M. (2004), Re-examining the oligomerization state
of macrophage migration inhibitory factor (MIF) in solution, Biophys. Chem . 108: 77–87.

50. Edelstein, S. J. and Schachman, H. K. (1973), Measurement of partial specific volume by
sedimentation equilibrium in H2O-D2O solutions, Meth. Enzymol . 27: 82–98.

51. Eisenberg, H. (2000), Analytical ultracentrifugation in a Gibbsian perspective, Biophys.
Chem . 88: 1–9.

52. Rivas, G., Stafford, W., and Minton, A. P. (1999), Characterization of heterologous protein-
protein interactions using analytical ultracentrifugation, Methods 19: 194–212.

53. Dam, J. and Schuck, P. (2005), Sedimentation velocity analysis of heterogeneous protein-
protein interactions: Sedimentation coefficient distributions c(s) and asymptotic boundary
profiles from Gilbert-Jenkins theory, Biophys. J . 89: 651–666.

54. Dam, J., Velikovsky, C. A., Mariuzza, R. A., Urbanke, C., and Schuck, P. (2005), Sedi-
mentation velocity analysis of heterogeneous protein-protein interactions: Lamm equation
modeling and sedimentation coefficient distributions c(s). Biophys. J . 89: 619–634.

55. Stafford, W. F. (2000), Analysis of reversibly interacting macromolecular systems by time
derivative sedimentation velocity, Meth. Enzymol . 323: 302–325.

56. Cann, J. R. (1970), Interacting Macromolecules , Academic Press, New York.

57. Gilbert, G. A. and Jenkins, R. C. (1956), Boundary problems in the sedimentation and
electrophoresis of complex systems in rapid reversible equilibrium, Nature 177: 853–854.



REFERENCES 251

58. Philo, J. S. (2000), A method for directly fitting the time derivative of sedimentation veloc-
ity data and an alternative algorithm for calculating sedimentation coefficient distribution
functions, Anal. Biochem. 279: 151–163.

59. Philo, J. S. (2006), Improved methods for fitting sedimentation coefficient distributions
derived by time-derivative techniques, Anal. Biochem. 354: 238–246.

60. Schuck, P. (2000), Size-distribution analysis of macromolecules by sedimentation velocity
ultracentrifugation and Lamm equation modeling, Biophys. J . 78: 1606–1619.

61. Dam, J. and Schuck, P. (2004), Calculating sedimentation coefficient distributions by direct
modeling of sedimentation velocity concentration profiles, Meth. Enzymol . 384: 185–212.

62. van Holde, K. E. and Weischet, W. O. (1978), Boundary analysis of sedimentation-velocity
experiments with monodisperse and paucidisperse solutes, Biopolymers 17: 1387–1403.

63. Demeler, B. and van Holde, K. E. (2004), Sedimentation velocity analysis of highly het-
erogeneous systems, Anal. Biochem. 335: 279–288.

64. Vistica, J., Dam, J., Balbo, A., Yikilmaz, E., Mariuzza, R. A., Rouault, T. A., and Schuck,
P. (2004), Sedimentation equilibrium analysis of protein interactions with global implicit
mass conservation constraints and systematic noise decomposition, Anal. Biochem. 326:
234–256.

65. Demeler, B. (2005), UltraScan A Comprehensive Data Analysis Software Package for Ana-
lytical Ultracentrifugation Experiment , version 9.0.

66. Gabrielson, J. P., Randolph, T. W., Kendrick, B. S., and Stoner, M. R. (2007), Sedimen-
tation velocity analytical ultracentrifugation and SEDFIT/c(s): Limits of quantitation for a
monoclonal antibody system, Anal. Biochem. 361: 24–30.

67. Ejima, D., Tsumoto, K., Fukada, H., Yumioka, R., Nagase, K. Arakawa, T., and Philo,
J. S. (2007), Effects of acid exposure on the conformation, stability, and aggregation of
monoclonal antibodies, Proteins Struct. Funct. Bioinform . 66: 954–962.





11
FIELD FLOW FRACTIONATION

WITH MULTIANGLE LIGHT
SCATTERING FOR MEASURING
PARTICLE SIZE DISTRIBUTIONS

OF VIRUS-LIKE PARTICLES
Joyce A. Sweeney and Christopher Hamm

11.1. INTRODUCTION

Field flow fractionation is a separation technology that is increasingly being used to
discern populations in macromolecular assemblies such as viruses, virus-like particles,
liposomal structures, polysaccharides, and monoclonal antibodies [1–8]. The applica-
tion in this case study focuses on virus-like particles (VLPs), which are essentially
macromolecular viral protein capsids devoid of DNA, and therefore are replication-
incompetent. Virus-like particles generated from structural proteins of specific viruses
can be used as vaccines that stimulate the humoral arm of the immune system to pro-
duce antibodies against specific viruses [9,10]. Other potential therapeutic applications
include the use of VLPs as delivery vehicles in gene therapy [11,12]. The process of
generating VLPs entails overexpression of a major viral structural protein in a host
cell culture. The host cells can be bacterial, yeast, insect, or mammalian cells. The
recombinant structural proteins self-assemble into substructures called capsomeres .
Capsomeres subsequently form the virus-like particles or capsids when the physico-
chemical environment is conducive to self-assembly [13]. It has been demonstrated
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by cryo–transmission electron microscopy (TEM) that the VLPs form structures sim-
ilar to that of the native virion [14]. Smaller virus structures with fewer capsomeres
have also been known to form in many different types of analogous viral systems,
including polyomavirus and simian virus 40 [15–19]. Thus, it is also expected that
similar types of subpopulations of different size and morphology may form in the
VLP assembly process. In fact, models derived by Stehle et al. [18] and Modis et al.
[19] propose size distributions of populations. One such VLP model includes three
discrete VLP populations with diameters of ∼20, 40, and 60 nm with symmetries
of 12-ICOS (icosahedral with 12 capsomeres per VLP), 24-OCTA (octahedral with
24 capsomeres per VLP) and 72-ICOS (icosahedral with 72 capsomeres per VLP),
respectively. Others have verified various size distributions for VLPs that undergo the
self-assembly process [20].

The VLP assembly is known to be dependent on physicochemical conditions,
such as pH, ionic strength, divalent cations, disulfide bonds, and presence and/or
concentration of reducing agents, which can affect electrostatic or hydrophobic forces
in the VLP [13,20–25]. Appropriate adjustment of these conditions can control the
rate of the VLP assembly process, resulting in a more homogenous VLP population
with a higher degree of stability.

Batch-mode dynamic light scattering is routinely used to monitor the Z -average
diameters of VLPs during process development because of the ease of use and fast
turnaround time. The Z -average diameter, however, represents a size-weighted average
of all populations constituting the particle size distribution in the sample. Since the
DLS measurement is based on scattering intensity, larger particles will have a tendency
to bias the Z -average size value. The Rayleigh approximation, which shows that the
scattering intensity from a particle is proportional to the sixth power of the diameter,
provides a sense of the bias that can occur when even a very low concentration of
large particles is present in a sample with a major population of much smaller size.
Although the limited resolution of the batch-mode DLS method will not permit an
accurate size measurement of the VLPs when multiple populations are present, but
rather provides a size-weighted average of the entire distribution, batch-mode DLS can
give information related to particle size and diffusion properties. For more accurate
size distribution analysis it is necessary to apply a physical separation method such as
field flow fractionation (FFF) interfaced to DLS or multiangle static light scattering
(MALS). The addition of online light scattering analysis permits the size determination
of monodisperse VLP populations as they are being separated, and thus eliminates
any bias due to larger particles in the light-scattering size analysis. The use of online
static light scattering and concentration analyses also permits the determination of
VLP molecular weight. The molecular weight analysis requires an accurate extinction
coefficient and/or refractive index increment (dn/dc) which are dependent on the VLP
being analyzed. This analysis method is discussed in detail in Chapter 12.

11.2. FIELD FLOW FRACTIONATION: THEORY

The general concept of field flow fractionation (FFF) was first introduced and pio-
neered by J. Calvin Giddings in the mid-1960s [26]. Field flow fractionation is a
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separation technology based on differences in diffusion coefficients, and thus size of
a particle or molecule [26–29]. The separation is achieved by first establishing a
continuous flow of eluent through a very thin channel. The laminar channel flow will
generate a parabolic velocity flow profile with flow velocity fastest in the center of the
channel and continuously approaching zero velocity at the channel walls. Size selec-
tivity is dependent on distributing the particles or molecules to be separated across the
parabolic velocity profile. This distribution is achieved by a combination of particle
diffusion in an upward direction within the channel and an opposing downward force
externally applied across the channel. The externally applied force field is perpendic-
ular to the laminar channel flow. The various types of FFF are distinguished by the
form of the perpendicular force, such as flow, thermal, or electrical forces. The type
of force used in these experiments is flow and is designated as flow FFF (FlFFF).
In symmetric FlFFF, the upper and lower walls of the channel contain porous frits
that permit the application of a perpendicular flow by means of a secondary pump
[26–31]. The lower channel wall is covered by a filtration membrane with an appro-
priate molecular weight cutoff (MWCO). In these experiments, an alternative version
of this method known as asymmetric flow FFF (A-FlFFF) was used. In A-FlFFF,
crossflow is generated by means of a pressure differential that is established across
the channel rather than using a secondary pump [32–35]. In addition to eliminating
the need for a second pump, the A-FlFFF technique has the advantage of minimizing
sample dilution by skimming eluent above the separation area of the channel prior to
the channel flow entering the detector system.

When sample molecules or particles are injected into the FFF channel, the perpen-
dicular flow creates a downward force that drives the particles toward the porous or
accumulation wall , as it is often termed. At the same time, the molecules or particles
will exhibit an opposing force in the opposite direction due to diffusion. Molecules or
particles with the largest diffusion coefficients, and thus smallest size, will rise to the
highest height in the lower half of the channel. Molecules or particles will distribute
across the channel in the order of smallest to largest, with the largest residing at
or near the accumulation wall. An equilibrium is established between the downward
force of the perpendicular crossflow VX and the diffusion forces of the molecule or
particle. Figure 11.1 is a schematic diagram of the FFF principle.

Since it is optimal to establish the equilibrium at the head of the channel, a
focusing step (as shown in Fig. 11.1a,b) is introduced prior to beginning the sample
elution. The focusing step is achieved by reversing the channel outlet flow and con-
trolling the magnitude of the inlet and outlet flow rates such that the two flows meet
at a position at the head of the channel and effectively mimic a crossflow. Once the
particle diffusion forces and the crossflow forces have reached equilibrium, with the
particles distributed across the channel by size, the flow direction of the channel outlet
is reestablished in the normal direction (i.e., flow to the detectors). This action allows
the separation of the particles to begin as they travel down the channel (Fig. 11.1c)
and experience the parabolic velocity flow.

The effect of critical experimental parameters on the retention time of the particles
or molecules in the separation, and thus the impact on resolution, can be shown in
the following expression [32–35]:
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Figure 11.1. A schematic diagram showing the separation mechanism of FFF during the

stages of sample injection (a), sample focusing (b), and elution (c).

RT ∝ w 2 d
Vx

Vc
(11.1)

where RT equals retention time, w 2 is the square of the channel height, d is particle or
molecule diameter, Vx is cross flow velocity, and Vc is laminar channel flow velocity.

The channel height w has the largest impact on retention time since RT is pro-
portional to the square of this parameter. Increasing the channel height, however, also
has the effect of band broadening. The height of the channel can be changed using
spacers of discrete size. Since the crossflow tends to keep particles or molecules in
the channel by driving them toward the accumulation wall, it is directly proportional
to retention time. The laminar channel flow tends to move particles down the channel
and is therefore inversely proportional to channel flow. The appropriate combination
of these two parameters is the most practical means of generating the desired reso-
lution in the particle size separation. A more detailed explanation of the asymmetric
flow dynamics is presented elsewhere [32,33].

The FFF analysis in this study was interfaced to a multiangle static
light-scattering detection system (DAWN EOS, Wyatt Technology, Inc.) for
measurement and analysis (ASTRA V software, Wyatt Technology, Inc.,
Santa Barbara, CA) of particle size and molecular weight. The online mea-
surement at each elution point interval permitted the analysis of single size
populations throughout the elution, eliminating any size bias as observed in
batch-mode measurements. Particle size, expressed as the root-mean-square (RMS)
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Figure 11.2. (a) An overlay of light-scattering elution profiles from 15 different detection

angles ranging from 26◦ to 163◦ obtained simultaneously for an FFF-MALS/UV analysis of a VLP

preparation; (b) a Zimm plot showing the light-scattering intensity dependence on detection

angle for a sampling from a specific elution time. Such a plot is generated for each elution

time interval throughout the elution. A RMS radius and molecular weight are calculated from

the linear regression of each plot.

radius, and molecular weight were determined using the Rayleigh–Gans–Debye opti-
cal model [36]. This model does not assume any type of shape for the calculations.
Figure 11.2a displays an overlay of the light-scattering elution profiles acquired using
15 of the 18 available MALS detection angles. The angular dependence of the light-
scattering intensity on particle size is clearly demonstrated. At the earlier elution times
when the smaller particles elute, the angular dependence is moderate. At later elution
times, the larger particles show vastly different light-scattering intensities, with the
highest intensity occurring at the lowest detection angles. When the intensity data
(i.e., modified by instrumental and molecular parameters) for a specific elution point
are plotted against detector angle [i.e., sin2(θ/2)] using a Zimm format, as shown in
Figure 11.2b, the RMS radius at each elution point is extracted from the slope of this
plot and the molecular weight is determined from the y intercept. Plots and calcu-
lations were generated using Wyatt Technology ASTRA V software. The multiangle
light-scattering theory and data analysis are discussed in detail in Chapter 12.

11.3. METHOD DEVELOPMENT FOR SIZE DISTRIBUTION ANALYSES
OF VIRUS-LIKE PARTICLES

11.3.1. Materials and Methods

11.3.1.1. Virus-Like Particles. Virus-like particles (VLPs) were generated at
Merck & Co., Inc. They were produced by standard recombinant technology and
purification methods. The VLP preparations were maintained in a buffer system
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containing sodium chloride at pH ∼ 6. Control of fermentation and purification con-
ditions was optimized during development to control VLP aggregation and produced
homogeneous size distributions. The VLP preparations analyzed and illustrated in
this report were taken at various stages of process development. These samples were
chosen to highlight the utility of the FFF application for process optimization.

11.3.1.2. FFF-MALS/UV Analysis. The particle size separation was con-
ducted using a Wyatt Eclipse A-FlFFF system with a channel length of 24 cm
interfaced to a Wyatt multiangle light-scattering (MALS) DAWN EOS detector and
an Agilent UV diode array detector. The FFF channel was configured with a 350-µm
spacer and a regenerated cellulose membrane with MWCO of 10,000. All sample
analyses were conducted in the same buffer system as the sample matrix. Sample
masses of approximately 10–20 µg were loaded into the channel in a 20 µL volume.
Particle size separations were achieved using a crossflow ramp starting at 1.0 mL/min
and decreasing to zero crossflow in 30 min, unless stated otherwise. The laminar
channel flow was held constant at 1.0 mL/min throughout the analysis. The UV signal
was monitored at 280 nm for concentration. Online particle size and molecular weight
analyses at each elution interval in the separation were obtained using the light-
scattering intensity signal at various angles and the Rayleigh–Gans–Debye optical
model. The size and concentration data were ultimately used to calculate the particle
size distributions for VLPs at various stages during development and final product.

11.3.2. FFF Method Optimization for VLPs

Asymmetric flow FFF-MALS/UV was used to analyze VLP preparations at various
stages of development. The numbers of different types of populations within a sample,
as well as the level of aggregation, are important sample parameters that need to be
controlled as part of a process development. The preparations used for this report
were obtained during developmental stages and thus display a wider size distribution
to emphasize the utility of the FFF-MALS technique in optimizing process capabilities.

Figure 11.3 shows elution profiles for a VLP preparation as monitored by the
90◦ light-scattering detector (black trace) and the UV detector at 280 nm (red trace).
Sample was injected at time zero and focused for six min. Elution was started with an
initial crossflow of 1.5 mL/min ramping to zero crossflow by 36 min. In addition to
the major population that elutes at approximately 23 min, additional populations are
observed in this development lot. To ensure that the FFF experiment is not inducing
artifactual aggregation in the sample as a result of focusing and/or crossflow strengths,
a thorough assessment of optimal crossflow for these sample types was conducted.

The overlay displayed in Figure 11.4a of multiple elution profiles generated for a
single sample shows the effect on elution time and resolution of various initial cross-
flow strengths ranging from 2.1 to 0.5 mL/min. In all cases the length of the gradient
was held constant at 30 min, and therefore all gradients ramp to zero crossflow at an
elution time of 36 minutes. Figure 11.4b shows the particle size distributions for this
particular VLP preparation calculated from the datasets acquired at the various cross-
flow conditions. It is obvious in the elution profile and the corresponding calculated
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Figure 11.3. An overlay of the 90◦ light scattering elution profile (black trace) and the

280 nm absorbance elution profile (red trace) for a VLP development preparation. The blue

schematic shows the strength of the crossflow throughout the analysis. See the insert for color

representation of this figure.

size distribution profile that a crossflow of 0.5 mL/min is not strong enough to achieve
optimal resolution. On the other hand, crossflows of 1.7, 1.9, and 2.1 mL/min, while
achieving ideal resolution, also result in some high-level aggregation, as noted by the
presence of populations in the region of >80 nm RMS radius. The crossflows of 1.0
and 1.5 mL/min seem to generate similar size distributions that demonstrate accept-
able resolution and minimal artifactual aggregation. Since it is always desirable to use
the lowest crossflow strength that will achieve the desired resolution, the crossflow of
1.0 mL/min was chosen as the optimal crossflow for the VLP samples.

Figure 11.5 shows the effect of mass load on the elution profiles. Panel (a) dis-
plays the elution profiles as monitored by the 90◦ light scattering. The RMS radius,
calculated at each elution point, is overlaid with the corresponding elution profile
according to color. The level of noise in the RMS radii throughout each profile can be
used to determine the lowest mass load that can still provide reliable size data. The
lower the mass load, the higher the attainable resolution. The sensitivity of the con-
centration detector, however, usually dictates the lower mass load limit, as observed
in (b). In this case, a mass load of 4 µg results in RMS radii with a relatively low
level of noise as observed in Figure 11.4a, but the sensitivity of the UV concentration
detector is more reliable at a mass load of 10 µg (Fig. 11.5b), which appears to be
the optimal mass load for the VLP samples.

11.4. RESULTS AND DISCUSSION

Figure 11.6 shows an overlay of analyses from six different preparations of VLP 1.
Panel (a) displays the elution profiles as monitored by the 90◦ light-scattering detector.
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Panel (b) displays the particle size distribution analyses with particle size information
derived from the angle-dependent light-scattering intensity and the mass amount at
each size derived from the UV concentration detector. The preparations represented by
the red traces were from early process development, and the blue traces show materials
produced at a later stage. Regardless of development stage, all preparations show a
highly monodisperse major population with an average RMS radius of approximately
25 nm. A second minor, but clearly distinct, population is centered at approximately
38 nm RMS radius. Any species in the size distribution profiles with a measured
RMS radius of >60 nm is likely due to higher-order aggregation. This subpopulation
is limited to very low levels, although the early preparations do show a somewhat
higher level and an accompanying decrease in the amount of the major population
centered at an RMS radius of approximately 25 nm. These observations demonstrate
the utility of FFF-MALS/UV to monitor the effect of process improvements to changes
in the particle size distribution.
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The average RMS radii, converted to diameters, for the two distinct populations
in each preparation are reported in Table 11.1 along with the Z -average hydrodynamic
diameters acquired independently by batch-mode dynamic light scattering (DLS). The
Z -average hydrodynamic diameters from the DLS measurements represent a size-
weighted average of the two populations observed in each preparation by the FFF-
MALS/UV technique. In fact, when the RMS radii from the FFF-MALS data are
averaged over the two populations, the result is very close to the Z -average value
obtained by DLS. The low polydispersity index of approximately 0.02 in the DLS
results indicates that although larger size VLPs (i.e., RMS radii > 60 nm in the FFF-
MALS data) are present in these preparations the amounts are actually quite low and
do not significantly impact the DLS result.
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the elution profiles in (a). Inset in (b) shows an expanded view of the y axis.

Figure 11.7 shows FFF-MALS data for another VLP, VLP 2. In this case, the
major population in the size distribution profile is actually an overlap of two popula-
tions. This overlap is evident in the size distribution profile (see Fig. 11.7b), where the
main peak has a peak width larger than that observed in the VLP 1 data, and reveals
a slight shoulder at approximately 25 nm. There is also lower resolution between this
overlapping population and the distinct peak centered at approximately 32 nm. Since
the size range of the peaks is similar to that of VLP 1, the Z -average radius obtained by
batch-mode DLS is also similar, as reported in Table 11.2. However, the higher poly-
dispersity indices of approximately 0.08 for the VLP 2 data reflect the presence of the
additional population in these preparations. An anomaly in the first VLP 2 preparation
listed in Table 11.2 shows a polydispersity index of 0.18, more than twice the value
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TABLE 11.1. Comparison of VLP 1 Diameters for Individual Populations in Particle Size Distributions
Acquired by FFF-MALS/UV to Z-Average Hydrodynamic Diameters Determined from Batch-Mode DLS

FFF-MALS Dynamic Light Scattering

VLP 1 Major Population Z -Average Diameter, nm
Preparation Peak 1 RMS Peak 2 RMS (Polydispersity Index),
Number Radius × 2, nm Radius × 2, nm 90◦ Detection Angle

1 50 75 64 (0.06)
2 49 74 62 (0.02)
3 50 76 63 (0.05)
4 51 76 60 (0.04)
5 51 76 61 (0.02)
6 50 76 61 (0.03)

TABLE 11.2. Comparison of VLP 2 Diameters for Individual Populations in Particle Size Distributions
Acquired by FFF-MALS/UV to Z-Average Hydrodynamic Diameters Determined from Batch-Mode DLS

FFF-MALS Dynamic Light Scattering

VLP 2 Major Population Z-Average Diameter, nm
Preparation Peak 1 RMS Peak 2 RMS (Polydispersity Index),
Number Radius × 2, nm Radius × 2, nm 90◦ Detection Angle

1 46 79 68 (0.18)
2 46 72 62 (0.09)
3 46 71 63 (0.08)
4 46 70 62 (0.08)
5 46 69 62 (0.08)

of the other preparations. This higher polydispersity index is attributed to a slightly
higher level of large VLPs that is observed for this preparation in the FFF-MALS
elution profile. This difference results in a shift of the average RMS radius for the
second distinct peak to a higher value of 79 nm compared to approximately 70 nm for
the other preparations. This observation also provides some insight into the sensitivity
of the batch-mode DLS measurement for detecting true differences in preparations.
An understanding of the correlation of the batch-mode DLS measurements and the
FFF-MALS/UV data permits the use of the relatively fast DLS technique for routine
quality control measurements. Any anomalies can be flagged and further investigated
by FFF-MALS/UV to assess the significance of the differences measured by DLS.

The accuracy of the VLP size data is supported by independent measurements
using cryo–transmission electron microscopy (cryo-TEM) [14]. Details of the cryo-
TEM study are the subject of a future report. Figure 11.8 shows a comparison of the
size distribution profiles for VLP 1 and VLP 2 as determined by FFF-MALS on the
left and as determined by cryo-TEM on the right. The particle size in the cryo-TEM
images was measured as the maximum feret diameter. An automated particle-counting
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algorithm was used in order to ensure a statistically relevant sampling of the particles
and images. The particle selection criteria used in this early version of the automated
algorithm registered only single particles with clearly discernable boundaries.
Therefore, the populations that appear at approximately 76 and 70 nm diameters, for
VLP 1 and VLP 2, respectively, do not appear in the cryo-TEM size distributions.

While it is also possible to measure the absolute molecular weight of the
VLPs using the Rayleigh–Gans–Debye light-scattering model, the accuracy of the
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measurement will be impacted by the accuracy of the extinction coefficients
determined for the VLPs. This information is the subject of a future report.

11.5. CONCLUSIONS

Accurate and reproducible size distribution profiles for virus-like particles can be
acquired with relative ease using FFF interfaced to multiangle light scattering and
280 nm UV absorbance detection. Accuracy of the FFF-MALS/UV analysis is sup-
ported by independent measurements using the orthogonal technique of cryo-TEM.
While size data generated by batch-mode DLS is more easily obtained in a some-
what shorter period of time than by FFF-MALS/UV analysis, batch-mode DLS does
not provide a true measure of particle size when multiple populations are present.
The technique of FFF-MALS/UV has the added advantage of providing molecular
weight distributions as well. The ease of use and extremely fast turnaround times
for batch-mode DLS analyses, however, cannot be overlooked. An extensive cor-
relation between FFF-MALS/UV and batch-mode DLS databases, especially during
process development, can provide insight to facilitate an understanding of anomalies
that are sometimes observed during long-term production. Batch-mode DLS can serve
as the quality control analysis, while FFF-MALS/UV can be used to establish true
size distributions and provide insight into troubleshooting in future preparations.
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12
LIGHT-SCATTERING

TECHNIQUES AND THEIR
APPLICATION TO

FORMULATION AND
AGGREGATION CONCERNS

Michael Larkin and Philip Wyatt

12.1. INTRODUCTION

Light-scattering techniques have become essential tools for the study and measurement
of many important properties of biological solutions. Their use and application cover
a wide range of important areas, including formulation development, drug stability
confirmation, confirmation of aggregate states, quality control, and various areas asso-
ciated with manufacture and storage. This chapter is intended to provide an overview
of two different classes of light scattering—multiangle light scattering (MALS) and
dynamic light scattering (DLS)—as well as a discussion of the origins and interpreta-
tion of the signal measured in a DLS experiment. For each light-scattering method, we
discuss detection limits and specific sample concentration and volume requirements,
together with examples of experiments designed to measure targeted molecular or par-
ticle properties. We conclude the chapter with an exemplar system, utilizing a variety
of light-scattering measurements to characterize the aggregation states of a protein.

12.2. OVERVIEW

We discuss two classes of light scattering that are in general use: static light scatter-
ing (SLS) and dynamic light scattering (DLS). Static light scattering includes its most
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Laser

Scattering volume

θ

Detector

measure Is(θ)/Ii

Figure 12.1. Detection of light scattered from a small volume of sample illuminated by a

fine laser source beam.

general implementation, multiangle light scattering (MALS), wherein light scattered
from a sample is collected over multiple scattering angles. Dynamic light scattering
is also referred to as quasi-elastic light scattering (QELS) or photon correlation spec-
troscopy (PCS). For the light-scattering measurements discussed in this chapter, a fine
beam of light, generally from a laser source, passes through a liquid sample. Some
of this incident light, scattered from a small-volume element of suspending fluid (sol-
vent) and the molecules or particles making up the sample, is detected by collimated
photodetectors surrounding the sample. The general experimental setup, showing a
single detector, is shown in Figure 12.1.

The particles (molecules, nanoparticles, viruses, etc.) within the solution undergo
thermal translational diffusion (Brownian motion). This motion results in intensity
fluctuations through time of the scattered light. The timescale of these fluctuations is
related to the size of the particles, and is discussed in more detail later. These fluc-
tuations typically span timescales of several microseconds up to several milliseconds,
and if the photodetector collected intensities are averaged over 0.05 s or more, the
fluctuations are unobservable in the recorded signals. Under these circumstances, the
detector response is said to be proportional to the time-averaged intensity of scattered
light. Measurement of this time-averaged intensity of scattered light corresponds to
what we refer to as static light scattering . To first order, the time-averaged intensity
of scattered light is proportional to the so-called weight-averaged molar mass of the
molecules in the sample, times their concentration. For samples comprised of particles
whose spatial extent is greater than about one-fiftieth of the wavelength of the incident
light (∼10 nm average radius for light of wavelength 660 nm in water), there is a
measurable difference in the intensity of scattered light at different scattering angles:
Light scattered into low angles (small value of θ in Fig. 12.1) has a greater intensity
than does light scattered into larger angles. This asymmetry increases with particulate
size. Thus, by measuring the angular variation of the scattered light intensity, one may
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determine an average size of the sample constituents. In a MALS measurement, mul-
tiple detectors collect light scattered by approximately the same volume element into
different scattering angles θ. A MALS measurement, combined with a determination
of sample concentration, permits us to deduce the sample’s weight averaged molar
mass and mean square radius [1–3].

Attractive or repulsive interactions between the solution constituents affect their
spatial distribution, and therefore influence the amount of light scattered [4]. The
influence of interactions on the distribution increases with sample concentration, and
measuring the MALS intensities as a function of sample concentration, provides infor-
mation regarding the strength of these interparticle interactions.

If a photodetector is able to measure more quickly than the time over which inten-
sity fluctuations occur as a result of Brownian motion, then it is possible to characterize
these intensity fluctuations. Smaller particles result in faster intensity fluctuations than
do larger particles, and by measuring the timescale of intensity fluctuations, one can
estimate the size or size distributions of particulates in solution. Using intensity fluctu-
ations through time to estimate the size or size distributions of particulates in solution
is called dynamic light scattering .

12.3. MULTIANGLE LIGHT SCATTERING

Many excellent reviews and detailed derivations of MALS theory may be found in the
literature [1–3,5–7]. Here we present equations used in a typical MALS measurement
to determine the weight-averaged molar mass, root-mean-square (RMS) radius, and
interaction parameter A2.

In a MALS experiment, the basic quantity measured is the excess Rayleigh ratio
as a function of scattering angle and concentration: R(θ, c). This is proportional to
the scattered intensity at the scattering θ angle and concentration c, in excess of the
scattered intensity of the pure solvent in which the molecules of interest are to be
measured. The relation between the Rayleigh ratio, the weight averaged molar mass
M of the species present in the sample, the second virial coefficient A2, and the
concentration for vertically polarized incident light is given by Zimm [2] as

R(θ, c) = K ∗McP(θ)[1 − 2A2McP(θ)] (12.1)

where

K ∗ = 4π2n2
0

NAλ4
0

(
dn

dc

)2

where n0 is the refractive index of the solvent, λ0 is the vacuum wavelength of light,
NA is Avogadro’s number, and dn/dc is the differential refractive index increment,
that is, the change in the solution refractive index �n for a concentration change �c.
The refractive index increment can have a significant wavelength dependence, and
it is not unusual to find a 5%–10% change in the refractive index increment across
the visible spectrum. It is a fairly straightforward process to measure the refractive
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index increment for a sample by measuring the refractive index as a function of
concentration at the wavelength of light used for the light scattering measurement.
Standard reference tables [8,9] with published values for the refractive index increment
for many materials have been compiled. For unmodified proteins containing only
amino acids (no glycosylation, pegylation, significant lipid content, etc.) in an aqueous
solution, the value of the refractive index increment at 660–690 nm wavelengths is
usually within 5% of 0.185 mL/g.

The second virial coefficient A2 is a first-order correction to noninteracting behav-
ior, and a measure of the average potential energy between particles in solution [2].
Depending on the light-scattering measurement being performed, it may be either an
unknown or an assumed known. For particles that have no attractive or repulsive
interaction in solution, A2 has a value of zero and the light-scattering signal increases
linearly with concentration. Particles that experience a net attractive interaction have
a negative value for A2, and the amount of light scattered by the sample increases
over that of the noninteracting case. The converse is true for particles that experience
a net repulsion. Coefficient A2 may be determined by measuring the light-scattering
signal as a function of concentration, with deviations from linearity being attributed
to A2. Attractive interactions between particles may alternatively be modeled using
an equilibrium association coefficient ka, as discussed further below. If the value of
2A2Mc is much less than 1.0, then interactions do not significantly affect the intensity
of scattered light. Methods which fractionate a sample, described below, often result
in concentrations that are low enough for the value of this term to be quite small, and
it is typical to assume an A2 value of zero for measurements on fractionated samples.

The scattering function P(θ) is the angular dependence of light scattered from a
particle, and is related to the size (spatial extent) of the particle. Fitting the angular
dependence of R(θ, c) to the functional form of P(θ) allows one to determine the
mean square radius of the particles. Function P(θ) has a maximum value of 1 for
θ = 0 and decreases from 1 with increasing angle θ (the angular dependence arises
from the interference of light that scatters from different portions within the same
scattering particle); P(θ) may be expressed as

P(θ) = 1 − µ1 sin2 θ

2
〈r2

g 〉 + · · · , (12.2)

where µ1 = [(16π2n2
0 )/3λ2

0], 〈r2
g 〉 = 1/M

∫
r2dM is the mean-square radius and rg is

the RMS radius, which is often termed the radius of gyration . The next term in this
expansion is proportional to sin4(θ/2)

∫
r4dM and is significantly less than the first

term, as long as rg is small compared to the wavelength. Using this functional form
for P(θ), one may determine the average mean square radius rg without knowledge
of the exact conformation of the particle. If the conformation of the sample is known
a priori (e.g., solid sphere, hollow sphere, random coil, thin rod), then it is easy to
calculate [1] the corresponding physical dimension for that conformation from rg.

If the size of the particles being measured approaches or surpasses the wave-
length of light being used for the measurement, then accurately fitting R(θ) data to
Equation (12.2) requires including terms beyond sin2(θ/2). Within the limits discussed
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in Section 12.3.1, there are exact solutions [1,2] for P(θ) for a number of conforma-
tions (e.g., solid spheres, thin rods, random coils) that contain all higher-order terms in
Equation (12.2), and allow the R(θ) data for large particles to be fit without increasing
the number of fit parameters. Legitimately reducing the number of parameters when
fitting data inevitably results in a more stable and higher-quality fit, and so if the
sample being measured is known to have a conformation that has an exactly solved
P(θ), it is generally preferable to use that functional form.

As rg becomes significantly smaller than the wavelength of light, all models for
P(θ) share approximately the same functional form and become indistinguishable from
one another. All such models are valid, regardless of how small rg becomes, but the
change in the intensity of light as a function of the scattering angle is too weak to
be reliably measured for a small rg. The most sensitive MALS instruments available
can resolve rg down to slightly less than 10 nm. For samples with rg less than 10 nm,
a MALS measurement can determine the molar mass and A2 value, but can set only
an upper limit for the size of the particle. Proteins in a folded conformation with
rg greater than 10 nm typically have a molar mass of 1 × 106 g/mol or greater, and
many proteins of interest are smaller than this. Proteins aggregating to form larger
structures often are greater than 10 nm in size, and for such cases the size of the
aggregates may be determined using MALS. Proteins conjugated with polyethylene
glycol, saccharides, or surfactants also often have a value of rg greater than 10 nm.
Dynamic light scattering, discussed in detail in Section 12.4, can determine the size
of particles with radii down to less than 1 nm, and so is often utilized to determine
the size of proteins with radii less than 10 nm.

12.3.1. Limits of Applicability

Equation (12.1) is valid when the incident light is essentially unaffected by the scat-
tering particle, and interactions between particles have only a small influence on the
scattering signal. Two conditions must hold true for the incident light to be unchanged
by the scattering particle: |m − 1| � 1 and 2ka|m − 1| � 1, where m = n/n0 is the
ratio of the particle refractive index to that of the solvent, 2a is the approximate
diameter of the particle, and wavenumber k = 2πn0/λ0. For interactions between
particles to have only a small influence on the scattering signal, it must be true that
2A2Mc � 1. If these three conditions do not hold, then Equation (12.1) is not an
accurate representation of the true state of affairs and the molar mass may not be reli-
ably determined. However, if the single condition 2A2Mc � 1 is true, then the size
may still be determined using a full solution of Maxwell’s equations for the angu-
lar dependence of scattered light. Such exact solutions exist for only a few specific
conformations, for example, solid spheres, coated spheres, and ellipsoids [5,10]. The
full solution for arbitrary refractive index and size spherical particles is called the
Lorenz–Mie solution to Maxwell’s equations . Measurement of metallic spheres is an
example for which Equation (12.1) may not be used, because of the difference in
refractive index between the particles and the solvent, but for which the Lorenz–Mie
solution is valid.
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12.3.2. Alternate Expression for Light-Scattering Equation

Equation (12.1) may be inverted and rewritten as

K ∗c

R(θ)
= 1

M

(
1 + 16π2n2

0

3λ2
0

sin2 θ

2
〈r2

g 〉
)

+ 2A2c (12.3)

under the assumption that 2A2McP(θ) � 1 and [(16π2n2
0 )/(3λ2

0)] sin2(θ/2)〈r2
g 〉 � 1.

Zimm [2] has shown that this alternate expression is valid to higher concentrations than
is Equation (12.1). For systems satisfying the two conditions stated above, plotting
K ∗c/R(θ) against sin2(θ/2) yields a straight line with a positive slope proportional to
〈r2

g 〉. This expression is often used when fitting and/or displaying data.

12.3.3. Measurements on Fractionated Versus
Unfractionated Samples

Fractionation is a term broadly used to describe a process by which multiple species
within a sample can be separated from one another. Asymmetric flow field flow
fractionation is an example of a method of fractionation discussed in detail in Chapter
11 of this book. Size exclusion chromatography (SEC) is yet another method of
fractionation, whereby a fluid sample is pushed through a column containing a porous
medium. As the sample traverses the column, the species in the sample moves out of
the main flow of the fluid stream and into the pores of the medium. Larger species
do not physically fit into as many such pores as do smaller species, and thus spend
more time in the main flow of the fluid stream. This results in larger particles being
pushed more quickly through the column than smaller particles, thus separating the
species from one another. The fluid exits the column through narrow inner-diameter
tubing, and the fractionated samples are then directed to flow “inline” through various
instruments. Determination of the molar mass of a species postfractionation requires
both a MALS detector and a concentration detector, such as a UV absorbance detector
or a differential refractometer. The various species are made to pass sequentially
through these detectors, and the signals from the detectors are combined in software
in order to determine the species molar masses. Since a single species exiting (eluting
from) a column passes sequentially through multiple detectors, in order to correctly
interpret the resulting signals, the signals must be shifted in time to align with one
another. While the goal for all fractionation methods is to completely separate a sample
into its component species, any such method has a limited ability to resolve species
that are similar to one another. It is often true that even postfractionation multiple
species will be present at some level at the same time within a single instrument. In
this case the measured value is an average of the species present in the measurement
volume.

For MALS measurements made on unfractionated or incompletely fractionated
samples, the molar mass measured is the weight-averaged molar mass, and the radius
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measured is weighted by the radii squared, molar mass, and concentration:

MW =
∑

i Mi ci∑
i ci

, < r2
g-avg > =

∑
i < r2

g >i Mi ci∑
i Mi ci

(12.4)

Measurements on unfractionated samples are generally termed “batch” measurements.
For measurements postfractionation, the molar mass, concentration, and rg are

determined for each elution volume. Summing over each elution volume, one can
calculate the averages in Equation (12.4) and compared them to unfractionated mea-
surements of the same sample. This is generally good practice, ensuring that no sample
is disproportionately lost during the fractionation process, or significantly altered by
dilution.

12.3.4. Example Data

In Figure 12.2 we show MALS and concentration detector data for bovine serum
albumin (BSA), fractionated via SEC. The data are acquired using a Wyatt DAWN
HELEOS  MALS detector, and a Wyatt Optilab rEX differential refractometer.

For the data shown, 100 µL of 2 mg/mL BSA is injected into the fluid stream.
The sample passes through the SEC column, where fractionation occurs, then through
the light-scattering (LS) instrument, and finally through the differential refractometer,
which serves as a concentration detector. For presentation in Figure 12.2, data are
offset in time/elution volume to align the monomer peaks from the concentration

baseline subtracted online collection

detector 90° molar mass

BSA monomer

5.0 × 105

0.0

1.0 × 105

1.5 × 105

2.0 × 105

2.5 × 105

11.010.510.09.59.08.5
0.0

2.0 × 10–6

4.0 × 10–6

6.0 × 10–6

8.0 × 10–6

Volume (mL)

trimer and higher
BSA dimer

R
ay

le
ig

h 
ra

tio
 (

1/
cm

) m
olar m

ass (g/m
ol)

differential refractive index

Figure 12.2. Static light scattering (black trace) at 90◦ scattering, differential refractive index

concentration detector (red trace), and molar mass (blue points) data as a function of elution

volume for BSA fractionated via SEC. See the insert for color representation of this figure.
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detector and the LS detector, and the y-axis scales are selected such that the monomer
peaks from the two detectors overlay well. The concentration detector in this case is
a differential refractometer, which has a signal proportional to the mass concentration
of the sample in solution. In contrast, the LS detector has a signal that is proportional
to the concentration times the molar mass. With the monomer peaks made to overlay,
the dimer peaks do not overlay, because the dimer molar mass is twice as large as
the monomer molar mass. By simply overlaying the monomer peaks and examining
the other peaks, we can observe that the dimer peak is approximately twice the molar
mass of the monomer peak. Using Equation (12.1), we can determine the absolute
molar masses for each peak, presented in blue in Figure 12.2.

The example data of BSA in Figure 12.2 do not illustrate the angular dependence
of the intensity of scattered light, since rg of BSA is less than 10 nm (it is approx-
imately 3 nm), resulting in no measurable angular dependence. In such a case the
molecular radius is indeterminable by MALS. However, averaging the signals from
multiple detectors measuring the scattering at different angles improves the precision
of the molar mass measurement (e.g., 16 detectors result in 4 times the precision of
four similar detectors). The data shown in Figure 12.3 are from a sample that was
fractionated also via SEC. The angular dependence of the MALS signal is seen clearly
in Figure 12.3a. The data are plotted in the manner suggested by Equation (12.3), with
K ∗c/R(θ) on the y axis and sin2(θ/2) on the x axis. A Wyatt DAWN DSP MALS
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instrument and a Wyatt Optilab DSP differential refractometer were used to obtain
the data shown in Figure 12.3.

In Figure 12.3b, we show the LS signal at 90◦ and the concentration detector
signal, both as a function of elution volume. The LS signal and the concentration
detector signal appear offset in elution volume, indicating a distribution of masses
across the peak. Since we determine the absolute molar mass, radius, and concentration
at each elution volume, it is possible to generate distributions of the absolute molar
masses and radii (e.g., weight fraction as a function of molar mass). Such distributions
are commonly used as QC specifications, for example.

12.3.5. Conformation Information

For each elution volume of a fractionated polydisperse (e.g., aggregating) sample, the
molar mass and the RMS radius may be determined using MALS, and information
regarding conformation of the sample may be obtained by comparing the molar masses
to their respective radii. For an object growing as a solid sphere, the mass of the object
increases in proportion to the radius cubed as m = ρ 4

3πr3, where ρ is the density. In
general, the mass of an object is related to the RMS radius as m = dra

g , where d
is a constant and a is the power by which the mass increases with radius (a = 3
for a solid sphere, 2 for an ideal random coil in a θ solvent or a hollow sphere,
and 1 for a rod). This is usually rewritten as rg = (m/d)1/a , and finally log(rg) =
(1/a) log(m) − (1/a) log(d). Plotting the logarithm of the RMS radius against the
logarithm of the molar mass yields a line with a slope 1/a . Such a plot is termed a
conformation plot . A conformation plot for several datasets is given in Figure 12.20 in
Section 12.5. Those data are consistent with proteins initially aggregating as fibrillates,
and eventually beginning to clump or coil.

12.3.6. Conjugate Analysis

Many samples of interest contain two distinct components: for example, a protein
with polyethylene glycol or polysaccharides conjugated to the protein, or membrane
proteins with surfactants associated with them. It is often important to characterize the
manner and degree of conjugation or association. Using two different concentration
detectors (e.g., a differential refractometer and a UV absorbance detector) in concert
with an LS detector, it is possible to measure the molar mass of the protein, the molar
mass of the conjugated material, and the total molar mass and size of the composite
object [11].

In Figure 12.4 we show data acquired using a Wyatt DAWN EOS MALS
detector, a Wyatt Optilab DSP differential refractometer, and an Agilent 1100 UV
absorbance detector operating at 280 nm. Utilizing the method described by Wen et
al. [11], the Wyatt Astra V software package combines the information from these
three detectors to determine the molar masses of the two constituents of the complex,
as well as the molar mass and radius of the full complex. Many examples exist in the
literature demonstrating the use of this method [12,13].
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Figure 12.4. Multiangle conjugate analysis is used to determine the molar mass of protein,

attached modifier, and the molar mass and radius of the complex.

12.3.7. MALS Measurements of Particle Number Densities

For particles for which Equation (12.1) is applicable and MALS and concentration
detector signals are detectable, the number density of particles in solution may be
determined in a straightforward way using the measured molar mass and concentration.
For fairly monodisperse systems, MALS measurements also can be used to determine
the number concentration for particles large enough to yield robust MALS signals, but
dilute enough to yield no appreciable signal from a concentration detector (e.g., virus-
like particles, liposomes). To accomplish this, the refractive index of the particles
and the angular dependence of the MALS signal are used to determine the size,
and calculate the absolute scattering, for a single particle in solution. Dividing the
total MALS signal by the absolute scattering signal from a single particle yields the
number density of the particles [14]. This technique has been used in conjunction with
asymmetric flow field flow fractionation to determine the number density of virus-like
particles in the concentration range of 108 –1011/mL with excellent accuracy [15].
The method works well, in theory, down to number densities as low as 106 /mL. This
analysis method is patented, and is currently commercially available only in the Wyatt
Astra software.

12.3.8. High-Concentration Measurements

More recent developments in antibody therapeutics, and the associated formulation
challenges, make it increasingly desirable to obtain information regarding the associ-
ation/aggregation state of proteins at extremely high concentrations, such as hundreds
of grams per liter. It is usually quite easy to make high-quality MALS or DLS
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measurements at such high concentrations, but interpretation of the data remains a
challenge. As discussed earlier, Equation (12.1) includes an A2 term that accounts
for interactions between particles in solution, but the equation is valid only at low
(in theory vanishingly low) concentrations. Theories do exist that, with reasonably
benign assumptions, can predict MALS and DLS results to very high concentrations
for an arbitrary potential energy between molecules (e.g., charged spheres) [4]. How-
ever, these theories have mathematically complex solutions. Modeling data based on
effective hard-sphere interactions is mathematically simple and has been relatively
successful in fitting high-concentration results [16], and this model has since been
extended to include scattering from associating species [17,18].

In Figure 12.5 we show LS data as a function of concentration, measured to very
high concentrations. The vertical axis(ordinate) R/K ∗ in the figure is proportional to
the intensity of scattered light. For concentrations below approximately 10 mg/mL,
the data are interpretable using Equation (12.1). At higher concentrations, this model
is no longer appropriate, but the data may be fit and interpreted using an effective
hard-sphere model.

While it is not necessarily justified [20], it is not atypical to determine interaction
parameters at low concentrations and assume that these parameters remain relatively
unchanged at high concentrations. The model of stoichiometric associations, discussed
in the next section, is often utilized in this way. Using this model, an association
coefficient is measured at relatively low concentrations, and the percentage of the
sample that is associating (e.g., as dimers) is predicted at high concentrations.
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12.3.9. Free-Solution Measurements of Self-Association
and Heteroassociation

The degree and stoichiometry of reversible self-associations for a single species in
free solution, and the heteroassociation between multiple species in free solution, are
of key interest in a number of fields for myriad reasons. For formulation develop-
ment, such associations are typically investigated in order to predict later irreversible
aggregation, which may develop for species having a greater degree of association.
Irreversible aggregation is usually straightforward to detect and quantitate, since the
aggregates remains present after dilution, such as after fractionation. Reversible asso-
ciations are typically more difficult to measure, since the degree of association is
concentration-dependent. Associations are measurable using a number of techniques,
some of which require modifying (e.g., fluorescence tagging) or immobilizing the
species on a surface, either of which may alter the association characteristics. Other
techniques that are capable of measuring associations of unmodified proteins mov-
ing freely in solution often require a great deal of time to perform. In contrast, LS
measurements that determine self- or heteroassociation properties may be performed
within 1–2 h [21–23].

Particles that reversibly adhere to one another spend some proportion of their time
bound, and the remainder of their time free in solution. The equilibrium association
coefficient for such a system is a measure of the equilibrium condition for the number
of particles in the bound state compared to the number of constituent particles free in
solution

ka = [AB]

[A][B]
(12.5)

where ka is the equilibrium association coefficient with units of 1/molarity, [A] and
[B] are the molar concentrations of free A and B in solution, and [AB] is the molar
concentration of the associated species [24]. After a solution is prepared, the time
required to essentially achieve equilibrium varies depending on the concentrations
and association parameters specific to that system. For some systems equilibrium is
essentially achieved in fractions of a second, while for others hours are required.
Light-scattering models assuming associations are fundamentally different from virial
expansion models incorporating A2, in that association models assume that (1) some
portion of the species are physically attached to one another, (2) there are no long-
range interactions, and (3) for the duration of an association the associating species
are not interacting in any way with any other particles in solution. Association models
are accurate in the limit where such interactions dominate, and are not accurate at
high concentrations.

12.3.9.1. Self-Association. For a single species having no self-interaction,
either attractive or repulsive, the MALS signal increases linearly with sample concen-
tration. If the MALS signal increase is less than linear with concentration, then there
is a net repulsive interaction (e.g., unscreened charge), which may be accounted for
using the A2 term in Equation (12.1). If the MALS signal increase is greater than lin-
ear, then the signal may be accounted for using either an A2 model with an attractive
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interaction as discussed above, or by assuming that the species is reversibly associat-
ing with itself. For a model of reversible associations, the association coefficient and
the concentration will determine the equilibrium concentrations of monomer, dimer,
trimer, and so on. For example, for a model of associations in which we assume that a
species A associates with itself only as a dimer, the molar concentrations are given as

[Atot] = 2[AA] + [A], [AA] = ka[A][A] (12.6)

where [Atot] is the total molar concentration of A in solution that is known from
preparation, [AA] is the molar concentration of the dimer in solution, [A] is the molar
concentration of free A in solution, and ka is the association coefficient. Given [Atot]
and ka, these equations may be used to solve for the molar concentrations of [A] and
[AA], and using Equation (12.4) and the molar mass of A, the corresponding MALS
signal may be calculated. Fitting the data to this model, using ka as a fit parame-
ter, it is possible to thereby estimate ka. The concentration dependence of a model
that includes association as trimers is different from that of a model that incorpo-
rates only monomers and dimers, and therefore we can estimate the stoichiometry
of self-association using MALS data measured as a function of concentration. In
Figure 12.6 we show MALS data taken for a self-association experiment, where the
self-association of chymotrypsin, pH 4.1, in 10 mM acetate, is measured at different
NaCl concentration. The data are consistent with rising NaCl concentration resulting
in an increased degree of self-association.

Sample dilution and data acquisition and analysis for the data shown in
Figure 12.6 are automated using the Wyatt Calypso system, and acquired using a
Wyatt DAWN HELEOS MALS detector and a Waters 2487 UV absorbance detector.
Measurement of the five association constants displayed requires 6 h of automated
run time, and 12 mL of 1.135 mg/mL chymotrypsin stock solution. Chymotrypsin
has a molar mass of approximately 25 kDa. Similar measurements with samples
having a larger molar mass require a smaller quantity of sample, while measurements
for samples having a smaller molar mass require a larger quantity of sample.

12.3.9.2. Heteroassociation. For a mixture of two species, A and B, if the
species are not associating, then the MALS signal is simply the weight average of
A and B as in Equation (12.4). In this case, if MALS measurements are made with
mixtures of solutions ranging from 100% stock solution A to 100% stock solution B,
then the light-scattering signal changes linearly between these endpoints, as a function
of the ratio of stock solutions. If a mixture of A and B results in a MALS signal in
excess of this value, then the excess scattering may be understood in terms of A and
B associating with one another, for example, forming an AB complex. For a model of
associations in which we assume that species A associates with species B to form AB,
with some association constant ka, the molar concentrations of the various species are
given as

[Atot] = [AB] + [A], [Btot] = [AB] + [B], [AB] = ka[A][B] (12.7)
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Figure 12.6. Multiangle LS free-solution self-association measurements of chymotrypsin: (a)

MALS data as a function of chymotrypsin concentration for different NaCl concentrations

solid lines are fits to the model of Eq. (12.6); (b) the resulting association constants ka for the

different NaCl concentrations. (Unpublished data of Hanlon and Some [25].)

where [Atot] and [Btot] are the total molar concentrations of A and B in solution that
are known from preparation, [AB] is the molar concentration of the associated species,
and [A] and [B] are the molar concentrations of free A and B in solution. Similar to
the self-associating case, given [Atot], [Btot], the molar mass of A, and the molar mass
of B, we can fit MALS data to estimate the association constant ka. Moreover, the
model of associations as AB may be checked, since for such associations the MALS
signal will have a maximum value at a 1 : 1 molar ratio of A : B. If associations
actually include AAB as an associating species, then the MALS signal will have a
maximum signal between molar ratios of 2 : 1 and 1 : 1, and a model assuming only
AB associations will simply not fit the data.

In the heteroassociation example above, it is possible that A or B may be self-
associating in addition to associating with one another. This may be determined by
measuring the concentration dependence of the MALS signal for A and B separately.
With the self-association coefficients known from these experiments, the heteroassoci-
ation coefficient may then be determined from the concentration crossover experiment.
These three measurements may be automated and performed within one experiment
using three solutions: stock A, stock B, and buffer. In Figure 12.7 we show data taken
in an automated self- and heteroassociation experiment.
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In this example, chymotrypsin and bovine pancreatic trypsin inhibitor (BPTI), in
PBS at pH 7, form 1 : 1 complexes. Fitting the data to an AB association model yields
an equilibrium association constant of 1.5 × 106 1/M. Data acquisition and analysis for
data shown in Figure 12.7 are automated using the Wyatt Calypso system, and acquired
using a Wyatt DAWN HELEOS MALS detector and a Waters 486 UV absorbance
detector. Here the measurement of the three association constants (chymotrypsin and
BPTI self-association coefficients, and the heteroassociation between chymotrypsin
and BPTI) requires 1 h 40 min of automated run time, 22 mL of 0.45 mg/mL chy-
motrypsin stock solution, and 22 mL of 0.16 mg/mL BPTI stock solution. As with
the self association measurements, larger molar mass molecules require less sample,
while smaller molar mass molecules require more.

Previously we described MALS measurements of self- and hetero-associations
between biomolecules. Recently, DLS has also been used for similar measurements
[26] with the measured average hydrodynamic radius as the parameter indicating the
presence of associations (as opposed to average molar mass for MALS measurements).
MALS association measurements are more sensitive than similar DLS measurements;
however, DLS measurements made in a multiwell plate require orders of magnitude
less sample than similar MALS measurements.

12.3.10. Limits of Detection

The signal measured by a MALS instrument is proportional to the molar mass times the
concentration. This means that for a given MALS instrument the minimum detectable
concentration is lower for samples having a higher molar mass. Conversely, the molar
mass of a very low molar mass molecule may be measured, provided that a very
high concentration is used. For example, the molar mass of sucrose, at 342 g/mol,
may be measured if approximately 0.5 mg/mL or greater concentrations are used. For
proteins in aqueous solutions, state-of-the-art instruments are capable of measuring
MW(g/mol) × c(g/L) > 80[g2/(mol · L)]. Thus, a 100-kDa protein requires a minimum
concentration of 0.8 µg/mL in the measurement volume. Fractionation techniques usu-
ally dilute samples, typically by a factor of 5–10, and this must be taken into account
when estimating the minimum measurable concentration for a particular experiment.

12.4. DYNAMIC LIGHT SCATTERING

Dynamic light scattering is a standard technique used to determine the translational
diffusion coefficients of particles in solution, from which the equivalent spherical
hydrodynamic radii may be calculated. It is used to estimate the size, and size distri-
butions, of particles in solution, and there are numerous texts and articles describing
this technique [6,27,28]. Here we present a discussion of the origin of a DLS signal,
following the description by Pecora [27].

With two particles in solution scattering light, there is usually a difference in
the length of the path that light takes to travel from the light source, to the differ-
ent particles, and then to the photodetector. This difference in the pathlength of the
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Figure 12.8. (a) Two particles have a spatial relation resulting in constructive interference

of scattered light at the detector; (b) the particles have moved with respect to one another,

causing the scattered light to interfere destructively at the detector. Thus, the intensity viewed

by the detector varies through time.

light scattered from the two different particles results in a phase difference at the
photodetector, and leads to interference of the light at the detector. This interference
may span the range from constructive to destructive, and results in a corresponding
intensity of light at the photodetector that is bright (up to 4 times the average inten-
sity), dark, or somewhere in between. Thermal energy causes the particles in solution
to move (diffuse), and so two particles in solution continually move with respect to
one another. The resulting motion through time will change the pathlengths of light
from light source, to the particles, and finally to the photodetector, thus altering the
intensity of light on the photodetector. This is shown schematically in Figure 12.8.
The same reasoning holds true for a macroscopic number of particles in the measure-
ment volume, each thermally diffusing, whereby the light scattered from each particle
interferes with the light scattered from every other particle.

Smaller particles diffuse more rapidly faster than larger particles do; therefore,
the timescale of intensity fluctuations at the detector is shorter for smaller particles. In
Figure 12.9 we show simulated data for intensity fluctuations for small versus large
particles diffusing in water. The translation diffusion coefficient D for a spherical
particle of radius a is given by the Stokes–Einstein relation

D = kBT

6πηa
(12.8)

where kB is the Boltzmann constant, T is the absolute temperature, and η is the
solution viscosity [29]. The particle radius determined in a DLS measurement is an
equivalent spherical radius, termed the hydrodynamic radius rh, which is the radius
of a hard sphere having the same diffusion coefficient as the particle being measured.

The timescale over which the intensity changes at the detector (i.e., the time
it takes the intensity of light viewed by the detector to go from bright to dark) is
approximately given by the time it takes a particle to move sufficiently to change
the pathlength of light by half the wavelength of the light in the solution. A particle
with translational diffusion coefficient D , diffusing for time t , will on average travel
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Figure 12.9. (a) Intensity of light through time expected for 4-nm-radius particles diffusing

in water; (b) intensity through time expected for 40-nm radius particles.

a distance 〈x 〉 = √
2Dt from its starting point. The distance particles must travel to

change the pathlength of light to the detector by half the wavelength of light depends
on the scattering angle viewed by the detector. If the detector is exactly in the beam
of light, at zero scattering angle, then all pathlengths of light for all particles in
solution are identical. In such a case, the light scattered from all particles interferes
constructively, and there is never any change in the pathlengths of light regardless of
how far the particles move, and so there is no intensity fluctuation through time at
the detector. If the detector observes light scattered into a low angle, near zero, then
a difference in pathlength for different particles in solution can occur. However, the
particles must move very far through space in order to change the pathlength of light
by half the wavelength of light, thereby altering the intensity of light at the detector.
If the detector is at a high angle, then the particles do not need to move very far to
alter the intensity of light. The same particles in solution, diffusing at the same rate,
will have very different timescales of intensity fluctuation, depending on the scattering
angle of the light viewed by the detector. By changing the angle of measurement, it
is possible to “speed up” or “slow down” intensity fluctuations that might otherwise
be difficult to measure.

Quantifying the timescale(s) of intensity fluctuations is accomplished via the stan-
dard technique of correlation analysis , where two signals are compared in order to
determine the degree of similarity between them. Autocorrelation is a correlation
analysis where a function is compared to itself, in this case to determine how self-
correlated the intensity is through time. The intensity autocorrelation function (ACF)
is given by

g(τ) = 〈I (t)I (t + τ)〉
〈I 〉2

= 1

2T 〈I 〉2

∫ T

−T
I (t)I (t + τ) dt (12.9)

where 〈I 〉is the time-averaged intensity (i.e., the signal detected in a static LS mea-
surement), I (t) is the measured intensity as a function of time, andI (t + τ) is the
same intensity through time but shifted in time by the delay time τ.

Figure 12.10 illustrates the mathematical process of determining the autocorrela-
tion of a signal. In this figure we show a simulated intensity of light through time,
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Figure 12.10. Simulated data of intensity through time, overlaid with the same intensity

through time, offset in time by delay time τ. The intensity through time is correlated to itself

at short delay times, but becomes uncorrelated to itself at long delay times.

overlaid with the same intensity through time, offset by delay time τ. If the delay time
τ is zero, the two lines fall on top of one another. The intensity is always maximally
correlated to itself for zero delay time τ, resulting in a maximal value for g(τ). As
τ increases to the degree shown in Figure 12.10, the two traces remain correlated to
one another, but not perfectly so since, throughout that interval, the particle positions
with respect to each other have changed slightly. As τ increases further, the inten-
sity becomes less and less correlated with itself. In the limit where τ is increased
to the extent that no correlation exists, 〈I (t)I (t + τ)〉 = 〈I 〉2, and the autocorrelation
function has a value of 1.0.

For a single species undergoing pure translational diffusion, the autocorrela-
tion may be shown to be a pure exponential function, g(τ) = 1.0 + β exp(−2�τ),
where β is the amplitude of the DLS signal, � = q2D is the correlation rate, q =
(4πn/λ0) sin(θ/2) is the scattering wave vector set by the experimental conditions, n
is the solvent refractive index, λ0 is the vacuum wavelength of the light used in the
measurement, and θ is the scattering angle.

If the ACF data fit well to a single exponential, then the resulting diffusion
coefficient and Equation (12.9) may be used to calculate the hydrodynamic radius
rh. In Figure 12.11, we show autocorrelation function data and their fit to a simple
exponential function for an immunoglobulin G (IgG). Data are acquired using a Wyatt
DAWN EOS light-scattering instrument equipped with a Wyatt QELS dector. For
this instrument, MALS and DLS(QELS) data may be obtained simultaneously, both
in batch mode or in flow mode postfractionation. The data shown are acquired in
flow mode after SEC separation. We display the data and fit, both with a linear
and a logarithmic time axis. Correlation data are almost universally displayed with a
logarithmic time axis, allowing a broad range of timescales to be viewed on the same
graph.

If there is some distribution of species present, the species will in general have
a distribution of diffusion coefficients D and corresponding correlation rates �. For
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some distribution of correlation G(�) rates normalized to 1, the ACF becomes

g(τ) = B + β

[∫ ∞

0
e−�τG(�) d�

]2

(12.10)

The relative contributions to G(�) by the different species depend on the relative
intensities of light scattered by the various species and viewed by the detector. The
relative contributions to G(�) are therefore influenced by the distributions of molar
mass, concentration, dn/dc, particle size rg, and also the angle of scattered light viewed
by the detector.

If the data do not fit well to a simple exponential function, then some distribution
G(�) exists, and we can analyze the data to estimate G(�). In general, it is not
possible to take a set of real data (by “real,” we mean having finite resolution, extent,
and noise), which consists of some distribution of exponential functions, and uniquely
determine the true underlying distribution of exponentials. There are three possible
ways to proceed: (1) the method of cumulants, in which we estimate general features
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of the distribution G(�), such as the mean and width of the distribution; (2) the
method of assuming some distribution for G(�) and fitting the data to that assumed
distribution; and (3) the method of regularization, whereby we determine a set of G(�)

that all equivalently fit the data, and then make some assumption to choose the “best”
distribution between these equivalent fits (most typically the smoothest distribution is
chosen). These three methods are discussed below.

12.4.1. Cumulants

The method of cumulants attempts to determine general features regarding the dis-
tribution G(�), without assuming an underlying distribution [30]. In fact, since a
functional form is used to fit the data, and the Laplace transform is unique [31], some
underlying distribution is always assumed. In a cumulants analysis, ACF data are fit
to the function

g(τ) = B + β exp
(
−2κ1τ + κ2τ

2 − κ3

3
τ3 + · · ·

)
(12.11)

where κi are the cumulant terms. The first three cumulant terms are equal to the first
three moments of the distribution of G(�). Higher cumulant terms are related but not
equivalent to higher moments of the distribution. Equation (12.11) is exactly true if
all (infinitely many) cumulant terms are included in the expansion. Autocorrelation
function data are seldom feature-rich to the point where more than the first two or three
cumulant terms may be used for fitting. Therefore, when analyzing data, the cumulant
series must be truncated, typically keeping just the first and second cumulant terms.
In this case the functional form used for fitting becomes

g(τ) = B + β exp(−2κ1τ + κ2τ
2) (12.12)

Fitting the data to this function works reasonably well, but since κ1 and κ2 must be
positive, it is clear that the κ2τ

2 term in the exponential will always lead to a divergence
in the fit function at a sufficiently large τ. Such a function cannot be physical, since any
combination of decaying exponential functions must monotonically decrease. It may
be shown that the distribution of G(�) that gives rise to Equation (12.12) is a simple
Gaussian distribution of correlation rates, including negative correlation rates, which,
of course, in actuality do not exist. Nevertheless, fitting ACF data using Equation
(12.12) usually work well to estimate κ1 and κ2, as long as the data at longer delay
times are not included in the fit.

12.4.2. Assuming G(�):

As discussed above, while a cumulant fit is in fact equivalent to assuming a distribution
G(�), the assumed distribution is rarely physically possible. One way to ensure a
physically reasonable distribution G(�) is to pick a distribution and use Equation
(12.10) to calculate the expected g(τ). An obvious choice is the Gaussian distribution
for G(�) assumed by the standard cumulant model, provided we limit the distribution
to positive correlation rates. Many other possibilities exist for physically reasonable
distributions.
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12.4.3. Regularization

The analysis methods for DLS data discussed thus far provide general information
regarding the distribution G(�) (e.g., the first and second moments of the distribution),
but do not determine the actual distribution G(�) from which the distribution of sizes
can be derived. Given a purely mathematical function for g(τ), it is mathematically
possible to use the inverse Laplace transform [31] to determine G(�) uniquely. How-
ever, given a “real world” g(τ), which does not have infinite resolution and extent
but does have finite noise, the distribution cannot be uniquely determined. Instead,
we find an infinite number of G(�) which all fit the data equally well, and choosing
between these solutions will require some additional assumption unsupported by the
data [6,32]. Most commonly the “smoothest” distribution—the one that minimizes the
sum over the second derivative of G(�)—is chosen as the most reasonable solution.
Finding a set of G(�) that best fits the data, and then choosing among these G(�)

using some additional requirement, is generally called regularization . We illustrate
the method of regularization analysis in Figure 12.12, where we present data drawn
from three distinct samples.

Figure 12.12a,b presents data and results for fairly monodisperse samples,
with measured hydrodynamic radii of 3.8 and 51 nm, respectively. Figure 12.12c
shows data and results from a regularization analysis for a mixed sample containing
the samples in both (a) and (b). For these disparate-sized species, regularization
analysis clearly establishes the presence of two species. A rule of thumb is that
for a regularization analysis to resolve two species as distinct, their hydrodynamic
radii must differ by a factor of ∼ 4. For the data in Figure 12.12, 5-µL samples
are measured within a 1536-well plate using a Wyatt DynaPro DLS plate
reader.

Regularization results are very easily and commonly overinterpreted. They are
only an estimate of G(�), and that estimate can easily be wrong. Regularization
methods generally do produce quite good estimates of G(�) for clean, simple systems
such as bimodal distributions or broadly polydisperse systems. However, the technique
is not able to resolve fine details of a distribution. For example, for a sample consisting
of an equal mixture of monomer and dimer species, a regularization analysis can
never resolve the presence of two distinct species. However, either regularization or
a cumulant-type analysis can easily resolve the change in polydispersity (described
below) and shift in average rh associated with the presence of a significant percentage
of dimer.

12.4.4. Polydispersity

The sample percent polydispersity is a measure of the breadth of the distribution of
sizes in the sample with respect to the average size. It is calculated as Pd = 100µ2/µ

2
1,

where µ1 and µ2 are respectively the first moment (mean value) and second moment
(width) of the distribution of correlation rates G(�). The first and second moments
of a distribution are equal to the first and second cumulant terms.
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Figure 12.12. Data and regularization fits for three samples. Data for (a) and (b) are from

two different monodisperse species, and data for (c) is from a mixture of the two.

12.4.5. Examples of Analysis Methods

The data displayed in Figure 12.13 do not fit well to a simple exponential function,
but do fit well to a Gaussian distribution of correlation rates, indicating that there is
some distribution of sizes present in the sample. The data shown in Figure 12.13b
are from a sample containing a mixture of rh = 3.8 nm and rh = 51 nm species. For
this bimodal distribution, a Gaussian distribution of correlation rates is clearly not an
accurate description of the real underlying G(�), and therefore results in a poor fit to
the data. A regularization analysis yields a much closer correspondence between data
and fit result.
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12.4.6. Determination of Aggregate State

Dynamic light scattering is extremely sensitive to the presence of large aggregates, and
may be used semiquantitatively to estimate the weight fraction of such aggregates in
an unfractionated sample. It is also an excellent tool for assessing whether a sample
is largely monodisperse, or has a significant degree of polydispersity. It does not
have the resolution for measurements on unfractionated samples to quantitate the
percentage of monomer, dimer, trimer, and so on present in a sample. However, if
one assumes that the sample is a simple combination of monomer and dimer, with no
higher oligomers, then it is possible from the shift in measured radius to estimate the
degree of dimerization. For such a system, the measured hydrodynamic radius rh-avg

may be seen to be

rh-avg = 1 + Pd

(1 − Pd)/rm + 2Pd/rd

where Pd is the percent dimer by weight, rm is the hydrodynamic radius of the
monomer, and rd is the hydrodynamic radius of the dimer. For two connected hard
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spheres, the hydrodynamic radius is calculated to be 1.33 times that of a single sphere
[33], and so it is reasonable to assume rd = 1.33rm. For a clean system it is possible
to achieve a standard deviation of 1% on the measured radius in DLS measurements,
corresponding to a detection limit of about 3% dimer, by weight, for batch measure-
ments. Variations in the viscosity of the sample solution due to changes in formulation
can easily have an influence on the reported radius of much greater than 1%. Achiev-
ing a 1% reproducibility on the reported radius requires either comparing only sample
solutions that are known to have the same viscosity, or knowing the relative sample
viscosities to an accuracy of much better than 1%. There is, of course, no way to
know from such a measurement whether the shift in radius is due exclusively to the
presence of dimers, but an upper limit on the percentage of dimers may be obtained
in this way.

12.4.7. Number Fluctuations

In the discussion above we state that the autocorrelation is a simple exponential
function for a single species undergoing pure translational diffusion. This is true as
long as the intensity fluctuations of light through time are dominated by the pro-
cesses described above, and are not significantly influenced by changes in the number
of particles in the detected volume [34,35]. For a given volume containing some
number of particles n , the expected fluctuation through time in the number of parti-
cles is

√
n, and so the fluctuations in the intensity of scattered light due to number

fluctuations is given by
√

n/n . For n of 100, 10% fluctuations in intensity may be
expected, and for n of 1000, 3% fluctuations in intensity may be expected from num-
ber fluctuations. For most DLS measurement systems, 3% fluctuations in intensity
due to number fluctuations are difficult to observe. The DLS measurement volumes
of commercial instruments tend to be 40–100 µm in diameter with approximate
corresponding volumes of (40 µm)3 –(100 µm)3. This yields the minimum number
density of particles to be 1.5×1010 − 1×109 /cm3, for which the resulting correlation
functions are exponential and interpretable using the models discussed previously.
For number densities below this minimum, the measured intensity of light fluctuates
through time with a timescale associated with the diffusion coefficient and the particle
concentration. Such number fluctuations are only observable for large particles, since
dilute solutions of smaller particles do not scatter sufficient light to be measurable.
The ACF from a sample with number fluctuations has both the expected exponen-
tial decay, and also a much longer time-scale “foot” which is not exponential. It is
possible, in theory, to use ACF data, which are strongly influenced by number fluc-
tuations to determine the concentration of large particles in solution [36]. In practice,
however, it is not easy to do this. Generally, if fits to data result in radii that are
very large (close to 1 µm or more), we must take care to ensure that the timescale
measured is the timescale of diffusion, rather than that of number fluctuations. This
may be checked by measuring at different dilutions. If the signal is due to number
fluctuations, lower concentrations will result in a larger amplitude of the “foot” in
the ACF.



294 LIGHT-SCATTERING TECHNIQUES AND THEIR APPLICATION

12.4.8. Multiple Scattering and Interactions

Multiple scattering (measurements of milky or turbid solutions) will result in a reduc-
tion in the apparent size measured by DLS. The degree to which the DLS signal is
influenced by multiple scattering depends on instrumental details of light path length in
solution, and other factors. Techniques exist that can largely reject multiply scattered
light [37], but we will not discuss them in detail here. Measurements may be made
as a function of sample concentration, to evaluate the effect of multiple scattering on
DLS measurements. If no concentration dependence is seen, then multiple scattering
is most likely not influencing the data, although there is always the small chance of
competing effects canceling one another. If concentration dependence is seen, then it
may be due to either multiple scattering or interparticle interactions.

If the mean distance between particles in solution < x > = n−1/3, where n is the
sample number density, is similar to the length scale of the potential energy between
the particles, then interactions between particles may significantly influence the dif-
fusion coefficient of the particles [27,38]. For example, the potential energy between
charged molecules in solution is strongly influenced by the ionic strength of the solu-
tion, with the length scale of the interactions given by the Debye–Huckel screening
length. For solutions with low ionic strength, the interaction length becomes long
and interactions between molecules can cause the diffusion coefficient to increase,
resulting in an apparent reduction in the hydrodynamic radius of the molecule. In
this case, the apparent size decreases with decreasing ionic strength, or with increas-
ing concentration at fixed ionic strength. This effect has been used to estimate the
charge on proteins [39]. Once again, if DLS measurements indicate no concentration
dependence, we can assume the effect to be negligible.

12.4.9. Limits of Detection

As with MALS measurements, the DLS signal is proportional to the sample molar
mass and concentration. The quality of a DLS measurement may also be improved by a
longer measurement time. In general, the data quality improves with the square root of
the measurement time; thus, measuring 4 times as long results in an improvement in the
signal-to-noise ratio (SNR) by a factor of 2. For proteins in aqueous solutions, state-of-
the-art instruments are capable of measuring MW(g/mol) × c(g/L) > 1400[g2/(mol ·
L)] for 30-s measurements. For a 100-kDa protein, this corresponds to a minimum
concentration of 14 µg/mL.

12.5. CASE STUDY: MALS AND DLS MEASUREMENTS
OF AN AGGREGATING PROTEIN

An interesting example of the utility of LS techniques concerns a protein system
where the protein aggregates in response to changes in an environmental condition,
such as formulation pH, ionic strength, concentration, series of freeze–thaw cycles,
and forced aging. We examined such a concept by heat-stressing BSA at 60◦C for
varying periods of time, from 0 to 175 mins, and performed a set of measurements
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on the heat-stressed samples. We determined the degree and manner of aggregation
within the system both as a function of time exposed to 60◦C, and as a function
of time stored post exposure. Measurements conducted included (1) batch (unfrac-
tionated) DLS measurements immediately after heat stressing the sample and after
13 days storage poststress, (2) MALS measurements on two sample dilutions with
each fractionated by SEC, and (3) batch MALS measurements. The time, material,
and resources required, as well as the kind of information obtained, varies consid-
erably between these measurements. In general, batch methods are faster and easier,
while fractionation methods require more time and provide much more detailed infor-
mation. Batch measurements allow measurement in the formulation “cocktail” at the
concentration of interest, while fractionation methods often include dilution and sol-
vent exchange during fractionation. In general, it is important to perform both batch
and fractionated measurements, and to confirm that the fractionation process has not
removed material from the sample. From measurements following fractionation, it is
always possible to reconstruct the expected result of a batch measurement. If there is
a discrepancy between these measurements, it must be explained. It is also important
to measure samples prepared at different concentrations to examine any aggregations
or associations found for possible reversibility.

In our experiment, BSA (Sigma-Aldrich) was prepared without dialysis at
2 mg/mL concentration in a phosphate buffered saline solution, pH 6.7, and filtered
using a 0.020 µm Whatman Anotop filter. A vial containing the BSA sample
was placed into a water bath held at 60◦C, and aliquots were removed throughout a
period of 175 min. Each aliquot was stored at 4◦C–5◦C. The data collected confirm
the earlier studies of Holm [39] that elevated temperature can cause irreversible
aggregation. The fraction of each aliquot in an aggregated state, the weight-averaged
molar mass of the aggregate, and the average particle size all increased with time held
at 60◦C. The data were consistent with the protein aggregating as fibrillates; initial
aggregates yielded a linear conformation while those produced by longer exposure
assumed a more random structure (i.e., the fibrillates increasingly clump or coil).

12.5.1. DLS Measurements

For the DLS measurements, triplicate 30 µL samples were collected every 5 min,
during the 175 min that the sample was exposed to the 60◦C environment, and placed
into a Corning low-volume 384-well plate (Corning part number 3540), resulting in
a total of 108 aliquots collected for the 36 different exposures. All wells were topped
with approximately 15 µL of silicon oil to prevent evaporation. Measurements were
made using a Wyatt DynaPro DLS plate reader (Plate Reader Plus), with temperature
set to 5◦C. For this instrument the entire sample plate was held constant at the tem-
perature of measurement, and measurements were made by directing a beam of light
into the wells, without removing any sample from the wells and without physically
introducing anything into the wells.

For each aliquot measured, DLS data were collected over 25 s. Including move-
ment between wells and automatic adjustment of laser power and detector attenuation
settings, the total measurement time for all wells was about 50 min. All error bars
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Figure 12.14. Autocorrelation functions for 2 mg/mL BSA aliquots exposed to 60◦C for 0, 35,

65, and 175 min.

shown in the figures reflect the associated standard deviations of the measurements of
the same sample in different wells. Data acquisition and data analysis were performed
by the Wyatt Dynamics software v6.9.2. Samples were measured soon after being
prepared, stored at 4◦C–5◦C for 13 days, and then measured again.

In Figure 12.14 we show the autocorrelation functions g(τ) for aliquots held at
60◦C for 0, 35, 65, and 175 mins. The timescale of the autocorrelation function clearly
increases with extended exposure at 60◦C, confirming that the corresponding aliquots
contain species diffusing more slowly than the initial aliquots and, therefore, have on
larger average hydrodynamic radii.

The average hydrodynamic radius rh for all the species present in an aliquot
may be obtained by fitting the data to a cumulant model and selecting the mean of
the distribution to determine the average rh. In Figure 12.15a we show the average
rh obtained from a cumulant-type fit to the ACF data, as a function of time that
the aliquots were exposed to 60◦C. The data acquired on day 0 are quite similar to
those acquired on day 13, indicating that the degree of sample aggregation did not
significantly evolve over that time period. However, for aliquots exposed to 60◦C for
times 10–60 min, the average rh, scattering intensities, and percent polydispersity are
all somewhat smaller for data acquired on day 13 than for data taken on day 0. The
well plate was not agitated prior to the day 13 measurement, and while the samples
may have actually evolved through time, it is also possible that larger species fell
out of solution or were otherwise removed from the region of measurement (∼1 mm
above the well bottom) during that time.
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Figure 12.15. Measurements of 36 aliquots, all measurements made at 5◦C, all samples

stored at 4◦C–5◦C: (a) the average hydrodynamic radius as a function of time that the aliquot

was exposed to 60◦C; (b) the intensity of scattered light, which is proportional to the weight

averaged molar mass, as a function of time that the sample was exposed to 60◦C. The intensity

data were normalized to the intensity of the time 0 sample.

In addition to measuring the autocorrelation function, a DLS instrument may be
used to perform an approximate static LS measurement. The number of photons per
second detected by the DLS single photon counting module detector is called the count
rate. It is roughly proportional to the intensity of light scattered from the sample, after
normalizing by the laser power and detector attenuator setting for each measurement.
Single-photon counting module detectors are extremely sensitive, but they inevitably
have a count rate that is not very linear with intensity. While the nonlinearity of the
detectors may be determined and partially accounted for, absolute molar mass mea-
surements cannot be made with precision using such detectors. However, as long as
this is understood, it is still quite useful to view the relative intensity of light scattered
from each sample. Such data are presented in Figure 12.15b. The intensity of scattered
light is generally proportional to the weight-averaged molar mass of the sample, and
is indicative of aggregation increasing as a function of time exposed to 60◦C.

The aliquot polydispersity as a function of time exposed to 60◦C is shown in
Figure 12.16a. The polydispersity is seen to first increase, then reach a maximum
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Figure 12.16. All measurements made at 5◦C, all samples stored at 4◦C–5◦C: (a) sample

polydispersity as a function of time sample is exposed to 60◦C, as measured on days 0 and

13; (b) results of regularization analysis, where the actual distributions of sizes present in the

samples are estimated, for samples exposed to 60◦C for 0, 35, 65, and 175 mins.

value at about 20 min of exposure, and then decrease. The reduction in polydis-
persity for times greater than 20 min seen in Figure 12.16a is consistent with the
regularization results shown in Figure 12.16b. These results demonstrate a change
from scattering from a bimodal distribution, consisting of small oligomers and high-
molar-mass aggregates (HMMA), to a largely monomodal distribution where the light
scattered is dominated by the HMMA. The aggregated protein is, of course, quite
polydisperse, but the polydispersity with respect to the average size of the sample is
reduced, since less and less of the sample consists of smaller unaggregated protein.

These unfractionated DLS measurements require minimal effort and sample vol-
ume, and provide a general idea of what is happening for this system. It is easy to
observe trends and obtain insight regarding the evolution of the system as a function
of environmental condition, such as time exposed to 60◦C or time stored at 5◦C. From
these measurements we note that with exposure to 60◦C there is early, rapid growth
of a HMMA species, followed by a steady but reduced rate of growth. The system
evolves somewhat with storage at 4◦C–5◦C for 13 days, and further investigation is
needed to establish whether this change is meaningful, or an artifact resulting from
sample handling.
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12.5.2. MALS Measurements

For MALS measurements, we removed 3-mL aliquots at 60◦C exposure times of 0,
35, 65, 100, 140, and 175 min. The MALS measurements were made (1) with SEC
fractionation with duplicate injections of 50 µL of sample having concentrations of
2 and 0.33 mg/mL and (2) without fractionation, with samples diluted to 0.4 mg/mL
and filtered with 0.2-µm Whatman Anotop filters. Measurements were made using
Wyatt DAWN HELEOS multiangle light-scattering detectors, a Wyatt Optilab rEX
differential refractometer (dRI) for concentration determination, and an Agilent 1200
series UV absorbance detector for additional concentration determination. Size exclu-
sion chromatography separations were performed at a flow rate of 0.5 mL/min, using
an Agilent 1200 series autosampler with a temperature controlled sample space set to
4◦C, a guard column Shodex Protein KW-G, and a separation column Shodex Protein
KW-803.

In Figure 12.17 we display SEC fractionated MALS data at 90◦ scattering and
differential refractive index concentration data of BSA samples for several 60◦C expo-
sure times. A polydisperse HMMA is apparent for all data for which the sample was
exposed for any time to 60◦C. The MALS signal is proportional to the concentration
times the molar mass, while the concentration detector signal is proportional only to
the concentration. The significant difference between the MALS data and the con-
centration data in the relative peak amplitudes for the monomer and HMMA clearly
highlights the difference in molar masses. In Figure 12.18 we show the MALS traces
for the same datasets, overlayed with the molar masses measured for each elution time.

The molar mass of the monomer peak, of course, does not change with duration
of time exposed to 60◦C, and the mass population of the HMMA species evolves
strongly as a function of time exposed to 60◦C. Also, for elution times up to 21 min,
the same elution time corresponds to somewhat different measured molar masses for
the various times exposed to 60◦C. Longer exposure times result in a larger molar
mass for a particular elution time. Since SEC separations are based on hydrodynamic
radius, a larger molar mass for the same elution time implies that the structure of the
HMMA species becomes more compact with time exposed to 60◦C, with the same
hydrodynamic radius having a larger molar mass. Separation is clearly not complete
for the HMMA species. This lack of separation could mimic the “compactness” effect
discussed above, and additional effort to optimize separation for the HMMA is required
to robustly make such a statement. However, conformation plots presented below are
consistent with the HMMA species initially experiencing rod-like growth (e.g., fibrils),
and becoming more compact with time exposed to 60◦C.

The SEC data were analyzed by selecting peak regions for (1) the monomer peak;
(2) the dimer, trimer, and higher peaks; and (3) the HMMA species. Peak regions are
contiguous to one another, and cover all regions where MALS and concentration
detector signals exist.

Figure 12.19a illustrates the results of molar mass measurements as a function of
time exposed to 60◦C. Data are shown from duplicate SEC runs at two concentrations,
for four separate SEC runs for each exposure time. There is no discernable difference
between the data taken at the two concentrations, indicating that if the aggregate is
reversibly associated, then the timescale for disassociation is significantly longer than
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Figure 12.17. (a) Multiangle LS 90◦ light scattering; (b) differential refractive index con-

centration data for BSA exposed to 60◦C for different periods of time, and fractionated via

SEC. The contrast between the MALS and the concentration detector traces clarifies the molar

mass difference between the different species present in the samples. See the insert for color

representation of this figure.

the several hours that the samples were held at different concentrations before mea-
surement. The monomer molar mass of course does not change with time exposed
to 60◦C. The mass for the “dimer” peak, which, as a result of incomplete separa-
tion, includes higher oligomers, increases somewhat as a function of time exposed
to 60◦C. The HMMA evolves to produce a larger weight-averaged molar mass as a
function of time held at 60◦C. There is always a possibility that some portion of the
sample had been removed by the SEC column, and to check for this we measured the
unfractionated sample in a “batch” measurement. For unfractionated measurements,
the measured weight-averaged molar mass is given by Equation (12.4). Because the
molar masses and concentrations are known for each elution volume of the measure-
ments involving fractionation, we may use Equation (12.4) to calculate the expected
results of batch measurements. A discrepancy between the SEC molar mass integrated
over the complete run and the batch measurement is an indication that some portion
of the sample has been lost or altered. For large species it is not unusual to find that
the column has filtered some portion of the sample. In this case, the Mw from batch
measurements are systematically less than the Mw obtained by averaging over the SEC
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data. If larger species had been filtered by the column, then the converse would be
true. In our experiment, samples used for batch measurements were treated differently
from samples used for SEC measurements, in that the batch samples were filtered
using 200-nm-pore filters. It is possible that additional filtering would have removed
some material from the batch measurement that had successfully traversed the SEC
column. The discrepancy between the average SEC and batch results is sufficient to
warrant further investigation; a possible first step might be to rerun the samples at one
exposure time with both SEC and batch measurement, using both filtered and unfil-
tered samples. In Figure 12.19b we show data from the concentration detector for the
weight fractions of the different peaks, as well as the total percent of recovered mass.

The HMMA species has a size that becomes large enough to allow measurement
of the RMS radius rg in addition to the molar mass. As discussed previously, for a
polydisperse sample, plotting log(rg) against log(Mw) and finding the slope a allows an
estimate of the conformation of the sample. In Figure 12.20 we show the conformation
plot for the HMMA species exposed to 60◦C. The relation between mass and radius
for samples exposed for ≤100 min is consistent with the growth of rod-like structures,
such as fibrillates. For samples exposed to the same temperature for 140 and 175 min
the slope becomes less than 1, consistent with a denser structure. Long structures
clumping together or coiling would both result in a lower slope. Growth of fibrils in
heat-stressed BSA has been reported previously [40].
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12.5.3. Aggregating Protein System Conclusions

We have demonstrated the use of MALS and DLS in determining the state of aggre-
gation of the system under study. On exposure to 60◦C, a HMMA species forms and
evolves with time exposed to 60◦C to have a larger average size and larger weight-
averaged molar mass. The data are consistent with the sample initially aggregating as
fibrils that eventually begin to clump or coil. The system does not evolve significantly
during the 13 days held at 5◦C postexposure to heat stress, although some change
is seen, indicating the need for additional measurements. The system chosen for this
example exhibits gross aggregation, which may not be typical of systems under study
in a formulation environment. However, we hope that it is clear from the chapter as a
whole that the measurements performed and the methods used can determine identi-
cally subtle degrees of aggregation and association, as well as detect the presence of
small numbers of large aggregates.
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12.6. CONCLUSION

The use of light-scattering techniques for the study, measurement, development, and
control of most elements affecting biological products has been shown to be of funda-
mental importance and unequaled application. Indeed, the range of applications is so
broad that these techniques have become among the most widely used and essential
elements of the pharmaceutical industry’s most important armamentarium.
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13.1. INTRODUCTION

This chapter addresses a critical need in biopharmaceutical formulation development
that has arisen from the shift in the drug research–development (R&D) paradigm in
recent years. With the completion of the human genome sequence, advances in high-
throughput instrumentation, high-throughput screening, and systems biology research,
focus has shifted from drug discovery into drug development. There is now a critical
need to perform effective formulation development of biopharmaceuticals in a more
rational fashion rather than an empirical approach [1,2]. This, in turn, leads to devel-
opment in shorter timespans and with limited material and resources. This chapter
provides an algorithmic approach to formulation development of a biopharmaceutical
that is not only high-throughput but also justifies the formulation components that
stabilize the biomolecule. It is first important to grasp current global and industry
perspectives on the current state of biotechnology and drug development challenges
that formulation groups are facing.
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13.2. INDUSTRY PERSPECTIVE

Biopharmaceutical-based medicines (proteins, peptides, and genomic materials) now
account for an increasing proportion of the world pharmaceutical markets. Over
125 biopharmaceuticals were approved by the FDA as of August 2008 [3]. Biotech-
nological sales in the United States grew to $40.3 billion USD in 2006 (20% more
than previous year) according to IMS Health. In 2007, $58.8 billion was invested in
R&D by the pharmaceutical research companies to support development of over 2000
new medicines [3]. Many of these medicines consist of novel peptides and protein
based drug products.

Several new-drug discovery technological advances have created this immense
impact. For example, unraveling of the human genome, systems biology, and phar-
macogenomics have been able to provide new knowledge in unraveling the genetic
factors responsible for numerous diseases. High-throughput screening (HTS) has con-
tributed to reducing the time and cost of identifying potential therapeutic (bioactive)
molecules as lead compounds.

13.3. THE MAJOR CHALLENGES

13.3.1. Drug Development Technical Challenges

Because of the increased “hit” rate for potential drugs from HTS, a biopharmaceutical
drug can go into development with many potential candidates. The protein may be
identified through genomic or proteomic activities or through more traditional med-
ical research. It may initially be associated with a particular disease process or a
certain metabolic event. In any case, its mechanism of action—as well as many of
its structural characteristics and biochemical properties—may be unknown. This, in
turn, creates a great sense of urgency to rapidly move the drug candidate through
the development process into clinical trials. This creates significant expectations on
analytic, formulation, and process development teams to rapidly advance the drug
candidates into preclinical and clinical trials with pharmaceutically acceptable stable
drug product formulations. Such drug products should be

• Safe and efficacious
• Stable to meet the desired shelf life
• Scalable to manufacturing lot sizes for clinical studies
• Economical to manufacture formulated with approved parenteral formulation

excipients

13.3.2. Technical Challenges for a Pharmaceutically Acceptable
Formulation

Hence, one of the more challenging aspects of developing protein pharmaceuticals
is dealing with and overcoming the inherent physical and chemical instabilities of
proteins [5–7]. This instability has the potential to alter the state of the protein from the
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desired (native) form to an undesirable form (on storage), compromising patient safety
and drug efficacy [8]. The set of activities related to overcoming the inherent instability
of the drug is referred to as formulation development . A successful formulation process
has four stages:

1. Preformulation

2. Stabilization of the active substance in bulk form

3. Formulation in the designated dosage forms

4. Fill–finish aseptic manufacturing activities

Preformulation is an exploratory activity that begins early in biopharmaceutical devel-
opment [9–11]. Preformulation studies are designed to characterize the molecule and
develop a stability-indicating assay using stress conditions and physicochemical, and
analytical investigation in support of promising experimental formulations. Data from
preformulation studies provide the necessary groundwork for formulation attempts.
Successful formulations take into account a drug’s physico-chemical interactions with
the other ingredients (and their interactions with each other) to produce a safe, sta-
ble, beneficial, and marketable product [12]. This is referred to as a pharmaceutically
acceptable formulation .

Selection and development of an optimal drug product, including its inactive for-
mulation ingredients, manufacturing details, and packaging system, are dependent on
the properties of active drug, or its preformulation parameters (PPs). These param-
eters of the active pharmaceutical ingredient (API) need to be evaluated in initial
stages of drug discovery and development, so that the most suitable delivery system
can be selected. Thus, a well-coordinated, -planned, and -implemented preformulation
program is necessary to minimize unforeseen failures in subsequent stages of the devel-
opment. This has to be congruent with the product target profile which has been estab-
lished by the product development teams including research, process development,
manufacturing, preclinical, clinical, marketing representatives, and upper management.

13.3.3. Product Development Challenges

Unknown and unclear drug product profiles can present significant challenges in prod-
uct development. Prior to any product formulation activities, a basic drug product
profile is required to establish the mode of intented delivery (intravenous, subcuta-
neous, subdermal, or a special drug delivery pathway such as intranasal, buccal, or
inhaled) and the intended dose or dosage form. Formulators also need to know early on
whether the product would be sold as a single dose or in multidose vials. Single-dose
formulations are easier to protect against contamination and can be formulated much
more rapidly than multidose formulations. Multidose vials, which are handled several
times over several weeks, can become contaminated, so preservatives must be cho-
sen and tested for stability and compatibility with the protein. This can be addressed
in preformulation studies. In addition, studies demonstrating the effectiveness of the
preservatives against specific organisms may be required. International disagreement
over preservatives in food and drugs may present a problem at this stage. The U.S.,
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EU, and Japanese compendial standards differ regarding the timing of antimicrobial
tests and which preservatives and excipients are allowed. Japan, for example, does not
accept phenol, a preservative used commonly in the United States. At this early stage,
companies must decide whether their products will be distributed outside the United
States. The EU is known to have the toughest acceptance criteria for preservatives.
The International Conference on Harmonization (ICH) is working toward a common
standard in this regard. Nevertheless, initiating a multidose formulation program, if not
essential, may not be the desired approach for rapid development of a drug candidate.

Some companies have a preformulation/formulation team specifically devoted to
these tasks. Industry experts claim that preformulation teams are often understaffed,
underresourced, and not well understood by company management. Formulation is
sometimes considered a sort of “black art” in drug development. This is because
in the protein formulation development has traditionally been an empirical science
because of the unique characteristics of proteins being formulated. However, a better
understanding of protein behavior and an increased awareness of the adverse effects
of an improperly formulated protein product on clinical trials and on the marketed
product have highlighted the need for a more rational approach to formulation devel-
opment. With about 125 approved biologicals, there is now a reasonable database on
protein and peptide formulations available for the formulation scientists to consider.
A dedicated formulation development group that is adequately staffed and resourced
has thus become necessary in order to successfully incorporate protein formulation
development in the overall drug development strategy.

Therefore, in order to overcome product development challenges, it is imperative
that the formulation team work closely with other development teams, such as, the
device and manufacturing technology teams. This minimizes the risks as the drug
enters into manufacturing and final stages of product launch. Also, as the develop-
ment process progresses, it becomes more difficult to make significant changes to the
formulation used in earlier clinical studies.

13.4. EFFECTIVE VERSUS EFFICIENT FORMULATION DEVELOPMENT

In order to rapidly formulate a drug, it is important to clearly understand the concepts
of effectiveness versus efficiency [13]. Being efficient refers to the ability to do tasks
“right” rather than the ability to get the “right things done.” Being effective is to
get the “right” tasks done. For rapid formulation development, the focus should be
on using an effective approach rather than an efficient approach so that the “right
things get done right the first time.” The concept, although intuitive, is extremely
important to understand, especially in view of the fact that the analytical tools that
are now available to the formulation and analytical scientists are so powerful and
efficient that it is easy to perform many analytics during formulation development,
generating an immense amount of data requiring time-consuming analysis. This can
complicate the process of obtaining relevant useful information and knowledge about
the biopharmaceutical for formulation development. Therefore, an effective systematic
approach to formulation development is essential as formulation groups are asked to
formulate more drugs with limited resources, drug amounts, and short timelines.
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13.5. EFFECTIVE ALGORITHM FOR FORMULATION DEVELOPMENT

An effective approach to formulating stable biopharmaceuticals should include the
following set of tasks:

1. Define a specific product target profile (PTP) for the formulation.

2. Obtain a basic understanding of the biochemical and biophysical parameters
of the protein on the basis of amino acid sequence analysis.

3. Develop an appropriate stability-indicating assay for the protein that is likely
to reflect real-time instability.

4. Identify the appropriate analytics for the protein.

5. Use design of experiments (DOE) (multivariate experimental designs) to inves-
tigate multiple formulation variables simultaneously in a single experimental
design.

6. Identify three to five potential lead formulations and perform acute stabilty
studies.

7. Identify a potential formulation for preclinical and clinical trials.

13.5.1. Important First Step: Defining the Drug Product Target
Profile (PTP)

Prior to any extensive formulation development, the drug PTP needs to be clearly
defined. This profile defines the specific aims of the formulation group in developing
a drug product that will address the preclinical and clinical requirements for the
biopharmaceutical. The following questions might be included in the checklist:

1. What is the administration route of the drug product (e.g., intravenous, subcu-
taneous, or intradermal; or other noninvasive routes such as aerosol, buccal,
intranasal, etc.)?

2. What is the preferred dosage form (frozen, liquid, lyophilized, special drug
delivery system)?

3. What is the preferred drug concentration (for both preclinical and clinical
dosing)?

4. Will the product treat a chronic or acute disorder (frequency of dosing)?

5. Will it need specific targeting for a broad or narrow therapeutic window?

6. Will it be administered at home or in the clinic or hospital as the final marketed
product?

7. What is the competitive landscape? Are other drugs already treating the same
indication? If so, should a novel formulation be developed?

8. What will give the project the advantage over existing treatments and those
that may emerge? For example, marketing considerations arise early in product
development for monoclonal antibodies (MAbs). Typically, MAbs are needed
at high doses (hundreds of milligrams per dose) and are normally delivered
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intravenously. The drive to reduce health care costs has created a need to
administer MAb therapeutics more conveniently, at home, subcutaneously.
Thus, MAbs must be available at high concentrations (∼200 mg/mL) in the
vial. At these high concentrations, MAb-containing solutions are viscous, mak-
ing them difficult to administer conveniently. Hence, a preformulation activity
that needs to be considered is a concentration study investigating solubil-
ity behavior, effect of concentration on viscosity, and increased potential for
aggregation. These studies have the potential to strongly influence the target
product profile as well as the design of the clinical trial.

13.5.2. Basic Understanding of the Biochemical and Biophysical
Properties of the Protein

Before any experimental work on the protein candidate, a detailed profile of the bio-
chemical properties of the protein needs to be developed by analyzing the amino
acid sequence of the protein. Various programs and Websites are available to per-
form this task. For example, a useful Website is the EXPASY PROTPARAM site
(http://www.expasy.ch/tools/protparam.html), a tool that allows the computation of
various physical and chemical parameters for a given protein. The computed parame-
ters include the molecular weight, theoretical pI, amino acid composition, atomic com-
position, extinction coefficient, estimated half-life, instability index, aliphatic index,
and grand average of hydropathicity (GRAVY) of a protein. The sequence can be either
inputed from the published sequence or entered manually. This information allows
the formulator to develop an appropriate preformulation strategy for the molecule in
addressing the potential instabilities that may be associated with the molecule. An
example of this analysis is shown in Figure 13.1 for ovalbumin as an example of a
model protein.

13.5.3. Appropriate Stability-Indicating Assay

Selecting an appropriate stability-indicating assay (SIA) for the protein is one of the
most critical tasks for the formulator because it establishes a relevant high-throughput
system for evaluating a large number of formulations using the appropriate analytics.
This is essential if the formulation development is performed using multivariable
statistical experimental designs (DOE). The SIA should be validated by

1. Appropriately stressing the protein so that the protein instability reflects the
main instability pathway. This could be biochemical instability, such as, oxi-
dation or deamidation or a physical instability, such as, protein aggregation.

2. Correlate the instability observed using the stress condition with decrease in
the activity or potency of the molecule.

3. The stress condition for destabilizing the protein should be sufficient to cause
a change in protein characteristics of around 20%–40% that can be measured
accurately and reproducibly by the analytical assay.
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OVAL_CHICK (P01012) 

Ovalbumin (Egg albumin) (Plakalbumin) (Allergen Gal d II) (Allergen Gal d 2)
Gallus gallus (Chicken). 
The computation has been carried out on a user selected segment from position
49 to position 384 in this sequence of 386 residues. 
Considered sequence fragment:

||||||

ST RTQINKVVRF   60
 61 DKLPGFGDSI EAQCGTSVNV HSSLRDILNQ ITKPNDVYSF SLASRLYAEE RYPILPEYLQ  120
121 CVKELYRGGL EPINFQTAAD QARELINSWV ESQTNGIIRN VLQPSSVDSQ TAMVLVNAIV  180
181 FKGLWEKAFK DEDTQAMPFR VTEQESKPVQ MMYQIGLFRV ASMASEKMKI LELPFASGTM  240
241 SMLVLLPDEV SGLEQLESII NFEKLTEWTS SNVMEERKIK VYLPRMKMEE KYNLTSVLMA  300
301 MGITDVFSSS ANLSGISSAE SLKISQAVHA AHAEINEAGR EVVGSAEAGV DAASVSEEFR  360
361 ADHPFLFCIK HIATNAVLFF GRCV

Number of amino acids: 336
Molecular weight: 37429.8
Theoretical pI: 5.17

Amino acid composition:
CSV format

Ala (A)  28 8.3%
Arg (R)  15 4.5%
Asn (N)  15 4.5%
Asp (D)  12 3.6%
Cys (C)   4 1.2%
Gln (Q)  15 4.5%
Glu (E)  30 8.9%
Gly (G)  16 4.8%
His (H)   5 1.5%
Ile (I)  21 6.2%
Leu (L)  29 8.6%
Lys (K)  17 5.1%
Met (M)  13 3.9%
Phe (F)  16 4.8%
Pro (P)  12 3.6%
Ser (S)  34 10.1%
Thr (T)  15 4.5%
Trp (W)   3 0.9%
Tyr (Y)   8 2.4%
Val (V)  28 8.3%
Pyl (O)   0 0.0%
Sec (U)   0 0.0%

Total number of negatively charged residues (Asp + Glu): 42 
Total number of positively charged residues (Arg + Lys): 32 

Atomic composition:

1 11 21 31 41 51

1

Hydrogen   H 2633
Carbon C 1659

Nitrogen   N 441
Oxygen     O 508
Sulfur     S 17

Figure 13.1. ProtParam analysis of ovalbumin on the various physicochemical properties that

can be deduced from the protein sequence. (http://www.expasy.ch/tools/protparam.html).
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Formula: C1659H2633N441O508S17
Total number of atoms:  5258

Extinction coefficients:

Extinction coefficients are in units of M−1 cm−1, at 280 nm measured in
water.

Ext. coefficient    28670 
Abs 0.1% (=1 g/l)   0.766, assuming ALL Cys residues appear as half
cystines

Ext. coefficient    28420 
Abs 0.1% (=1 g/l)   0.759, assuming NO Cys residues appear as half
cystines

Estimated half-life:

The N-terminal of the sequence considered is S (Ser). 

The estimated half-life is: 1.9 hours (mammalian reticulocytes, in
vitro).

>20 hours (yeast, in vivo).
>10 hours (Escherichia coli, in vivo).

Instability index:

The instability index (II) is computed to be 36.42
This classifies the protein as stable.

Aliphatic index:  90.54

Grand average of hydropathicity (GRAVY): –0.077

Figure 13.1. (Continued)

The most common stresses utilized for establishing a stability indicating assay are
thermal stress, where the protein solution is incubated for a defined time period to ini-
tiate instability. An appropriate temperature is typically around five degrees below the
onset melting temperature of the protein. Multiple freeze–thaw stresses or agitation
under controlled conditions are also appropriate stresses for establishing a SIA. A typ-
ical multiple freeze–thaw stress may involve three freeze–thaw cycles of the protein
formulations by freezing the formulations at −80◦C and thawing the frozen solutions
either at room temperature or rapidly at 30◦C. Agitation under controlled conditions
may involve shaking the protein formulations at defined agitation settings for fixed
time periods [14]. Forced degradation stresses, such as, extreme pH levels, use of
oxidizing agents, or extreme thermal conditions are not appropriate for establishing a
SIA as these are not representative of actual storage conditions that the protein might
experience during its shelf life and its degradation profile. These studies are useful
in establishing the appropriate analytics for monitoring the chemical degradant of the
protein.
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The main objective for establishing a SIA should be to define a stress condition
that causes the major degradation pathway of the protein. In preliminary studies it is
usually prudent to expose the protein to multiple stress conditions in order to determine
the appropriate stress condition. Establishing an appropriate SIA is, therefore, one of
the most important tasks for the formulator, as selection of a suitable formulation will
be based on testing a number of formulation candidates using this assay.

13.5.4. Identification of Proper Analytics for Formulation
Development

With the current advances in technology, protein analysis has undergone a dramatic
transformation. Readily available analytical equipment and technology in protein ana-
lytics has provided the analytical and formulation groups to rapidly amass large
databases of analytical data on the protein. High-throughput instrumentation using
robotic automations in biochemical and biophysical analytical techniques, such as
HPLC, protein size analysis on a protein chip, circular dichroism (CD), differential
scanning calorimetry (DSC), dynamic light scattering (DLS), mass spectroscopy [liq-
uid chromatography–tandem mass spectrometry (LC-MS/MS), matrix-assisted laser
desorption–ionization/time-of-flight MS (MALDI-TOF)], and UV–visible (UV–vis)
spectroscopy allow analysis of multiple samples in short timeframes, small sample
sizes, and less workforce without compromising the quality of the data. The advan-
tages and disadvantages of these analyses have been discussed in numerous reviews
[14–16].These techniques can provide quantitative data on the protein characteristics
for analysis of different protein formulations.

Identification of the proper analytical tools for formulation development is key
for identifying a stable formulation. Ideally, two or three orthogonal types of analytics
that are stability-indicating for formulation development are sufficient to develop a
suitable formulation prototype that can be refined during later stages of development.
This approach allows the formulation group to establish correlations between the
biochemical and biophysical properties of the protein to its activity or potency.

Another approach that is effective and utilizes less resource is to use a coupled
analytical approach where one analysis gives multiple responses. An example of such
an analysis is UV–vis spectroscopy using a diode array UV–vis spectrophotometer.
Absorbance spectroscopy is a straightforward, nondestructive, and efficient method for
the investigation of protein conformation and its aggregation propensity, and provides
protein quantification without interference in most formulation matrices. A single UV
measurement of a sample can provide the stability profile of a protein from these three
important analytical responses:

1. Protein concentration using absorbance at 280 nm

2. Protein aggregation by measuring light scattering at 340 nm

3. Second-derivative analysis of the UV spectra between 250 and 350 nm that
provides information on the tertiary conformational stability of the protein
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Figure 13.2. Use of UV–visible spectroscopy of a protein to obtain protein quantitation,

protein aggregation, and tertiary conformational analyisis by second derivative.

This approach is illustrated in Figure 13.2. The speed and nondestructive nature of
absorption spectroscopy coupled with the availability of multiple sample configura-
tions and automated collection software in current instrumentation make it a desirable
choice for high-thoroughput preformulation and formulation studies. The advantage of
using second-derivative UV analysis (2dUV) is that it provides quantifiable parameters
for tertiary conformational analysis, such as peak-to-valley ratios and peak positions
for three different amino acids; phenylalanine, tyrosine, and tryptophan in the protein
molecule. The average microenvironments of these three molecules affect the peak-to-
valley ratios between the amino acids and their peak positions. Because the three aro-
matic residues are dispersed through the three-dimensional structure of most proteins,
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they potentially provide a series of signals that should be sensitive to a wide variety of
both subtle and major structural transitions. The changes in these parameters are indica-
tive of changes in the tertiary conformation of the protein and are likely preludes to
biochemical and physical instabilities. By comparing the changes of these parameters
to the native active form of the molecule, 2dUV analysis can provide information on
any subtle changes in the tertiary structure of the protein after it has been stressed and
become “unstable.” In contrast, a stabilizing formulation would show little to minor
changes in the tertiary conformation after the protein has been stressed. The inclusion
of all three intrinsic chromophoric amino acids in the data provides a more global pic-
ture of protein tertiary structure in comparison to steady-state fluorescence methods,
and a wealth of data are obtained from a single spectral reading of the sample. An
example of differences in tertiary conformation of the native protein and a destablized
protein is shown in Figure 13.3 for a protease inhibitor protein drug. The changes in
conformational stability correlate strongly with loss in protease inhibitory activity.

With the use of such high-throughput techniques, the problem is not how to
analyze a protein but what to do with all the data that have been generated. An effective
approach that addresses this management of massive amounts of data to obtain useful
information and subsequent knowledge about the protein is to use statistical methods,
such as, principle component analysis (PCA) and principle latent analysis (PLA).
These analysis can rapidly identify the critical components in the massive data sets that
are responsible for the critical attributes of the protein. The using statistical analysis,
such as, principle component analysis (PCA) and principle latent analysis (PLA). The
use of design of experiments (DOE) in formulation development is an efficient use of
resources that can minimize the experimental work and maximize the results. Proper
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Figure 13.3. Correlations between tertiary conformational changes and protein activity.
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use of DOE is a powerful tool in formulation development, and improper use of DOE
is a wasteful exercise that can lead to misleading interpretation of the results. The
next section addresses the do’s and don’ts of DOE in formulation development.

13.6. THE EXPERIMENTS BY DESIGN (EBD) APPROACH
IN FORMULATION DEVELOPMENT

Proper use of the experiments by design approach is a powerful approach in for-
mulation development. It allows for efficient experimentation during formulation
development that can save time, materials, and resources. By definition, DOE is a
set of statistically designed experimental trials that concurrently evaluates multiple
variables in a formulation in a single set of experiments employing a minimum num-
ber of trials. These variables are typically pH, ionic strength, protein concentration,
buffer concentration, and concentrations of one or two excipients. Use of DOE without
knowledge of its advantages and disadvantages has been a hindrance in its widespread
acceptance in biopharmaceutical formulation development. What makes DOE truly
effective is in its use in a process defined as experiments by design (EbD).

The purpose of EbD is to use DOE congruently with the overall project objects
(design process or the product target profile). This results in effective formulation
development using efficient DOE to perform the right set of experiments. The EbD
process is based on the concept of employing quality by design (QbD) in formulation
development.

The four principles of EbD are the same as those outlined by W. Edwards Dem-
ing in the 1950s [17]. He proposed that business processes should be analyzed and
measured to identify sources of variations that cause products to deviate from cus-
tomer requirements. Deming created a diagram or “wheel of quality management”
to illustrate this continuous process shown in Figure 13.4. The process is commonly
known as the PDCA cycle:

1. Plan: Decide on the project goals and approach.

2. Do: Implement the plan and measure its performance (results).

4. Acting 1. Planning

3. Checking 2. Doing

Decide on the
Goal and the
Approach

Record the
MeasurementsAnalyze the

Results

Act on the
Conclusions

Figure 13.4. Deming’s wheel of quality management.
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3. Check: Assess the measurements and report the results to decisionmakers; that
means to analyze and to validate the results.

4. Act: Decide on the changes needed to improve the process; that means to act
on the conclusions.

13.6.1. Planning

Planning is the most important component of the EbD process and can be broken
down into four components:

1. It involves clearly defining the project objectives or the product target profile
(PTP).

2. The definition of success should be clearly defined without any ambiguity. For
example, the definition of a suitable formulation can not be that it is stable, but
rather, stability should be clearly defined in measurable terms. Is it 2 years at
room temperature with retention of 80% of the protein activity, for example?

3. The feasibility of the project needs to be evaluated. A rough estimate of time,
resources, and the amount of work needs to be determined. In cases where
an appropriate SIA has not been established, such analysis may suggest that
the DOE approach may not be suitable, because the experimental trials may
be too time-consuming and resource-intensive for performing the DOE study.
For example, a three-variable response surface experimental design requires
15 unique trials with five replicates for statistical significance resulting in
20 experimental trial formulations.

4. An estimate of the experimental design needs to be determined. It is important
to clearly define the resolution of the responses being measured (i.e., least
important difference) and the error in the measurements (i.e., standard devia-
tion of the assay). This clearly defines the amount of time, resources, protein
requirements, and most importantly, outlines the experimental design variables
and responses for the whole development team’s input.

13.6.2. Doing

The “doing” step involves performing the actual DOE experiment, collecting the nec-
essary experimental responses (results), and analyzing the data. A critical component
of doing is to perform the complete set of the DOE trials. Since only 30%–50%
of the theoretical complete set of experimental trials are being done using DOE, it
is imperative that data from all the trials be obtained and analyzed. Analysis of the
DOE trials also offers numerous advantages in clarity of presentation through three-
dimensional and contour plots, ranking of the formulation variables using Pareto plots,
and statistical evaluation of the dataset. The statistical evaluation provides the inherent
error in the experimental design (i.e., residual error or model error) and the analytical
assay (i.e., replicate error or pure error). The model error illustrates the differences
between the model predictions and the actual experimental observation. The replicate
error is independent of the design model utilized in the DOE and is commonly also
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referred to the replicate standard deviation , which is the difference between replicate
experimental data and the replicate average. These analyses give the resolution or
“least important difference” or, in other words, the smallest detectable effect in the
results. The DOE model is inadequate if the model error is greater than the pure error.
This lack of fit can sometimes be remedied by data transformation or by using a more
complex model (design surface) to fit the experimental results.

13.6.3. Checking

This step involves determining the optimal formulation and verifying the lead stable
protein formulation. Since the data generated are empirical, the model generated from
the DOE process is only as good as the quality of the data. With a response surface
plot, it provides the ability to predict the behavior of the formulation at any point in
the design window within statistical limits. An optimal formulation can be predicted
and has to be verified experimental in a second round of experimental trials. This step
is sometimes overlooked, and not validating the empirical DOE stability model can
risk failure of the predicted formulation from the DOE design space.

13.6.4. Acting

The final step in EbD is to present the DOE data in a coherent fashion to the project
team and use the verified DOE model to make accurate predictions on the properties of
the lead formulation with respect to the PTP. If the objectives are met, the formulation
progresses into the next stage of development. A validated model also allows accurate
predictions about how changes in the formulations within the design space will affect
the performance of the formulation without doing any additional work. Finally, the
empirical formulation model can be used to rationalize and justify the formulation
from a quality by design perspective.

13.7. A CASE STUDY FOR EFFECTIVE FORMULATION DEVELOPMENT
OF A PROTEIN

To illustrate the principles of EbD and how effective formulation development can
be done with limited amounts of protein, limited resources, and fast timelines, a
case study for optimizing a stable formulation of ovalbumin as a model protein is
presented. A similar approach has been applied to other proprietary protein drugs in
biopharmaceutical formulation development by the authors. Ovalbumin was chosen
as it is a well-characterized nonpropritory protein. Ovalbumin is highly susceptible
to aggregation under thermal stress (50◦C–60◦C) that can be conveniently monitored
using UV–vis spectroscopy [18].

13.7.1. Objective

The objective was to develop a pharmaceutically acceptable formulation that would
significantly reduce the aggregation of ovalbumin using a convenient high-thoroughput
assay for monitoring protein aggregation and using limited quantities of the protein.
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The product target profile (PTP) was used to identify an ovalbumin formulation that
did not aggregate in an isotonic (∼320 milliosmol/kg) formulation.

13.7.2. Experimental Design

Ovalbumin has a denaturing melting temperature (Tm) of ∼70◦C, where it begins to
precipitate [17]. On the basis of this property, a stability-indicating assay for the protein
was to incubate it in various formulations at 60◦C (<Tm onset). Aggregation was
monitored by UV–vis spectroscopy at 340 nm (light scattering of protein aggregates)
after a 30 min incubation period in a 96-well plate reader. A quadratic response surface
experimental design was chosen as only four variables were being evaluated and the
objective was to obtain a well-defined quadratic surface of the formulation design
space from the experimental trials. A total of 20 unique trials plus five replicates were
required for the design and all the experiments were performed on a 96-well plate in
a total volume of 300 µL per experimental trial using a total of 7.5 mg of protein.
A predesigned 96-well plate (iFormulate formulation plate) of these four variables
was obtained from HTD Biosystems (Hercules, CA).

13.7.3. Design Variables

Four key continuous variables that can affect protein stability were chosen as the
design variables for a quadratic response surface experimental design: (1) pH in the
range of 5–8, (2) ionic strength in the range of 0–200 mM NaCl, (3) buffer concen-
tration in the range of 10–50 mM, and (4) sucrose, as a stabilizing excipient, in the
concentration range of 0–10 wt%.

13.7.4. Experimental Trial

Ovalbumin was added to the iFormulate plate at final concentration of 1 mg/mL. The
plate was incubated at 60◦C for 30 min, and protein aggregation was measured by
absorbance at 340 nm using a 96-well plate reader. The experiment utilized a total
of 7.5 mg of ovalbumin in the experimental trials. The trail formulations and the
absorbance values at 340 nm are shown in Table 13.1.

13.7.5. Results

The results of the DOE were analyzed by ECHIP DOE software, and the response
surfaces shown in three-dimensional plots in Figure 13.5. The primary response
(z axis) was absorbance at 340 nm that measured light scattering due to protein
aggregation. The objective was to define an isotonic formulation with low aggregation
following thermal stress. Figure 13.5a shows the response surface plots for pH
and ionic strength. The steep curvature along the pH axis suggests the changes
in pH significantly affect ovalbumin aggregation rather than NaCl concentration.
Figure 13.5b shows the response-surface plot for pH and sucrose concentration. In
this case also, pH is the more significant variable and sucrose appears to decrease
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TABLE 13.1. Formulations Employed in Response Surface DOE Experimental Triala

Variables Response

Trial Number pH NaCl Buffer Concentration Sucrose Aggregation after 30 min at 60◦C

11 5.0 200 10.0 5 0.658
15 6.5 200 30.0 10 0.000
17 6.5 200 10.0 0 0.001
16 6.5 0 10.0 10 −0.002
8 5.0 200 50.0 10 0.490
7 8.0 0 50.0 10 0.002
4 5.0 200 50.0 0 0.475
2 8.0 200 10.0 0 −0.001
3 8.0 0 50.0 0 −0.001

12 5.0 0 50.0 5 0.731
3 8.0 0 50.0 0 0.002
2 8.0 200 10.0 0 0.000

20 5.0 100 10.0 10 0.449
14 8.0 100 30.0 10 −0.001
18 8.0 0 30.0 0 0.000
5 5.0 0 10.0 10 0.380

13 6.5 100 50.0 10 0.000
5 5.0 0 10.0 10 0.428
4 5.0 200 50.0 0 0.363

19 5.0 100 50.0 0 0.859
6 8.0 200 10.0 10 0.000
1 5.0 0 10.0 0 0.472
9 8.0 200 50.0 5 0.000

10 8.0 0 10.0 5 −0.001
1 5.0 0 10.0 0 0.902

a Four formulation parameters were studied: pH, ionic strength, buffer concentration, and sucrose concentra-
tion. Boldfaced formulations indicate significant protein aggregation as measured by absorbance at 340 nm
after 30 min incubation at 65◦C.

protein aggregation at higher concentrations as shown by the downward trend in
A340 values along the sucrose axis. Figure 13.5c is a more complex response surface
plot showing interactions between sucrose and NaCl. A low sucrose concentrations,
increasing concentrations of NaCl appear to reduce the amount of aggregation,
whereas at high sucrose concentrations, the effect of NaCl is not as significant on
ovalbumin aggregation. Analysis of these data plots suggests that the most critical
formulation variable is pH, followed by sucrose concentration. Ionic strength or NaCl
concentration is not a critical parameter affecting the propensity of ovalbumin to
aggregate under thermal stress conditions. Buffer concentration was also not a critical
variable (results not shown here). Figure 13.6 shows a contour response surface plot
where, on the basis of the empirical response surface plots from the DOE trials, an
optimized low aggregating formulation of ovalbumin is predicted as comprising of
10 wt% sucrose, 0 mM NaCl, and 25 mM buffer at pH 7.06. This formulation is also
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an isotonic formulation as defined in the PTP of the ovalbumin formulation. This
formulation was subsequently verified in additional formulation trials.

13.7.6. Summary

This case study demonstrates the principles of using EbD effectively in developing a
non-aggregating formulation of ovalbumin that is isotonic and meets the formulation
PTP objective. The formulation development utilized minimal quantities of protein,
and used an appropriate stability-indicating assay and high-throughput iFormulate
plates that evaluated four formulation variables in a DOE design space of 20 unique
formulations with five replicates for statistical evaluation of the data.

13.8. OVERALL EXPERIMENT BY DESIGN STRATEGY

In summary, this chapter addresses the urgent need in the biopharmaceutical
environment for high-throughput formulation development. Strategies for utilizing
limited material, limited resources, and fast timelines are discussed and illustrated.
It should be noted that rapid formulation development does not necessary suggest
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that formulation is done inefficiently and empirically with no rationalization of the
formulation. Using the experiments by design (EbD) approach, a robust formulation
can be developed that is in line with the QbD concepts that are now emphasized in
pharmaceutical development. This is due in part to the availability of high-throughput
analytical systems that are now available to the formulation and analytical groups
that allows large number of experiments to be performed with limited material. The
large datasets can be analyzed and presented effectively using DOE software so that
rational decisions can be made for designing a robust formulation.

The EbD strategy can be summarized in six steps that provide an effective
approach to generating a stable protein formulation using limited material, resources,
and fast timescales:

1. Identify the relevant variables and responses.

2. Perform a preliminary screening DOE to reduce the number of formulation
variables for a more complex response surface design.

3. Identify three or four key variables that affect the stability of the protein.

4. Run a response surface experimental design.

5. Get a predictive picture of the stability of the protein so that an optimal for-
mulation can be defined.

6. Verify the optimal lead formulation experimentally and demonstrate correlation
between experimental and predicted responses.
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14
PREDICTION OF AGGREGATION

PROPENSITY FROM PRIMARY
SEQUENCE INFORMATION

Mark Cornell Manning, Gabriel J. Evans, Cody M. Van Pelt, and
Robert W. Payne

14.1. INTRODUCTION

Aggregation of proteins remains the most common and problematic physical instability
of proteins [1,2]. Certainly, when developing a protein pharmaceutical product it is
the most vexing. In part, this is due to the increased immunogenicity exhibited by
protein aggregates, placing the patent at greater risk [3–6]. If one could predict a priori
whether a protein were prone to aggregation, selection of appropriate drug candidates
would be improved significantly. This chapter discusses the current state of predicting
aggregation behavior from the primary sequence.

Obviously, aggregation is highly dependent on solution conditions [1,7,8]. In par-
ticular, it is important to distinguish between amorphous aggregate formation (often
called β aggregation) and fibrillation or formation of amyloid fibrils [9]. It appears that
β aggregation is characterized by a greater degree of flexibility, while fibril formation
is almost quasicrystalline [9]. This implies that sequence specificity may not be as
great for β aggregation as it is for fibril formation. For solution conditions far from the
isoelectric point (pI) of the peptide or protein, fibril formation can and does occur, sug-
gesting that specific side chain interactions are important. However, as the pH moves
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closer to the pI, β aggregation becomes more prevalent or preferred [10]. In these
cases, the sequence specificity may not be as important as an overall compositional
description of the protein sequence in terms of physicochemical properties.

Most often, algorithms do not consider variation in solution conditions when
predicting aggregation rates or propensities. Rather, they attempt to develop a rank
ordering, even possibly predicting aggregation rates for a predetermined set of condi-
tions. Therefore, they are not intended to give a complete description of the aggregation
behavior of a protein, but, rather, focus on identifying sequences and motifs that appear
to be involved in protein self-association. Still, some methods do try to account for
some of the variations that may occur in pH, temperature, and other parameters, as
discussed below.

The various approaches can be divided into composition-based and sequence-
based methods [11–13]. The former focuses on the overall amino acid content,
assessing characteristics such as hydrophobicity or overall charge. In general, these
tend to be less reliable, as they do not account for the conformation or neighboring
amino acids. The latter have become relatively well developed, thanks in part to the
work by Dobson, Chiti, Serrano, Caflisch, and others. Together, we now have a vari-
ety of tools for predicting a priori the aggregating potential of a particular protein
sequence.

Finally, this chapter discusses some of the emerging ideas regarding sequence
and protein stability, such as the existence of hot spots, nucleation sites, conforma-
tional switches, and gatekeeper residues. The concept is that there are short sequences
embedded within a protein that control, in large part, the conformational stability of
the protein, including being the foci for aggregation or self-assembly. Some of these
ideas were born out of protein folding studies [14], as researchers look at the ini-
tial stages of higher-order structure formation [15–17]. Not surprisingly, the same
sequences that serve to initiate folding also appear to be trigger points for aggregate
formation [15].

14.2. COMPOSITION-BASED APPROACHES

Some predictive algorithms focus on how the overall composition of the protein affects
aggregation behavior. It is important to keep in mind that many of these algorithms
are based on fibril formation in peptide systems, such as prions and amyloid peptides.
In fact, there are only about 20 known peptides or proteins that undergo fibril forma-
tion under physiological conditions [8]. Still, fibrillogenesis represents an important
aggregation pathway, but it may or may not be appropriate for predicting associative
behavior of globular proteins.

Considering the composition of a protein and the effect on aggregation propen-
sity, one might imagine that higher amounts of hydrophobic residues might lead to
increased aggregation. Moreover, as proteins become more likely to associate near
the isoelectric point (pI), the value of the pI is often considered in such predictive
schemes. For example, Calamai et al. examined the relative hydrophobicity and net
charge of two analogous proteins as being the basis for increased amyloidogenic pro-
teins of one of them [18]. Using protein engineering, they were able to estimate that
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the differences in the overall charge accounted for 20%–25% of the difference in
aggregation rates.

Charge effects have been investigated in systems where the overall charge could be
manipulated. In some cases, the proteins can become very highly charged. Studies on
green fluorescent protein (GFP) demonstrated that supercharging the proteins (+36 or
−30) had only modest effects on thermodynamic stability, but greatly improved resis-
tance to aggregation [19]. Such species fold correctly and appear to possess reasonable
stability, arguing against the notion that highly charged species will necessarily unfold
as a result of electrostatic repulsions. Another study on ovalbumin found that mod-
ulating the net charge did not discriminate between variants in terms of aggregation
behavior [20]. However, these changes did affect the denaturation temperature. The
authors concluded that any effects on aggregation propensity were due to alterations of
conformational stability. Conversely, in 14 of the 16 mutations with increased aggre-
gation propensity in acylphosphatase the overall charge on the protein was reduced,
suggesting that net charge is an important factor to consider [21].

True composition-based algorithms, based on multiple protein sequences, have
been reported. For example, the charge on the protein and the propensity for a sequence
to form β-sheet structure has been found to correlate with aggregation rates [21–23].
Similarly, charge state and propensity to form β-sheet structure were found to be
necessary to allow fibril formation to proceed in tetrapeptides [24]. In Aβ(1–40),
substitutions at Asp23 or Glu22 affected amyloid formation significantly, suggesting
that charge effects, likely via salt bridge formation, were important in fibril assembly
[25]. Altogether, there appears to be both a general and specific role of electrostatics
in controlling aggregation behavior.

Galzitskaya found that greater hydrophobicity and β-sheet propensity leads to
increased likelihood of aggregate formation [26]. A study on mutants of α-synuclein
demonstrated that fibril formation correlated with mean hydrophilicity, β-sheet propen-
sity, and net charge on the protein [27]. Still other groups have found that, while overall
composition is important in controlling aggregation, the composition of the N - and
C -terminal residues are the most influential [28,29].

More recently, there has been some focus on aromatic residues and the role
they play in affecting aggregation. The potentially significant role of hydrophobic
interactions in aggregation has been proposed for some time [30]. However, the central
question is whether the effect is general or whether specific interaction, as occur
with aromatic side chains, is necessary. The relative abundance of aromatic residues
in amyloid-forming peptides suggests that aromatic–aromatic interactions, that is,
π stacking, may be responsible for initiation of fibril assembly [31]. The concept is
similar to the possible role of π stacking in protein folding [32,33]. Other studies have
also identified the importance of aromatics, while also emphasizing the role that dipole
moment and solvent accessibility can play in governing aggregation rates [34]. Studies
by Azriel and Gazit on a hexapeptide from islet amyloid polypeptide determined that
aromatics, especially phenylalanine (Phe or F) residues, play an important role in fibril
formation [35]. In fact, they describe a FF motif, where side-by-side Phe residues
dramatically stabilize fibrils. Similarly, studies on a dodecapeptide also showed the
ability of Phe residues to “zip together” adjacent strands of a β sheet [36]. The same
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study also found that salt bridge formation was important in stabilizing fibrils. On the
other hand, replacement of Phe with Leu results in islet amyloid polypeptide mutants
that exhibit similar aggregation propensity [37].

Conversely, a study on tetrapeptides found that the sequence, KVVE, formed
fibrils as readily as did KFFE [24], suggesting that hydrophobic interactions, and not
just π stacking, contribute to fibril stability. The same appear to be true for fibril
formation in the Aβ(1–42) peptide, where the central hydrophobic region appear
to be critical for fibrillation [38], but does not necessarily require aromatics to be
present [38]. Moreover, a study on islet amyloid polypeptide also found that aromatic
interactions were not required for fibril formation, although removing Phe residues
does slow the rate of fibril formation [39].

Since many aggregates proceed from a partially unfolded state, it is likely that con-
formational stability is another global property that might control aggregation rates
[1,30, 40–42]. A few studies have included this factor in their predictive schemes
[43,44], as described below. Overall, composition-based methods have been success-
ful, but not entirely accurate. One study demonstrated that shuffled sequences with
the same amino acid composition display widely varying aggregation rates [45]. By
clustering of residues with the greatest aggregation propensity, the aggregation rates
can be increased by orders of magnitude. Therefore, sequence-based algorithms are
more likely to be accurate. These are discussed below.

14.3. SEQUENCE-BASED ALGORITHMS

The homology between amyloid-forming peptides was identified some time ago [46].
This has produced a number of theoretical studies aimed at predicting aggregation
propensity directly from primary sequence. As a result, a wide variety of approaches
have been taken when performing sequence analyses. In some cases, the approaches
are similar to pattern recognition. For example, hydrophobicity profiles were exam-
ined, looking for propensities to form local or nonlocal contacts [47]. These contacts,
if intermolecular, would lead to aggregate or fibril formation. Indeed, prevention of
hydrophobic interactions has been shown to slow aggregation [48]. In doing so, criti-
cal residues were identified for about a dozen proteins that could be the contact points
for starting aggregate formation [47]. The importance of hydrophobic interactions, as
well as hydrogen bonding in amyloid assembly is the basis for a prediction scheme
described by Saiki et al. [49]. The basis parameters for these two properties are quite
rough, yet the model has some predictive capacity.

By considering some of the compositional factors listed above, Chiti et al. devel-
oped an equation to predict aggregation rates of various mutants [23] [see Eq. (14.1)].
The factors A, B , and C were determined from the slopes of the plots of aggregation
rate versus the individual properties. These are 0.633, 0.198, and −0.491 for A, B ,
and C , respectively:

ln
νmut

νwt
= A�(hydrophobicity) + B(��Gcoil-α + ��Gβ-coil) + C �(charge) (14.1)
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The correlation coefficient for predicting the aggregation rates of mutations in 27
short peptides was 0.85. While other improvements have been made to this algorithm
[12], it remains the most widely known prediction scheme for aggregation propensity.
Although it is empirical [12], it is quite effective; however, its inability to predict
aggregation rates accurately where there has been a substantial change in net charge
has been criticized [12]. This is likely due to the fact that the hydrophobicity and
charge parameters are not completely independent. Interestingly, the model has been
used to redesign calcitonin, a 32-residue therapeutic peptide, so that it displays reduced
aggregation propensity [50].

The same group developed an algorithm they call “Zyggregator” [42,51] (see also
www.zyggregator.com to use the algorithm), whereby aggregation-prone sequences
can be identified by comparing the aggregation propensity score of a given sequence
to one for a random sequence of the same overall composition [51]. The first step is
to calculate an intrinsic propensity, using the following equation

Pagg = αhydrI
hydr + ααI α + αβI β + αpatI

pat + αchI ch (14.2)

where I hydr represents the hydrophobicity of the sequence, I α is the α-helical propen-
sity, I β is the β-sheet propensity, I pat is the hydrophobic patterning, and I ch is absolute
net charge on the polypeptide. The α coefficients, the weighting factors, were deter-
mined by fitting to the reference dataset. Patterning refers to the alternating pattern of
hydrophobic and hydrophilic residues often found in β-sheet structure common to fib-
ril formation and β aggregation [40,41]. In fact, such patterns are underrepresented in
protein sequences [52], probably because they do play a role in efficient assembly of
intermolecular β sheets [53]. Patterning affects whether polypeptides can form parallel
or antiparallel β-sheet structures. An algorithm called PASTA (prediction of amyloid
structure aggregation) determines a pairwise energy function, leading to a propensity
to form either parallel or antiparallel β-sheet structures [54]. This allows prediction
of the registry of hydrogen bonds in an intermolecular β sheet, that is, within an
amyloidogenic sequence. So, this approach is based on both intrinsic β-sheet propen-
sity and patterning of hydrophobic and hydrophilic side chains. Applying this method
to Aβ(1–40) produced predicted sequences of amyloid consistent with experimental
results. Proline scanning mutagenesis indicates that residues 12–24 and 30–40 are
involved in aggregate formation [55]. The PASTA algorithm found the best pairing
was residues 12–20, and the second best was 31–40 [54].

Then, the aggregation score Zagg can be obtained. It is calculated to be the differ-
ence in Pagg from the average Pagg over a set of random polypeptides (µagg), divided
by the standard deviation (σagg) from the average [see Eq. (14.3)]. In doing so, one
can assess the effect of a single mutation on aggregation propensity:

Zagg = Pagg − µagg

σagg
(14.3)

Using this methodology, they have calculated the Zagg scores for a variety of mutations.
For example, they calculated Zagg for genetic mutations in Aβ(1–42) (see Table 14.1).
In all four mutations, the correct trend in aggregation propensity was predicted. More
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TABLE 14.1. Aggregation Propensity for Various Naturally Occurring Mutants of Aβ(1–42), Both
Experimentally and Predicted by Various Algorithms

Difference in Soluble Difference in �Zagg �AP
Mutation Aβ(1–42) [23], fmol/mL TANGO Score [43] Score [51] [86]

Dutch (E22Q) 4.5 120 0.17 +0.44
Flemish (A21G) −9.0 −325 −0.02 −1.22
Italian (E22K) 0.5 140 0.18 —
Arctic (E22G) 5.0 90 0.24 +2.14

recent studies on Aβ(1–40) using Zyggregator have shown a link between the ther-
modynamics of aggregation and the kinetics (as measured by the lag time and growth
rate for fibrils) [42].

A statistical mechanism approach to aggregation prediction was taken by
Fernandez-Escamilla et al., leading to an algorithm termed TANGO [43]. On the
basis of β-sheet formation properties, they predicted the aggregation rates of 179
different peptides found in the literature. The algorithm was also able to correctly
predict pathogenic mutations in a number of proteins implicated in fibril formation in
vivo. For example, TANGO calculations indicate that the Dutch, Italian, and Arctic
mutations in Aβ(1–42) are pathogenic, while the Flemish mutation is not. These
results are consistent with the amount of soluble Aβ(1–42) recovered (Table 14.1),
although TANGO does predict the Italian mutation to be cause more fibrillation than
it actually does. Note that the predictions regarding these mutations are similar to
those obtained from the Zyggregator method.

The same TANGO algorithm was used to compare the aggregation propensity
of intrinsically disordered proteins (IDPs) with globular proteins, examining almost
300 proteins in each class [44]. The β-aggregation propensity was found to be similar
among all structural classes or globular proteins, including membrane proteins. This
suggests that β aggregation is not determined by hydrophobicity and β-sheet propensity
alone. Interestingly, they also found that globular proteins contained about 3 times as
many aggregation nucleating regions as the IDPs [44]. Whether this then translates
into lower potential for amyloid formation from IDPs remains to be determined.

In studies on a hexapeptide [43,56], the TANGO algorithm was used to examine
sequence space for β-aggregation and amyloidosis/fibril formation (see Table 14.2).
Those residues that are unfavorable for either type of aggregation are not highlighted,
while those mutations that lead to formation of both types of aggregate appear in
boldface italic. Conversely, there are some mutations that lead to specific types of
aggregate, with those in boldface only forming fibrils and those in italic only forming
β aggregates. Note that Pro residues inhibit aggregate formation, consistent with their
role in aggregation resistance (see Section 14.8, below).

Finally, the TANGO algorithm was used to examine 28 complete proteomes [57].
It appears that, although many proteins possess some number of aggregation-prone
sequences, the frequency is rather low. Only a small portion is predicted to display
high propensity to aggregate. The authors believe this to be due to a similarity between
the nucleation sites for aggregation and those needed to initiate protein folding [53],
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TABLE 14.2. Results from an Exhaustive Mutational Study on the Hexapeptide STVIIEa

Position 1 Position 2 Position 3 Position 4 Position 5 Position 6

L L L L L L
V V V V V V
I I I I I I
F F F F F F
A A A A A A
W W W W W W
Y Y Y Y Y Y
T T T T T T
M M M M M M
C C C C C C
S S S S S S
G G G G G G
H H H H H H
N N N N N N
Q Q Q Q Q Q
D D D D D D
E E E E E E
K K K K K K
R R R R R R
P P P P P P

Source: Data taken from [9].
a Residues with a preference for amyloid formation are shown in boldface, those with a preference for β

aggregation are shown in italic, and those with both preferences are shown in boldface italic.

consistent with other views about aggregation and folding being finely balanced [22].
Interestingly, it appears that the packing density separates globular proteins from native
unfolded proteins as well [15].

Another sequence-based method was developed by Caflisch and co-workers
[34,58], who calculated the aggregation propensity πil for a sequence of l residues,
starting at residue i , from a calibration set of nine proteins [34]. Those authors [34,58]
seek to distinguish their approach from the one developed by Chiti and co-workers
[21–23] by attributing aggregation propensity based on parameter optimization rather
than from first principles. The πil value was calculated from the following equation

πil = φil + �il (14.4)

where �il = exp(Ail + Bil + Cil ), where Ail refers to the aromaticity of the sequence,
Bil to the β-sheet propensity, and Cil to the charge. This method allows one to calculate
aggregation propensity, but like the others, to identify mutations that can increase or
decrease aggregation rates. The authors found numerous five-residue sequences with
large πil scores in proteins that are known to aggregate or form fibrils [58].

Another algorithm has been developed to identify amyloidogenic sequences based
on packing density from molecular dynamics simulations [15,26]. Amino acids were
assigned packing densities based on analysis of protein crystal structures (Table 14.3).
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TABLE 14.3. Amino Acid Scale for Packing Density

Residue Packing Density (Number of Close Residues)

Gly 17.18 ± 0.03
Asp 17.39 ± 0.03
Glu 17.43 ± 0.03
Pro 17.53 ± 0.04
Lys 17.72 ± 0.03
Ser 18.35 ± 0.04
Asn 18.57 ± 0.04
Gln 19.19 ± 0.04
Thr 19.91 ± 0.04
Ala 19.97 ± 0.03
Arg 21.03 ± 0.04
His 21.64 ± 0.06
Cys 23.99 ± 0.07
Val 24.05 ± 0.03
Met 24.80 ± 0.07
Leu 25.53 ± 0.03
Ile 25.96 ± 0.04
Tyr 26.17 ± 0.05
Phe 27.42 ± 0.05
Trp 28.53 ± 0.09

Source: Date taken from [15].

These values were then used to identify short sequences that had unusually high
packing density or efficiency, with the idea that these would form stable contact
points between polypeptide chains, that is, nuclei for aggregate formation.

Another set of algorithms is based on the crystal structure of the hexapeptide,
NNQQNY [59,60], similar to the approach described by Lopez de la Paz and Serrano
and co-workers [11,56], who based identification on the behavior of the amyloidogenic
peptide, STVIIE. By threading new structures on to this crystal structure, fibril-forming
sequences can be identified [59]. However, the likelihood of false positives due to
neglecting charge repulsions might be high [12]. Similarly, a three-dimensional (3D)
profile was imposed on the structure, where the energy was then calculated and used
to identify sequences of similar fibril-forming propensity [60]. Some of the driving
force for fibrillogenesis in the NNQQNY system seems to be efficiency of packing of
side chains, as discussed above. This concept that β propensity is hidden or coupled
to tertiary structure interactions has also been described by Yoon and Walsh [61].

Other approaches involve sequence alignment or comparison of thermophilic
proteins with their mesophilic counterparts. One such extensive comparison iden-
tified salt bridges and main-chain hydrogen bonds as being essential for increased
conformational stability [62]. Presumably, this would also lead to slower aggregation
rates [1]. On the other hand, the polar/nonpolar composition of the surface appears to
be unimportant [62].
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The effects of extrinsic factors, such as pH and temperature, are often ignored
in aggregation prediction schemes, although not entirely. For example, aggregation
propensities for the 20 naturally occurring amino acids were scaled based on pH,
using values for pH 2, pH 7, and pH 13 [51]. In all cases, the most effective at
promoting aggregation were the aromatic amino acids, consistent with the thoughts
regarding π stacking discussed above. A much more detailed assessment of extrinsic
factors was conducted for more than a dozen amyloid-forming peptides and proteins
[63]. The aggregation rates varied over five orders of magnitude and covered a wide
range of concentrations and pH values. A new equation was developed, including
intrinsic factors and extrinsic ones:

log(k) = α0 + αhydrI
hydr + αpatI

pat + αchI ch + αpHE pH + αionicE ionic + αconcE conc

(14.5)

Here, I terms refer to intrinsic properties, E terms refer to extrinsic properties, and
k is the aggregation rate in reciprocal seconds (s−1) [63]. Statistical analysis of the
various factors found that, while all of the intrinsic factors (hydrophobicity, charge,
and patterns) were significant, only ionic strength was significant among the extrinsic
factors (pH and polypeptide concentration were not). Still, Equation (14.4) was able
to reproduce the observed aggregation rates with a correlation coefficient of 0.92.
One of the most significant factors was patterning, where five residues of alternating
hydrophobic–hydrophilic residues was found to yield the most significant correlation.
Of the extrinsic factors, it is likely that the ionic strength effects are due to alterations
in the effective charge of the protein or peptide.

All of these studies point to an important question, which is whether a sequence-
based approach is superior to one based solely on composition. A more recent article
addresses this concept [10]. When a protein is in its native state, the sequence (and
the associated physicochemical properties of the side chains) will govern the confor-
mational stability and three-dimensional structure.

Under these conditions, a sequence-based methodology will be most appropriate.
As the polypeptide undergoes some degree of unfolding, the influence of the side
chains is no longer as specific. Rather, the average or sum of the side chain properties
becomes more important and descriptive [10].

14.4. CHEMOMETRIC METHODS

Since the late 1980s, a number of reduced property scales (also called principal
properties) have been reported for amino acids. These scales seek to capture the
wide variation of chemical and physical properties in a relatively small number of
numerical parameters [64–66]. The most widely used are referred to as z scores
[64,65]. The initial set of z scores contained three terms that roughly correlated to
hydrophilicity (z1), steric bulk (z2) and electronic factors (z3). This initial scale was
expanded to include two additional scores (now referred to as “zz1 through zz5”).
However, the exact physical meaning of these new factors is less clear.
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Our laboratory has been using these reduced property scales to quantify the physic-
ochemical properties of amino acid side chains. Once a matrix of a series of sequences
has been assembled, one can use projection to latent structures (PLS), a multivariate
statistical approach to correlate sequence information to a quantifiable measure of
aggregation propensity. For example, Hecht and co-workers have prepared series of
mutations in positions 41 and 42 in Aβ(1–42) and linked them to green fluorescent
protein (GFP) [38]. The resulting fluorescence intensity should correlate with reduced
aggregation propensity. A quadratic PLS model was constructed and it was found that
zz1 and zz3 in each position were statistically significant in their effects on aggregation
propensity (unpublished results). Since both were positively correlated, this means that
increasing hydrophilicity and charge/polarity reduced the likelihood of aggregation.
Interestingly, steric bulk was not an important factor.

14.5. LATTICE THEORY AND COARSE-GRAINED MODELS

All-atom theoretical models of proteins folding are so computationally intensive that
only the smallest systems can be studied. In the case of protein aggregation, where
a number of peptide or protein molecules must be included, the restrictions are
even greater. As a result, many studies have moved to “lattice” or “coarse-grained”
models, where each amino acid is modeled as a bead on a necklace [67]. While
the lattice concept has been most widely used for protein-folding studies, it has
been applied to aggregation behavior as well. One early study found that the
propensity to aggregation was extraordinarily sensitive to the sequence, with one
amino acid making large changes [68], a finding echoed by later studies [69,70].
These studies also emphasized the importance of hydrophobic interactions in driving
aggregation [67,68]. Finally, these studies illustrate the effect of the solvent, in
terms of charge shielding and polarity, as being instrumental to altering aggregation
rates [67].

Langevin dynamics simulations, another type of coarse-grained model, examining
fibril assembly, indicate that decreasing β-aggregation propensity of a peptide leads to
a rougher energy landscape and a more heterogeneous pathway to fibril formation [71].
Nguyen and Hall have published on discontinuous molecular dynamics of aggregation
behavior, where a large number of peptides can be included [72–74]. In another
theoretical approach, a so-called toy model has been proposed to explain aggregation
rates for fully unfolded proteins, based on a collision encounter scheme [75]. These
types of studies will likely provide greater understanding in the future of the molecular
forces driving fibrillogenesis.

14.6. MUTAGENESIS STUDIES

Mutagenesis studies, while not true predictive schemes, can provide information
pertinent to the construction and validation of these mathematical models [56]. Amy-
loidogenic peptides have been a particular target. For example, scanning proline
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mutagenesis of Aβ peptides identified residues 12–24 and 30–40 as being most crit-
ical for amyloid formation [55]. Using the same approach, a finer map of the critical
residues in Aβ(1–40) was obtained [76]. Similarly, a mutagenesis study of position
18 in Aβ(1–40) provided insight into the role that position played in amyloid fibril
formation [77]. Proline mutagenesis was used to examine amyloid formation in human
amylin(20–29) as well [78].

A number of mutagenesis studies from Hecht and co-workers have been conducted
on Aβ(1–42) using GFP as a reporter [38,79,80]. Chimeras of GFP and Aβ(1–42)
mutants were constructed. Increased aggregation propensity produced lower recovery
of the chimeric protein. Therefore, the intensity of the fluorescence signal could be
correlated with aggregation propensity. This methodology provides another avenue
for quantifying aggregation propensity, allowing chemometric analysis as described
above.

14.7. ANTIBODY FRAMEWORKS

For quite some time, researchers have postulated whether different antibody tech-
nologies, producing slightly different constant regions, possessed different intrinsic
stabilities. For a long time, this type of discussion was based on fragmentary and
anecdotal information. More recently, some studies have appeared that indicate that
different antibody frameworks indeed do display variation instability [81,82]. Combi-
natorial assembly of a large domain antibody was conducted using a small repertoire of
aggregation-resistant domains [83]. Analysis of these data could lead to improved sta-
bility of full-length monoclonal antibodies. In addition, framework shuffling to reduce
immunogenicity has been found to alter thermostability as well [84]. It is expected
that as more of this sequence-stability information is available, there will be further
theoretical studies into predicting antibody stability profiles.

14.8. HOT SPOTS AND GATEKEEPERS

As sequence-based methods have evolved, there have been indications that there are
certain short stretches of amino acids (two to five residues in length) that appear
to act as nucleation sites for subsequent aggregation (see discussion above). The
same concept can be found in short sequences that have a dominant effect on the
conformational stability of a globular protein. These are often referred to as “hot
spots.” Tiana et al. have described minimal model calculations that are capable of
identifying hot spots [85]. The algorithm was tested experimentally by mutagenesis
studies on four small proteins. Their conclusion was that the algorithm correctly
identified 60%–80% of the hot spots in these proteins [85].

Another algorithm to predict aggregation hot spots was developed by Ventura
and co-workers [86,87]. The program, called AGGRESCAN, allows one to detect
these hot spots. The initial work examined the effect of single point mutations on
the aggregation of Aβ in vivo [88]. These propensities are then used as the basis for
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TABLE 14.4. Amino Acid Scale for Aggregation Propensity

Amino Acid Aggregation Propensity

Ile 1.822
Phe 1.754
Val 1.594
Leu 1.380
Tyr 1.159
Trp 1.037
Met 0.910
Cys 0.604
Ala −0.036
Thr −0.159
Ser −0.294
Pro −0.334
Gly −0.535
Lys −0.931
His −1.033
Gln −1.231
Arg −1.240
Asn −1.302
Glu −1.412
Asp −1.836

Source: Data taken from [86].

the algorithm (see Table 14.4). This approach appears to predict accurately many of
the fibril nucleation sites or hot spots that have been determined experimentally in
β2-microglobulin, transthyretin, and prion protein [86]. A larger number of sequences
were analyzed in a subsequent study [87]. The same algorithm was used to predict the
effects of the common genetic mutations in Aβ(1–42) (see Table 14.1). As with the
other algorithms, the general trend in aggregation propensity is predicted correctly.

Similarly, there are residues that seem to act as gatekeepers, that is, prevent aggre-
gation from propagating. In a study on fibrillation in S6 from Thermus thermophilus ,
there appears to be a contiguous region of residues that inhibit fibril formation [89].
These residues are mostly unstructured in the native state, suggesting that flexibil-
ity and solvent accessibility are important determinants of aggregate formation (see
discussion above). These findings were consistent with previous studies on the same
protein, reinforcing this view [90–92]. This study is also consistent with the concept
that protein aggregation can proceed from a native-like state [93], often referred to
as the aggregation-competent state, which is similar in terms of hydrodynamic radius
and conformation to the native state [94,95].

In general, Gly and Pro residues appear to function as gatekeepers [89,96]. Likely,
this is due to the fact that they are highly disfavored for forming β-sheet structure. Cer-
tainly, this is consistent with the studies on amyloid peptides summarized in Table 14.2.
Another study demonstrated that glycine (Gly) residues were apparently able to inhibit
aggregation, making them gatekeepers in human muscle acylphosphatase [96]. The
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only exception was the G15A mutation. Once again, this would infer that flexibility
is an important aspect to gatekeeper regions. Other residues have been implicated
in controlling sequence propensity for aggregation. Pawar et al. identified Lys and
Arg residues as “sequence breakers” [51], reducing the aggregation propensity of a
sequence, presumably by charge–charge repulsion.

14.9. CONFORMATIONAL SWITCHES

The propensity for β-sheet formation is an interesting aspect of aggregate or fibril
formation. Indeed, what one is really seeking are sequences that are finely balanced
between globular structure and intermolecular β-sheet formation. In other words, the
emphasis appears to be on sequences that can easily switch form one conformation to
another depending on environment or solution conditions. Kallberg et al. first described
this behavior when they found α-helical segments that were predicted to have a greater
β-sheet propensity by standard algorithms [97]. Subsequent studies used mutational
analysis to design peptides that would easily undergo the transition from α helix to β

sheet [98].
These types of studies led to the concept of a conformational switch, a molecular

trigger that can initiate aggregate formation. The concept of a conformational switch
has been described by a number of researchers [99–104]. In some cases, the existence
of conformational switches was predicted from the sequence [99,104]. The most recent
study, by Hamodrakas et al. [99], combined prediction of conformational switches
with other amyloidogenic prediction methods (as found in Refs. 15,56, and 105).
Examining 21 proteins with known ability to form amyloid fibrils, they found that
the conformational switches often coincided with sequences that were amyloidogenic
[99]. The same regions were often found to be ambivalent for preferences of α over
β structure. Indeed, many of the algorithms identified the same sequences within a
given protein. Furthermore, the study found new possible amyloidogenic stretches in
some of the proteins. Finally, it appears that most conformational switches reside on
the surface of the protein.

14.10. SUMMARY

The ability to predict aggregation propensity from primary sequence information has
increased tremendously in recent years. In fact, many of these advances described
herein have only been reported since 2007. While one can argue about the relative
merits of a particular algorithm, all of them appear to have some predictive capacity
and all provide some molecular insight into the bases for β-aggregate or amyloid
formation.
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HIGH-CONCENTRATION
ANTIBODY FORMULATIONS

Steven J. Shire, Jun Liu, Wolfgang Friess, Susanne Jörg, and
Hanns-Christian Mahler

15.1. INTRODUCTION

15.1.1. Antibody Therapeutics

As of 2007, twenty-six therapeutic monoclonal antibodies (including FAb and FAb’2
forms) are approved by the FDA Center for Biologics Evaluation and Research
(CBER) [1]. In total, 132 monoclonal antibodies are reported to be in testing in clinical
studies, and from one report in 2005, antibody sales were forecast to almost double
from US$ 7.7 billion in 2004 to US$ 13.2 billion in 2008 [2]. To date, therapeutic
antibody products focus on indications such as oncology, arthritis, inflammation and
immune disorders besides cardiovascular, respiratory or infectious diseases [2].

15.1.2. Rationale and Need for High-Concentration
Formulations—and Definition of ‘‘High’’

Although the majority of antibody products on the market are administered intra-
venously (IV) [3], the alternate subcutaneous (SC) route of administration is highly
preferred for therapeutic indications where home (self-) medication is desirable, for
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example, for chronic diseases such as asthma, and arthritic diseases. Since SC adminis-
tration improves ease of use and avoids hospitalization for administration, the resulting
increase in patient compliance as well as significant reduction in workload for clinical
personnel help in reducing treatment costs.

However, (monoclonal) antibodies usually require relatively high clinical doses,
typically in the range of 5–700 mg per patient—administered either as fixed dose
or on the basis of body weight (kg) or body surface (m2) of the patient, respectively
(e.g., Campath, 3–30 mg; Herceptin, 2–4 mg/kg; Erbitux, 250–400 mg/m2). The
anticipated dose per single administration depends not only on the activity but also
on the pharmacokinetic profile of the molecule and the desired dosing frequency for
the intended route of administration. Typically, one to four IV injections or infusions
per month are mandatory to maintain a pharmacodynamically effective concentration
level owing to a circulatory half-life of approximately 12–48 h of murine and 3–10
days of chimeric and humanized monoclonal antibodies [3].

The subcutaneous route is currently limited by an injection volume of 1 up to
perhaps 1.5 mL [4] as attributable to tissue backpressure and injection pain. The latter
is, however, considered to depend also on the injected formulation, needle size, patient
characteristics, and injection performance [4]. Therefore, one of the key challenges
is to develop a sufficiently stable and robust formulation for the desired clinical dose
per SC administration for a target volume of currently not more than 1–1.5 mL. For
clinical SC doses in the range above 75 mg per patient, this results in the need for
formulations significantly exceeding concentrations of 50 mg/mL.

15.1.3. The ‘‘High-Concentration Landscape’’

In fact, only four approved antibody drug products, namely, adalimumab, efalizumab
(recently removed from the market), palivizumab, and omalizumab, are currently
marketed as “high-concentration formulations” and hence are administered extravas-
cularily (per Physician’s Desk Reference). Adalimumab (Humira), the first approved
fully human phage display–derived monoclonal antibody for the second-line treat-
ment of acute rheumatoid arthritis, is administered as a biweekly SC injection of 0.8
mL containing 40 mg adalimumab. Efalizumab (Raptiva) is a humanized antibody for
the treatment of moderate to severe chronic plaque psoriasis with a dosage regime
including an initial single dose of 0.7 mg/kg followed by weekly SC injections of
1.0 mg/kg efalizumab over a period of 12 weeks. Palivizumab (Synagis) is intended
for the prevention of respiratory syncytial virus (RSV) disease in pediatric patients
and administered IM (intramuscularly) with a dose of 15 mg/kg body weight. The
anti-IgE-Fc antibody omalizumab (Xolair) is indicated for the treatment of moder-
ate to severe persistent asthma, with 150–375 mg administered SC at biweekly or
monthly intervals (per Physician’s Desk Reference). To date, Xolair is the antibody
product with the highest product concentration used for administration (125 mg/mL
after reconstitution of the freeze-dried product) on the market. A significant number
of antibodies are currently in development or clinical testing with concentrations as
high as 100–150 mg/mL by many pharmaceutical companies, and a summary of the
currently approved high-concentration antibody products is given in Table 15.1.
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15.1.4. Upsides and Downsides of High-Concentration
Formulations

As described above, high-concentration protein formulations can have multiple advan-
tages for patients and the health-care system. From a marketing perspective, SC “ready
to use” dosage forms also improve competitiveness or can be part of product life-cycle
management. Besides that, high concentration formulations require less storage space
and may reduce overall shipping costs due to the minimized storage volume of the
concentrated bulk and drug products. The choice of a liquid dosage form would
additionally offer the advantage of reducing manufacturing cost and increasing time
savings [5].

However, as the concentration of an antibody formulation increases, an impact
on the yield can be expected. For example, product (volume) losses or requirements
during manufacturing due to dead volumes (e.g., TFF, tubings, filters), flushes, in-
process controls, final product analytics (quality control) may contribute to undesirably
high costs of goods. Viscous formulations also tend to adhere to various surfaces,
and this can further contribute to the overall costs of goods due to unrecoverable
product losses, such as in the TFF system, the product containers, and the filling
equipment. Additionally, the overfill of the drug product in final vials can also increase
significantly for viscous product (up to 30%) [5]. This should be taken into account
to ensure the specified volume to be extracted, consistent with USP and European
pharmaceutical requirements [6]. The use of narrower-based vials or prefilled syringes
could minimize the viscosity related product losses of the final drug product. However,
if using freeze drying as a concentration method, the vial size and format is often
governed by the total amount of bulk material needed for the final dosage form [7].
Therefore, effort should be taken to minimize losses by modifying dead volumes in
production equipment or to use formulations with low viscosity. Nevertheless, these
problems should be counterbalanced partly by the cost savings due to the shortened fill
and finishing procedures and the decreased storage and transport cost, and moreover
by the greater benefits to the patients, health care system, and the pharmaceutical
company, as discussed earlier.

Clinically, compared to IV, SC administrations may have the advantages of lymph
targeting [8]. However, it should be considered that a drug absorption step is necessary,
and that variability in bioavailabilites of 50%–100% after SC administration may be
expected [9], potentially requiring an increased antibody dose.

A widespread concern of protein therapeutics is their potential to cause an
immunogenic reaction. In the context of the administration route, biopharmaceuticals
given SC are considered to be more immunogenic than the same protein given
IM, which, in turn, is a more immunogenic route than IV administration [10].
Immunogenicity could lead to serious safety implications such as potentially altering
pharmacokinetics of a drug, inhibition of the therapeutic effect of the recombinant pro-
tein, or—depending on the clinically used protein drug—interaction or depletion with
physiological proteins due to antidrug antibodies. This has to be carefully evaluated
in the treatment of chronic conditions where repeated dosing is required [10].

Furthermore, high-concentration formulations pose a significant technical chal-
lenge, for example, with regard to the following [6,7]:
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• Manufacturing challenges (e.g., increased viscosity resulting in lower filtration
flow rates)

• Stability challenges (e.g., increased aggregation at high protein concentration)
• Analytical challenges (e.g., analysis at high protein concentration avoiding dilu-

tion)
• Formulation and administration challenges

The mentioned aspects are to be discussed in more depth in the following sections.

15.2. MANUFACTURING ISSUES AND CHALLENGES

15.2.1. Pharmaceutical Development and Impact of Process

The development of a successful high-concentration commercial formulation of anti-
body for SC delivery often begins with the choice of a process to manufacture the
formulation. Much of the preformulation and formulation work will be highly depen-
dent on the type and scale of the process used to concentrate the monoclonal antibody
(MAb). In particular, scale-up issues are important since development of a formula-
tion that does not use scalable processes may be difficult and costly to introduce into
a manufacturing plant, and thus no matter how good the formulation is in terms of
stability, if it cannot be manufactured, then there is no product.

In general, any drying method that removes water can be used to produce a high-
concentration protein solution. Several of these methods were summarized previously
[6], but only a few of these methods are amenable to scale-up in a manufacturing plant.
Although a high-concentration antibody product is highly desirable for administration
by the SC route, the manufacturing of a high-concentration MAb at large scale remains
a difficult and challenging process, and requires a careful consideration and balance
of requirements for final product and the manufacturing process.

15.2.2. Common Concentration Processes

The common techniques currently available for manufacturing high-concentration anti-
body solution include tangential flow filtration (TFF) and drying techniques, such as
lyophilization and spray drying [6]. Other techniques, such as crystallization [11] and
microparticle-based technology [12], have also demonstrated the potential for pro-
ducing an injectable high-concentration antibody formulation in a suspension. These
techniques potentially can increase the protein concentration beyond its solubility as
discussed by Shire et al. [6,13]. Because of the differences in basic principles, the
design, optimization, and scale-up of these processes can be very different. A thor-
ough understanding of process operations and process limitations is critical for the
successful transfer of small-scale benchtop results to commercial manufacturing. The
commonly used techniques for protein concentration are discussed in detail below.
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15.2.2.1. Tangential Flow Filtration. Tangential flow filtration (TFF) is one
of the most commonly used methods for formulating and concentrating therapeutic
antibodies. The method is readily scalable and can provide high process rates with
good efficiency without adversely affecting the product quality [14,15]. Tangential
flow filtration is a pressure-driven separation technique that utilizes a selective ultra-
filtration (UF) membrane or hollow fibers to separate molecules in solution on the
basis of differences in size and charge. During the TFF process, as the antibody solu-
tion is circulated by pumping tangentially across the surface of an UF membrane,
large antibody molecules will be retained and concentrated, while the small excipient
molecules and water will cross the membrane. As an antibody concentrates, a thin layer
of antibody also known as a concentration polarization layer may be generated that
may lead to formation of a gel layer adjacent to the membrane surface. The antibody
in this thin layer contains higher concentration antibody than in the bulk solution, and
as a result can serve to limit the flow of fluid through the membrane. As an example,
when a protein bulk solution is concentrated to 100 mg/mL, the concentration at the
membrane surface may be as high as >125 mg/mL [6]. Depending on a protein’s
propensity to aggregate or precipitate, this could lead to decreased flux and eventually
membrane clogging. The buildup of protein near the membrane surface can be largely
overcome by increasing the tangential flow of liquid across the membrane surface [16].

Although TFF processes provide a rapid formulation and concentration method for
most proteins, the development of a robust TFF process requires a careful considera-
tion of several key factors. First, the rapid pumping and continuous circulation through
narrow pathways may generate sufficient shear and cavitation stresses on a protein that
results in protein unfolding and precipitation [17,18]. Additional care should be taken
to minimize these stress conditions. Also, the viscosity of high-concentration product
should be controlled below certain limits, since the viscous protein solution can sig-
nificantly increase the process time and result in higher backpressure that may exceed
the manufacturing limit of the system. In addition, the viscous sample may be diffi-
cult to recover and lead to significant loss of product. Some of these viscosity-related
problems may be managed by improving equipment design and operation parameters.
For antibodies that have adequate thermal stability, an increase of process tempera-
ture can significantly reduce the viscosity of a high-concentration antibody solution,
and this approach has been successfully used for concentrating a viscous monoclonal
antibody to a final concentration of 150 mg/mL [6]. Another effective approach to
solve the viscosity issue is to use appropriate excipients, pH, and buffer conditions
that can reduce the solution viscosity of final product [19]. These approaches have
proven to be a very effective way to use TFF processes efficiently to manufacture
high-concentration antibody formulations for SC delivery. In addition to the viscos-
ity issue, the TFF process is also limited by the solubility of protein. As protein
aggregates and precipitates, it can clog the membrane pores and significantly slow
down the concentration process. As concentrations significantly higher than the target
concentration are reached during TFF operations, as a result of concentration polar-
ization, as well as the requirement for using a buffer flush to increase the product
recovery, the maximum concentrate of the protein achievable during the TFF process
should be well beyond the target concentration in the final formulation. Therefore, it
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is important that the maximum achievable concentration of the product be determined
along with appropriate formulation screening studies to identify those conditions that
can maximize the achievable concentration during processing.

15.2.2.2. Additional Concentration Techniques. In addition to the TFF
process, high-concentration protein formulations can also be manufactured using a
variety of drying techniques. These processes are particularly suitable for proteins with
viscosity issues limiting TFF or products that are not stable in a liquid formulation.
Possible drying techniques include spray drying [20,21], spray freeze drying [22],
fluid-bed drying [23,24], vacuum drying [25,26], and lyophilization [27], with spray
drying and lyophilization being the most applicable from an industry perspective.
These methods, although more complicated, expensive, and inconvenient than the
TFF process for manufacturing liquid products, potentially provide flexibility for the
formulation scientist and benefits for manufacturing high-concentration product, while
at the same time posing significant challenges to operate as a scalable and robust
GMP (Good Manufacturing Practice) process in industry practice. Spray drying has
been extensively used in the pharmaceutical industry for preparing dry powder for
aerosol delivery. This method allows water to be separated from the formed particles
in a continuous production process. The process involves the atomization of a liquid
feedstock into a spray of droplets followed by exposure to hot air to remove the water.
Although the heat can potentially damage the protein, this effect is generally limited,
due to a short exposure time and an evaporative cooling effect during the critical
drying period. The moisture level is usually higher than after lyophilization and has
to be controlled to ensure the stability of the final product [28].

Lyophilization is another approach that can be used for concentrating protein. In
this approach, a protein sample is first lyophilized in a relatively low concentration
with a large load volume. Sufficient excipients and lyoprotectants are added to stabi-
lize the protein from the freezing and drying stresses that occur during lyophilization.
A high-concentration protein ready for SC administration is achieved by reconstitut-
ing the sample with a smaller volume of diluent [29]. The lyophilization process is
usually performed by dehydrating final product in vials, although conceivably also
as bulk processing in tray units. Lyophilizing in final vials results in a ready-to-use
product, whereas bulk processing can be used to produce a high-concentration liquid
formulation after reconstitution and prior to filling into vials. The bulk process has
been used primarily to produce dry powders for aerosol delivery in the pharmaceutical
industry, and has several limitations: (1) for parenteral protein products, bulk-drying
processes require operation under aseptic conditions—this is not always as easy as
a process whereby the lyophilization is done in the final vial configuration; and (2)
the bulk processing often results in significant loss of materials during the process
because of the large surface area of the trays and difficulty in quantitatively removing
product. In comparison, lyophilized drug product in vials has proved to be a more
cost-effective approach and has provided flexibility for generating high-concentration
protein formulations.

Although most of the bulk solution in lyophilized vials can have a relatively
lower concentration and lower viscosity, care needs to be taken to ensure that the
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Figure 15.1. Three humanized IgG1 MAbs with the same IgG1 human Fc construct but

different complementarity-determining regions (CDRs) formulated identically and lyophilized

using the same lyophilization process: (a) time to reconstitute the lyophilized cake resulting

in a final MAb concentration of 100 mg/mL; (b) viscosity at 25◦C after reconstitution to a final

MAb concentration of 85 mg/mL.

viscosity of final reconstituted products are minimized since a high viscosity can
have a significant impact on the time of reconstitution, amount of overfill and ease
of drug delivery. Figure 15.1a shows an example of lyophilized monoclonal anti-
bodies targeted for a final delivery concentration of 100 mg/mL after reconstitution.
As shown in Figure 15.1b, the increase in solution viscosity leads to a significant
increase in the reconstitution time. In addition to the solution viscosity, the protein
loading concentration can also affect the reconstitution time [6]. It was demonstrated
that as the protein loading concentration decreased, reconstitution times also decreased.
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Further investigation of the morphology of the lyophilized solid by scanning electron
microscopy showed a gradual transition from a dense solid to a more loosely packed
structure as protein-loading concentration was decreased. Thus, the ease of wetting of
the cake and impact on reconstitution time is very likely related to the differences in
this morphology.

For lyophilized formulations, a higher concentration of lyoprotectant can signif-
icantly improve the stability of the protein [30]. However, high lyoprotectant con-
centration can also result in a hypertonic solution that may not be desirable for SC
delivery. In addition, the increase of lyoprotectant can also increase the time of the
lyophilization process, solution viscosity, and reconstitution time. Therefore, the con-
centration of lyoprotectant in the final formulation needs to be optimized to balance
the needs for product stability, pharmaceutical manufacturing, and delivery.

15.2.2.3. Protein Suspensions
15.2.2.3.1. Crystallization. Protein crystallization has been used for structure

analysis, bioseparation, and controlled drug delivery [31]. It has been successfully used
in the development of insulin formulations [32]. Protein crystallization has also been
shown to improve product stability and half-life [33,34]. When protein forms the crys-
tal, protein will be concentrated in the crystal. If the crystal is small enough, a crystal
suspension will be formed. Depending on the size of the protein crystals, these crystals
can be directly injected into patients. Crystallization of whole antibodies historically
has been a very difficult task because of their large size, glycosylation, and flexibility
at the hinge region. More recent progress in this area has resulted in a generation of a
high-concentration, lower-viscosity crystalline preparations of therapeutic antibodies
that are considered suitable for SC injection [31]. To produce high-volume crystalline
suspensions, a batch process method was designed. Antibodies were first mixed with
crystallization buffer, and then followed by tumbling or incubation with or without
shaking. Crystal seeds were added into the mixture to facilitate the crystallization
process. With the appropriate optimized process, the yield of crystallization process
was described to be more than 90%. The size of the crystals can also be controlled
by manipulating the temperature and mixing conditions, and therefore it is possible to
deliver the crystals to the patient directly. Although the potencies of these antibodies
in crystal form have been shown to be fully retained using in vitro assays, limited
information is available about the long-term chemical and physical stability of these
antibodies as a crystal suspension and about its behavior in vivo. Other publications
in this area show, however, how challenging a task crystallization of an antibody
to develop a protein suspension can be, especially considering yield and also the
formation of amorphous precipitation occurring under crystallization conditions [35].

15.2.2.3.2. Protein Precipitation. In addition to protein crystals, proteins can
also form amorphous precipitates in solution [36]. Protein precipitation has been
widely used for protein recovery. Protein precipitation is usually induced by adding
salts or organic solvents or by changing the pH of the solution. More recent progress
has been made to improve the precipitation process and produce well-shaped particles
that can be applied directly for SC injection [12]. Precipitated protein particles have
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been described to be prepared by formation of supersaturated protein and poly(ethylene
glycol) (PEG) aqueous solutions [37], such as at elevated temperatures, followed by
cooling of the solutions resulting in protein particle formation [12], as well as when
using ammonium acetate or citrate at defined and constant temperature [37]. The
choice of pH is critical for the formation of precipitation and particle formation, and
the choice of a pH that is close to the protein isoelectric point has been recommended
[12]. The formed particles are separated from the precipitating agent and other excip-
ients using methods such as filtration or centrifugation. The particles then need to
be washed with a buffer to remove the excessive excipient and to be formulated
into the final formulation for long-term storage and delivery to patients. Although
the suspension-based technologies have shown great potential, additional studies of
physicochemical stability need to be conducted to ensure adequate processing condi-
tions, scale-up, stability and molecular integrity, and adequate shelf life for long-term
storage, which is considered challenging for a protein suspension.

15.3. PROCESS SCALE-UP

Although antibodies have been routinely concentrated at small scale using benchtop
devices, the design of a robust manufacturing process that will allow for manufacture
of concentrated dosage forms at a larger scale is critical for successful implementation
of benchtop experimental findings. In the case of TFF, critical operating parameters
for optimizing the TFF condition are transmembrane pressure, retentate flow rate, and
permeate flux. High-shear and cavitation conditions should be avoided to minimize the
potential damage to the protein. To be compatible with the TFF process, the antibodies
should have adequate solubility and viscosity well beyond their target concentrations
because of the membrane polarization and product recovery needs.

In the case of lyophilization, the critical operating parameters, such as shelf tem-
perature range, chamber pressure ranges, condenser temperature, primary drying time,
secondary drying time, and the load on shelves, require validation at commercial scale.
Lyophilization cycles developed at small scale may need to be modified and optimized
in order to suit large-scale production.

15.4. ANALYTICAL CONSIDERATIONS

Many of the analytical methods currently used for characterization of antibodies focus
on the chemical structure of the antibody and the chemical degradation pathways that
result from alteration of amino acid residues. Generally, the methods performed at
low concentration can be easily adapted to analyze antibodies at high concentration
[38,39]. They often involve a sample preparation step to allow for the dilution of
products to a concentration range that is compatible with the analytical methods.
However, the sample preparation step should be adequately assessed to ensure that
the analytical result will not be altered. These methods include peptide mapping to
determine chemical structure as well as identity of the antibody, ion exchange chro-
matography to determine charge variants, hydrophobic interaction chromatography
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to evaluate isomerized and oxidized species, reversed-phase chromatography to study
oxidized species, capillary electrophoresis (CE-SDS or SDS-PAGE) to determine cova-
lently linked aggregates and fragments, and size exclusion chromatography (SEC) to
determine soluble aggregates and fragments. In addition, analytical methods used to
determine solution osmolality and surfactant concentrations may also require dilution
or extraction steps to minimize interference from high protein concentration in order
to obtain accurate and reproducible results. All these methods need to be optimized
and validated to ensure that the final results will not be compromised by high protein
concentration.

Most of the analytical methods used for evaluating low-concentration protein
in solid dosage forms are quite suitable for high-protein-concentration conditions in
either liquid or solid condition. These techniques include Fourier transform infrared
(FTIR) spectroscopy [40–42], Raman spectroscopy to study the protein’s secondary
structure, and fluorescence spectroscopy, more recently used to investigate possible
tertiary structural alterations of protein during or after the freezing, drying, storage,
and reconstitution process [43]. Differential scanning calorimetry (DSC) has also been
used [44], particularly modulated DSC technology [45,46], to determine glass transi-
tion temperatures and thermal phase transitions of the solid-state matrix at high protein
concentrations. There are also reports that DSC was not applicable to determine melt-
ing temperature (unfolding) in high-concentration antibodies as sample dilution was
required [41].

Analytical methods used to monitor protein aggregation and particulate formation
are most likely to be dependent on protein concentration and formulation conditions,
particularly if the protein undergoes reversible self-association. This self-association is
often thought to be less of a concern since on administration these types of aggregates
are expected to dissociate on dilution back to the native monomeric protein. One has
to keep in mind that these aggregates will be introduced into a crowded environment,
whether in the blood or in the SC space. The impact of molecular crowding, as
is discussed below, may alter the association. Reversible association can also lead
to altered solution properties such as viscosity, which has potential implications for
manufacturing, stability, and delivery of high-concentration protein drugs developed
for SC administration. Analytical methods such as SDS-PAGE, and nongel-sieving
SDS-CE with and without reducing agents are often used to determine the presence
of covalently linked, SDS nondissociable and disulfide crosslinked aggregates. The
size distribution of antibodies under nondenaturing conditions can be monitored using
methods such as size exclusion chromatography (SEC) and field flow fractionation
(FFF). The SEC method, which has been and still remains the main workhorse in the
industry for analysis of protein size distribution, uses HPLC equipment that is found
in virtually every pharmaceutical analytical laboratory. This method is fairly rapid
and easy to use, but there are several limitations. The chromatographic separation by
SEC is based on the hydrodynamic volume of the different species rather than the
molecular mass. Therefore, proteins with highly asymmetric structures or extended
residues, such as highly glycosylated protein, will be eluted early and behave more
like a protein with greater apparent molecular mass. This can result in significant
errors when retention time is used to determine molecular mass. Although this problem
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can be addressed by coupling light-scattering detection with the chromatography to
obtain weight-average molecular weight across the elution profile, interactions with
the column matrix may result in altering the number of aggregated species and change
of retention time, which may result in poor resolution of different species. Some of
these matrix–protein interactions can be decreased or eliminated by adding organic
solvents or salts, but this then raises the possibility that such manipulations may impact
the true size distribution. In addition, noncovalent reversible protein self-association,
which is highly concentration-dependent, may be altered significantly by SEC because
of the dilution that occurs during the chromatography.

Technologies such as static light scattering (SLS) [47], dynamic light scattering
(DLS) [48–50], small-angle X-ray light scattering (SAX) [51], and analytical ultra-
centrifugation (AUC) [52] have been used to provide more information about protein
self-association states at high protein concentrations as well as at low concentration.
Moreover, these methods can be used to monitor reversible, irreversible, covalently
linked, and noncovalently linked protein aggregates. Both sedimentation equilibrium
and SLS analysis can provide information about molecular weight, binding constant,
and activity coefficient for a self-association system. The analysis of these data often
requires extensive mathematical fitting to models that include multiple interacting
species [53]. Sedimentation velocity analysis can provide information about size,
shape, and distribution of aggregates. This method has been greatly improved over the
years and has been used routinely to monitor small amounts of protein aggregates and
their sedimentation coefficients [54]. Despite this progress, the AUC method remains
a difficult and low-throughput method and requires highly trained personnel for instru-
mentation and data analysis. The method is mostly used as an orthogonal approach
to verify results from SEC [55]. Relatively high concentrations of protein solutions
at about 20 mg/mL can be analyzed with interference optics in an analytical ultra-
centrifuge using centrifuge cells with the standard 1.2-cm optical path. Measurements
using the UV absorption scanner are more limited because of the high absorptivity
of proteins resulting in absorbance values well over 1.5, essentially beyond the detec-
tion limit of the photomultiplier tube. Radial scans at wavelengths different from that
of maximum absorption may circumvent this problem, but optical measurements are
still limited by the large refractive index gradients that form around the boundary
during centrifugation of high-concentration protein solutions. These gradients result
in an effect known as Wiener skewing , where the light beam is bent, resulting in
incorrect concentration measurements or, worse, no signal at all, since the beam can
be bent completely out of the optical path [56]. The method of decreasing the optical
pathlength by using thin gaskets rather than standard centerpieces has been used to
circumvent this problem [57], but loading of the cells can be complicated, and this
technique can be difficult because of the flexibility of the gaskets. New cell center-
pieces with pathlengths as narrow as 0.6 mm have been developed by Spin Analyticals
and should help with some of these issues. An alternate technique that uses a prepar-
ative ultracentrifuge has been described [58] and used to analyze protein formulations
at 100 mg/mL [19]. Essentially, samples are centrifuged to sedimentation equilibrium,
and the centrifuge tubes are removed and the contents of each tube are collected in

10-µL fractions using a BRANDEL


automated microfractionator (minimum step
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size 5 µm). These collected fractions are placed into a 96-well UV plate and diluted
with phosphate-buffered saline (PBS) for measuring protein concentration by UV
absorption spectroscopy. This method works fairly well for high-concentration pro-
tein solutions because of the stability of the gradients, but still requires rapid handling.
The biggest disadvantage of this method is the additional time required for sample
collection, dilution, and subsequent measurement of the absorbance values. In addi-
tion the number of data points is about one-third the number typically obtained in an
analytical ultracentrifuge. The recent development of a fluorescence detection system
(FDS) offers an alternate way to analyze high-concentration protein solutions directly
in the analytical ultracentrifuge. Figure 15.2 shows the result of a sedimentation
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Figure 15.2. Sedimentation equilibrium of the same three MAbs as in Figure 15.1. The data

were collected using the fluorescence detection system in a Beckman-AVIV XLF analytical
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equilibrium study of two concentrated monoclonal antibodies. The data were collected
using the FDS in a Beckman Aviv XLF analytical ultracentrifuge. The MAbs were
fluorescently labeled [58], characterized to ensure integrity, and added to unlabeled
high-concentration solution to serve as a tracer for detection. As the concentration of
MAb1 increases, the apparent weight average molecular weight also increases. This
indicates the presence of self-association for MAb1 at high protein concentration. In
comparison, MAb2 undergoes very little association, and this result is consistent with
previous observations with the preparative sedimentation equilibrium method [19].

Another biophysical method that has not been used a great deal to investigate
protein self-association at high concentration is SLS. Some of the concern revolves
around contributions from multiple scattering at the higher concentrations. It has been
shown that it is possible to obtain good-quality data at high concentrations and the
results are consistent with those obtained by AUC [60].

Technologies such as standard cone and plate rheometry [61] and ultrasonic
rheometry [62] have also shown the potential usage for analyzing high-concentration
protein formulations. The apparent increases of product viscosity and storage mod-
ule G′ for an IgG2 monoclonal antibody appear to correlate with increased protein
self-association at high protein concentration [62]. Although the change in viscoelastic
properties of an antibody is difficult to translate into a quantitative number for measur-
ing levels of aggregates, these methods at least provide qualitative information about
protein–protein interactions at high concentrations under formulation conditions.

15.4.1. Challenges in Analysis of Data at High Protein
Concentration: Thermodynamic Nonideality

Although it is now possible to collect data at high protein concentrations, the analysis
and interpretation of experimental data at nonideal condition with high-concentration
protein remains to be a difficult and challenging task. Most data analyses yield only
qualitative information about protein interaction at high-concentration conditions.

Idealized conditions, minimizing the effects of nonspecific interactions between
the constituents of a solution, are not valid at high protein concentrations. The effects
of thermodynamic nonideality, also referred to as excluded volume (macromolecular
crowding), and the associated effects on rates and equilibria of macromolecular asso-
ciation reactions, have to be taken into account for high-concentration formulations
[63,64]. On the basis of the mechanism of excluded volume, an increased volume frac-
tion is occupied by the protein molecules at higher protein concentrations. As a result,
the decrease in the effective volume available and, in turn, the higher apparent protein
concentration pushes the reaction equilibrium of protein self-association toward the
more associated state [63,64]. Thus, owing to a steady increase of the nonideal cor-
rection factor (�) of the equilibrium constant with an increased amount of fractional
volume (�) occupied by the protein molecules, protein self-association, involving
the formation of an n-mer from n protein monomers, is progressively fostered with
increasing protein concentration (Fig. 15.3a). The parameter � is a composition-,
temperature- and pressure-dependent measure of intermolecular interactions. The con-
tribution of each protein monomer under the conditions of ideal thermodynamics to
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the association process can be enhanced by the contribution of the volume exclusion
mechanism. Moreover, in case of a constant fractional volume occupancy, the reac-
tion of self-association is favored with increasing degree of self-association [63,64]
(Fig. 15.3a).

The effect of high protein concentrations on the equilibrium of protein self-
association has to be differentiated from the impact on the reaction rate. The reaction
rate k of macromolecular association can be limited by either the conversion of the
activated complex to a fully formed dimer or the diffusion-controlled formation of the
activated complex. In the first transition state controlled case an enhanced reaction
rate would result with increasing fractional volume occupancy. Thus, crowding would
increase the reaction rate of self-association approximately to the same extent as the
equilibrium constant is increased. In contrast, diffusion-limited reactions such as the
formation of an activated complex result in a diminished reaction rate, owing to the
fact that crowding considerably lowers the diffusional mobility of macromolecules—a
hydrodynamic rather than thermodynamic consequence [63,64]. Since the overall
bimolecular reaction rate is transition state limited at low fractional volume occu-
pancy, the aggregation reaction rate increases initially with protein concentration, up
to the point where protein concentration and molecular crowding become sufficiently
greater than the contribution from protein concentration. Diffusional limitations set an
upper limit to the reaction rate leading to a decrease in bimolecular reaction rate with
further increasing fractional volume occupancy [64] (Fig. 15.3b).

The formation of native protein aggregates caused by the shift in the self-
association equilibrium as a consequence of increased collision frequency could also
be important in the formation of nonnative protein aggregates. The aggregates may
serve as nuclei that can undergo or have already undergone conformational changes
and, hence, can grow rapidly to form insoluble precipitates [65–67]. Accordingly,
most aggregation reactions are reported to be of second or higher order and would
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be enormously accelerated in high-concentration protein formulations [66–68].
However, because of the larger and/or more extended structure of the protein in
the denatured state, the equilibrium of the protein unfolding reaction can be driven
toward the more compact native conformation by the volume exclusion effect as
a consequence of increasing protein concentrations [63]. Therefore, an increase in
protein concentration could also actually stabilize the protein against the formation
of insoluble aggregates, either under conditions that favor protein self-association
[69,70] or with respect to agitation-induced aggregation [71].

Finally, the relationship between protein concentration and nonnative aggregation
tendency has to be evaluated on a case-by-case basis, whereas the formation of native
protein aggregates is generally pronounced at higher protein concentrations.

15.5. FORMULATION DEVELOPMENT AND APPROACHES
FOR HIGH-CONCENTRATION FORMULATIONS

15.5.1. General Formulation Considerations

The main challenges in designing stable formulations for high-concentration proteins
are very similar to those for more standard low-concentration protein formulations.
Many of the chemical degradation reactions such as deamidation, aspartate isomer-
ization, oxidation, and peptide bond hydrolysis that occur in proteins are generally
concentration-independent. A great deal is now known about the various hydrolytically
driven chemical degradations that occur in proteins, and several reviews are available
[72–74]. Protein aggregation, on the other hand, is expected to be one of the primary
degradation pathways in high-concentration protein formulations since bi- or multi-
molecular collisions often dictate the formation of aggregates, and likely exacerbate as
protein concentration increases. The actual relationship of concentration to aggregate
formation will depend on the size of aggregates as well as the association mechanism
[74,75]. Thus, as discussed in a review of irreversible noncovalent aggregation, this
aggregation probably proceeds through interaction of exposed hydrophobic regions, in
which case the protein unfolding step may be rate-limiting, resulting in pseudo-first-
order behavior [66] rather than the expected higher-order concentration dependency.
High concentration of protein may still have considerable impact on these types of
mechanisms since the flexibility of a protein or alteration of volume required for a
conformational change may very well be impacted by the neighboring interactions and
excluded volume effects that can predominate at high concentrations. Moreover, even
if there is a rate-limiting step that is concentration-independent at the lower concen-
tration, the subsequent concentration-dependent steps may lead to overall more rapid
kinetics at the higher concentration. Thus, in general, it is not surprising that protein
aggregation may be a bigger challenge when developing higher-concentration protein
formulations. However, the mechanism of aggregation may lead to unexpected results.
As an example, aggregation and particulate formation due to protein interaction with
air–water interfaces may have an inverse concentration dependence; that is, at higher
protein concentrations the percentage of aggregate might decrease with an increase in
protein concentration since the proteins are surface-active and there are fixed amounts
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of protein present at the air–water interface, essentially preventing damage to the
remaining bulk protein [71].

As already mentioned, the chemical degradation pathways that dictate shelf life
will occur irrespective of the protein concentration. The impact of formulating at
higher concentration is more likely to influence physical properties such as viscosity
as well as physical degradation pathways, especially protein aggregation. Formulation
design to minimize protein degradation and enhance stability will require conditions
that balance many of the different chemical degradations as well as the physical degra-
dations. Creation of solid dosage forms using freeze drying or other drying methods
that remove water from the final formulation will often help since many of the protein
chemical degradations are hydrolytically driven and can be minimized over a large
range of conditions. However, additional challenges may arise since lyoprotectants
and/or cryoprotectants will need to be added to protect the protein from the additional
stresses of the lyophilization process. Although solid dosage forms generally will have
longer shelf life than will liquid formulations, the added convenience for dosing and
greater ease of coupling with an injection device makes liquid protein formulations
more desirable. However, design of aqueous liquid formulations can be much more
challenging since in general the chemical degradations will occur at faster rates, thus
requiring conditions that minimize physicochemical degradation kinetics. At higher
protein concentrations, because of the potential for faster aggregation kinetics, this
challenge can be even greater than at lower protein concentrations. Moreover, phys-
ical properties that may be related to protein self-association, such as viscosity (to
be discussed in more detail later), can also increase the complexity and difficulty of
designing a successful high-concentration liquid formulation. This difficulty is illus-
trated by a pH screen study for a humanized monoclonal IgG1 antibody formulated at
100 mg/mL shown in Figure 15.4. The chemical degradation routes in this antibody
are dominated by an Asp isomerization and deamidation of Asn residues. The pH
rate profile suggests that an optimum pH for control of both reactions is at pH ∼6,
whereas the viscosity of the formulation is at a maximum at that pH. Although the
pH of a liquid formulation is a critical formulation parameter that can be used to min-
imize overall chemical degradation, this example shows that this strategy becomes
more difficult because of the additional contributions of high viscosity at high protein
concentration.

15.5.2. Primary Packaging Considerations

In general, similar considerations for the choice of primary packaging components
exist as for lower concentration protein products. However, since high-concentration
formulations are generally considered for use by SC administration, the use of prefilled
syringes or cartridges as primary packaging is often desired. Such primary contain-
ers are actually devices and require sufficient lubrication to ensure that they function
over the entire shelf life of the product. The most common lubricant used is silicone
oil, and there have been several reports and studies [76] linking silicon oil contact
to protein denaturation and aggregation. This is of crucial importance, since silicone
oil represents a hydrophobic surface, possibly inducing direct protein–protein interac-
tions [76]. Additionally, adverse effects of silicone oil on patients’ safety, particularly
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Figure 15.4. Humanized IgG1 MAb1 formulated at 100 mg/mL: (a) isomerization rate

constant for an Asp residue and deamidation rate constant for an Asn residue as a function of

pH; (b) kinematic viscosity as function of pH.

in terms of SC administration, have been discussed [77]. Particulate matter in a par-
enteral immunoglobulin in siliconized prefilled syringes could be attributed to the
coalescence of freely permeable silicone oil as well as to antibody aggregates [78].
Additional concerns have been raised regarding levels of tungsten on the barrels of
prefilled syringes with staked needles. The high tungsten levels in these syringes are
due to the tungsten pins that are used to form the opening in the glass barrel for the
staked needle. These high tungsten levels have been implicated in generating protein
aggregates, especially at the higher protein concentrations used for SC delivery [79].
Several strategies are being pursued by the manufacturers of prefilled syringes, includ-
ing use of proprietary glass coatings or baked-on siliconization processes as well as
alternate material for the pins used in the manufacture of staked needle syringes [80].
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In addition, more recent advances in prefilled syringe design where the contact with
the needle and surrounding area is minimized may also solve many of these problems.

15.5.3. Viscosity and Administration Challenges

Viscosity is a measure of the resistance that a liquid system offers to flow when it
is subjected to an applied shear stress. Newtonian fluids obey a linear relationship,
whereas in non-Newtonian fluids the viscosity could be either enlarged or diminished
with increasing shearing stress. Capillary viscometers are commonly utilized to assess
viscosity of ideal solutions, whereas plate and rotational cylindrical rheometer allow
analysis of suspensions, as well as high viscosity solutions and samples obeying
non-Newtonian behavior [81,82].

Antibodies tend to form viscous solutions at high concentration because of their
macromolecular nature and potential for intermolecular interactions [6,7]. Hence, vis-
cosity η is a complex function of protein concentration c expressed as a power series
relative to the viscosity of the pure solvent η0 and including the terms k1 for a single
macromolecule, as well as k2, k3, also referred to as two-body , three-body virial coef-
ficients, respectively, for describing the interaction of two or three or more protein
molecules [81]:

η = η0(1 + k1c + k2c2 + · · ·) (15.1)

A substantial increase in viscosity results when protein self-association prevails.
Because macromolecular crowding also affects hydrodynamics properties [63,64], the
hard quasi-spherical particle model, providing a realistic picture of the thermodynamic
nonideality due to molecular crowding in high-concentration formulations, could also
furnish a conceptual basis for the understanding of the hydrodynamic properties of a
concentrated solution. Thus, viscosity η could be described by the following relation-
ship

η = η0 eνφ/(1−kφ) (15.2)

where k is a crowding factor (usually in the range between 1.35 and 1.91 for hard
spheres), φ is the volume fraction occupied by the macromolecule, and v is an uni-
versal molecular shape parameter (equal to 2.5 for spherical particles and exceeding
2.5 for nonspherical particles) that can be directly related to the shape of a particle
independent of the volume [83].

The intrinsic viscosity η is an important structural parameter measured in infinite
diluted protein solutions, as it is regarded as an intrinsic function of the individual
dissolved or dispersed macromolecule. Accordingly, k1 [see Eq. (1.1)] would be the
quantity of interest, and the intrinsic viscosity could be summarized by the relation

[η] = ν(VhN0)

M
= lim

φ→0

η − η0

η0
= νφ = lim

c→0

η − η0

η0
(15.3)
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where Vh is the hydrated volume of the protein molecule, N0 is Avogadro’s num-
ber, ν and φ are defined previously and M is the protein molecular weight [81,82].
Consequently, the intrinsic viscosity is affected by the shape and the hydration of the
protein molecules, including chemically bound water via hydrogen bonds and physi-
cally entrained solvent. Additionally, the influence of the protein electrostatic charge
and surface charge distribution on the viscosity has to be taken into consideration as
well as the strong dependence of protein charge from pH and ionic strength. The con-
tributions of electrostatic interactions to the intrinsic viscosity are based primarily on
the diffuse double electrostatic layer surrounding the protein. Besides that, the repul-
sion between different protein molecules and an impact of the interparticle repulsion
on protein shape could be involved [82].

Since a high viscosity affects the ability to manufacture drug product and bulk
product, to withdraw a proper dose from a container into a syringe and to inject the
dose into the patient, much effort is spent on the reduction of the viscosity of some
viscous high-concentration formulations. Lowering of the viscosity of a concentrated
antibody formulation was achieved by modifying the total ionic strength, by addition
of different salt and buffer excipients or by altering the pH [19,84]. In case a protein
suspension is envisioned, the viscosity depends, according to Einstein’s equation of
rheology for suspensions

η = η0 + 2.5�η0 (15.4)

mainly on the viscosity of the formulation vehicle and the volume fraction of the
suspended particles [85]. Increased viscosity of the protein solution is a key factor in
the ultrafiltration concentration, affecting the filtrate flux, processing times, membrane
fouling and thus the reusability of the ultrafiltration membrane. Viscosity-related issues
of the drug product fill–finishing procedure could arise from hindered flow through
the filling equipment, impacting the reproducibility of fill volumes. Moreover, despite
the increased viscosity, the passage of sterile filters has to be ensured in adequate time,
especially if the product must be maintained at subambient temperatures [86]. These
complications can be circumvented by using a drying technique as a concentration
method, where the fill–finishing process takes place at lower concentrations.

15.5.4. Evaluation of Parameters Influencing Viscosity

Viscosity is an important factor in the development of high-concentration protein
formulations, as it increases significantly with increasing protein concentration, and
makes processing and application of liquid concentrated antibody preparations dif-
ficult. The concentration dependency of viscosity of macromolecules often can be
accounted for by the influence of macromolecular crowding as described by the
Mooney equation [Eq. (15.2)]. Substituting c[η] = vφ yields the modified Mooney
equation relating viscosity to concentration:

η = η0 exp

(
[η]c

1 − (k/v)[η]c

)
(15.5)
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This equation theoretically should account for the concentration dependence of vis-
cosity for any macromolecule as long as there are no intermolecular interactions; thus,
the viscosity is explained purely by excluded volume effects. This equation as sug-
gested by Minton and Ross can be used as a one-parameter fit model where k/v is
the fitting parameter. Liu et al. evaluated the viscosity dependence of three closely
related IgG1 monoclonal antibodies using a typical value of intrinsic viscosity at pH
∼6–7 of 6.3 cm3/g and a measured solvent viscosity of 0.0011 Pa · S [19]. As seen in
Figure 15.5, two of the three monoclonal antibodies had reasonable fits to the Mooney
equation, whereas one of them did not. A more recent study using another monoclonal
antibody, MAb4, also shows higher viscosity at 100 mg/mL when compared to MAb2
and MAb3 (Fig. 15.5a). Preparative AUC as well as SLS determinations suggest that
MAb2 and MAb3 do not appreciably self-associate under these conditions and thus
have viscosity–concentration profiles that would be expected as a result of molecu-
lar crowding (excluded volume) for molecules of this size. Thus, the greater value
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Figure 15.5. Viscosity of MAb as a function of protein concentration. (a) MAb2 with no

added salt (�) and at 150 mM NaCl (O). MAb3 with no added salt (�), and at 150 mM NaCl (♦).

Nonlyophilized samples prepared by TFF have a composition of 266 mM sucrose and 16 mM

histidine at pH 6.0 with and without 150 mM NaCl. Lyophilized and reconstituted MAb2 with

no added salt (�). Lyophilized samples are at either 100 mg/mL MAb2 in 240 mM trehalose, 40

mM histidine 0.04% polysorbate 20, or 125 mg/mL in 300 mM trehalose, 50 mM histidine, and

0.05% polysorbate 20. MAb4 (∇) in 10 mM phosphate buffer at pH 5.5, no added salt. The solid

curve is the result of a nonlinear regression of all the data to Equation (15.5) using a solvent

viscosity of 1.1 mPas and intrinsic viscosity of 6.3 cm3/g. The best fit with a X2 = 0.003 resulted

in a value for k/ν = 0.533. (b) MAb1 lyophilized and reconstituted (O) and nonlyophilized (•)

without any added NaCl. All samples contain 266 mM sucrose, 16 mM histidine, and 0.03%

polysorbate 20 at pH 6. MAb4 (�) in 10 mM phosphate buffer at pH 5.5, no added salt. The

solid curve is the result of a nonlinear regression of all the data to Equation (15.5) using a

solvent viscosity of 1.1 mPa and intrinsic viscosity of 6.3 cm3/g. The best fit with a χ2 = 1.16

resulted in a value for χ/ν = 0.936.
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Figure 15.6. Kinematic viscosity of different Mab4 formulations with dependence on protein

concentration. MAb4 solutions were formulated at different protein concentrations, pH values,

and with or without addition of sodium chloride [citrate/pH 5.5 (�), phosphate/pH 5.5 (�),

citrate/pH 7.2 (�), phosphate/pH 7.2 (�), citrate/pH 7.2/145 mM sodium chloride (♦), and

phosphate/pH 7.2/h, 145 mM sodium chloride (�)].

determined for MAb4 suggests that there are additional interactions beyond excluded
volume effects that account for the viscosity profiles of this antibody. In the case
of MAb4, the kinematic viscosity was determined by capillary viscometry at various
protein concentrations (2, 10, 50, 100 mg/mL of antibody). Besides that, the impact
of two buffer systems (10 mM sodium citrate, 10 mM sodium phosphate), each for-
mulated at a pH of 5.5 or 7.2 with the addition of 145 mM sodium chloride was
investigated (Fig. 15.6) [87]. Lowering the viscosity of concentrated antibody formu-
lations has been described in the literature by increasing the total ionic strength of the
formulation using different salt and buffer excipients [19,84].

The viscosity of the tested antibody is highly dependent on the protein used, its
protein concentration, the pH value, and formulation excipients. Kinematic viscosity
was the same in both citrate and phosphate buffer. However, it was governed by
the choice of pH value (pH 5.5 higher as compared to pH 7.2) and was reduced
by addition of 145 mM sodium chloride (Fig. 15.6). A drastic increase in viscosity
with increasing protein concentration was observed for all tested formulations (data
not shown). The largest kinematic viscosity value of 14 mm2/s measured for the
100 mg/mL formulation at pH 5.5 without addition of sodium chloride reflects an
approximately 14-fold increase in viscosity as compared to common aqueous injection
solutions.

As discussed earlier, the viscosity increase as a function of concentration could
not be exclusively attributed to nonideality of the concentrated preparations because
of excluded volume effects. Under conditions where the protein bears substantial net
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charge, the size of the effective hard particle significantly exceeds that of the actual
model because of its mass [88]. Nevertheless, additional factors contributing to the
unusually high viscosities have to be considered, such as electrostatic intermolecular
interactions [19]. Since the viscosity is particularly increased at low pH values far
away from the pI of the antibody, the electrostatic interactions responsible for the
high viscosity at low pH might be repulsive ones. Since there are in-sufficient data on
high pH, it is difficult to make additional conclusions, that is, whether the viscosity
is minimized near the pI of this MAb. In contrast, an observed viscosity increase
near the pI of another monoclonal antibody was attributed to attractive interactions
between the IgG monomers, leading to a significant self-association as a function of
protein concentration [19]. The differences in behavior of these antibodies are clearly
demonstrated by the different dependence of viscosity on pH (Figs. 15.6 and 15.4b). In
the case of MAb1 in Liu et al. [18]. a maximum viscosity is actually observed at low
salt conditions at a pH value close to the pI value for this MAb. Sodium chloride was
capable of decreasing the viscosity of antibody. It was suggested that the viscosity-
lowering effect may be caused by a partial shielding of the repulsive intermolecular
interactions by the chloride anion, as the antibody is positively charged in the pH range
of interest. Moreover, the fit of the concentration dependence on the viscosity with
a Mooney equation was slightly better in the presence of sodium chloride. Similarly,
the presence of sodium chloride led to a reduction in protein self-association and,
in turn, in the viscosity of the antibody example described above, where attractive
interactions are hypothezised to be responsible for the unusual high viscosities [19].
In general it was observed that a series of salts (mainly chloride and sulfate) seemed to
decrease viscosity as a function of ionic strength. However, it was noted that NH4SCN
and NaSCN salts were more effective and deviated from this simple ionic strength
plot (Fig. 15.7). More recent published results [61] show that a series of cationic
chloride salts do, indeed, reduce viscosity simply as a function of ionic strength, thus
suggesting that the cations do not interact with the protein (Fig. 15.8). On the other
hand, a series of anionic sodium salts appear to follow the Hofmeister series in the
ability of the anions to reduce viscosity, suggesting that there are specific interactions
of the anions that are responsible for the reduction of viscosity (Fig. 15.9). Liu et al.
have discussed a particularly viscosity-lowering effect of the chaotropic thiocyanate
anion, reducing protein-protein interactions [19].

15.5.5. Syringeability of High-Concentration Antibody
Formulations

Syringeability and injectability need to be examined with appropriate in vitro stud-
ies during development of a high-concentration suspension or a liquid formulation.
However, no standardized testing procedure has been established so far [89]. Syringe-
ability testing may involve an evaluation of the ease of flow through a needle as well as
the foaming tendency and dosing accuracy. The injectability of the high-concentration
preparation is characterized mainly by the time, pressure, or force required for complet-
ing the injection at a constant flow. For high-concentration suspensions flow dynamics
are also related to the particle characteristics of the suspension, and clogging of the nee-
dle on withdrawal or injection might be observed [90]. The ease of withdrawal could
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Figure 15.7. The effects of various salts as a function of ionic strength (plotted as I1/2) on

the kinematic viscosity of MAb1 solution containing 40 mg/mL of protein, 10 mM histidine,

250 mM sucrose, 0.01% polysorbate 20, and various amounts of salts at pH 6. The viscosity was

measured using a Cannon–Fenske routine viscometer (Cannon Instruments, PA) at 25◦C. The

salts included NaCl (�), NaSCN (O), NH4SCN (�), (NH4)2SO4 (�), NH4Cl (�), and CaCl2 (∇).

Figure 15.8. Solution viscosity of MAb1 in 30 mM histidine at pH 6 at 125 mg/mL with

chloride salts as a function of ionic strength.

Figure 15.9. Solution viscosity of MAb1 in 30 mM huistidine at pH 6 at 125 mg/mL with

sodium salts as a function of ionic strength.
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be evaluated as time required to load a distinct volume of a high-concentration prepa-
ration into a syringe [6,7]. On the other hand, the injectability is typically assessed by
measuring the injection force in terms of a constant injection speed, or vice versa using
a specialized testing apparatus, such as a microcapillary rheometer or an automatic
injector pistol [90,91]. Additionally, such studies may consider protein-stability-related
issues on withdrawal and injection, as the use of force in manipulating the viscous
formulation leads to shear stress and possibly excessive frothing, potentially resulting
in denaturation and inactivation of the therapeutically active protein [6].

In addition to rheometric studies, the practical impact of viscosity on the ability
to withdraw a proper dose of concentrated antibody solutions from a container into a
syringe can be evaluated. Generally, it is assumed that the time period required for
drawing a liquid into a syringe represents the resistance to flow (i.e., the viscosity
η). Accordingly, the flow properties through the needles might be described by the
Hagen–Poiseuille law for laminar flow in tubes

Q = πr4�p

8ηL
(15.6)

where Q is the volumetric flow rate of the Newtonian model fluids, r is the needle
radius, �p is the pressure difference between the ends of the needle, and L is the
length of the needle [92]. Syringeability testing, as the ability to flow easily through
a needle, was performed using different needle sizes applicable for SC application
(24, 26, 27 gauge). As shown previously [19] the correlation of syringeability with
viscosity data can be shown for high-concentration antibody formulations. Matheus et
al. [87] evaluated the syringeability of MAb4 depending on different diameters of the
attached needles. Syringeability data yielded with various needle sizes [27 gauge with
ultrathin wall, outer diameter (OD) of 0.40 mm corresponding to an inner diameter
(ID) of 0.25 mm; 26 gauge with regular wall, OD 0.45 mm, ID 0.26 mm; 24 gauge with
regular wall, OD 0.55 mm, ID 0.30 mm] are plotted against the kinematic viscosity
(Fig. 15.10). As expected, the time required to draw 1 mL of the concentrated antibody
preparation into a 1-mL syringe was increased with decreasing ID of the needles
used and hence interpreted as the worst syringeability. Linear correlations between
syringeability and viscosity could be found, with a steeper slope [5.48 (27 gauge), 3.01
(26 gauge), 0.974 (24 gauge)] and better linear fit occurring with decreasing ID of the
attached needle [R2 values: 0.91 (27 gauge), 0.75 (26 gauge), 0.64 (24 gauge)]. The
time needed to withdraw 1 mL of antibody solution was acceptable for the 24-gauge
needle in the high-viscosity range (<10 s). A longer time (≤50 s) was required when
using the 26-gauge needle, and a rather inadequate syringeability resulted from the 27-
gauge needle. However, the 27-gauge needle used is characterized by a short cannula
length (20 vs. 25 mm for the 26- and 24-gauge needles) as well as by an ultrathin
wand of the cannula, resulting in an increased inner diameter, which improves the
flow of viscous solutions. Both the length and the inner diameter of a needle impose
resistance to flow and hence flux through a syringe.

To answer the question of reasonable viscosities and times to draw the drug prod-
uct into the syringe, syringeability of already marketed high-concentration antibody
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Figure 15.10. Syringeability versus kinematic viscosity of different antibody solutions tested.

The time to draw a 1-mL antibody solution through a needle was measured with an attached

24- (�), 26- (�), or 27 gauge (�) needle.

formulations was investigated. (Table 15.2). The antibody efalizumab formulation
showed the highest viscosity of all antibody samples tested, though the recommended
needle size was exceeded by approximately 25% in the 26-gauge needle. However,
there are other published reports of antibody formulations with even higher viscos-
ity and syringeability at a concentration of 100 mg/mL [7,19]. Administration of the
preparation by a 24-gauge needle could be preferable over the other tested SC needle
sizes of a smaller ID, due to a significantly lower timespan required for the viscous
antibody solution to be drawn up. Since a linear viscosity–syringeability correlation
was confirmed, the Hagen–Poiseuille law can be applied to calculate the syringeability
of an antibody formulation of a given viscosity using a defined syringe needle system.
Although the injectability correlated well with syringeability, other factors such as the
forces driving the plunger and the resistance from local tissue should be taken into
account for designing an adequate dosage form.

15.6. CONCLUSION AND SUMMARY

The SC route of administration is highly preferred for therapeutic indications where
home (self-) medication is desirable, for example, for chronic diseases such as asthma
and arthritic diseases. However, especially in the case of antibodies, it requires the
delivery of high amounts of protein in a small volume. Apart from improving patient
convenience and providing competiveness, high-concentration formulations require
less storage space and may reduce overall shipping costs, owing to the minimized
storage volume of the concentrated bulk and drug products.
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However, high-concentration antibody formulations also pose specific challenges
to formulation and process scientists, for example, to overcome manufacturing chal-
lenges (e.g., increased viscosity-lowering filtration flow rates), stability challenges
(e.g., increased aggregation at high protein concentration), analytical challenges (e.g.,
analysis at high protein concentration avoiding dilution), and formulation and admin-
istration challenges.

The common techniques currently available for manufacturing high-concentration
antibody solution include tangential flow filtration (TFF) and drying techniques, such
as lyophilization and spray drying. Although other techniques, such as crystallization,
precipitation, or microparticle-based technology, have also demonstrated the potential
for producing an injectable high-concentration antibody formulation in a suspension,
there are several challenges yet to overcome in industrial development of those tech-
nologies.

Many of the analytical methods currently used for characterization of antibodies
focus on the chemical structure of antibody and the chemical degradation pathways
that result from alteration of amino acid residues. Generally, these methods performed
at low concentration can be easily adapted to analyze antibodies at high concentration.
However, since they often involve a sample preparation step to allow for the dilution
of the products to a concentration range that is compatible with the analytical methods,
those methods should be adequately assessed as to whether this impacts the analytical
results. Analytical methods that can be used for the analysis of protein–protein inter-
action include SEC, light scattering, and AUC. Although it is now possible to collect
data at high protein concentrations, the analysis and interpretation of experimental
data at nonideal conditions with high-concentration protein remains a difficult and
challenging task. Most data analyses yield only qualitative information about protein
interaction at high-concentration conditions. With regard to stability, protein aggrega-
tion is expected to be one of the primary degradation pathways in high-concentration
protein formulations since bi- or multimolecular collisions are likely to be increased as
protein concentration increases. Another significant challenge for high-concentration
antibody formulations is the tendency of antibodies to form viscous solutions at higher
concentration because of their macromolecular nature and potential for intermolecular
interactions. The viscosity, however, is not solely a function of concentration but is
also influenced by formulation parameters such as pH and excipients. The increase
in viscosity may influence manufacturability of such products as well as syringeabil-
ity and administration. Often, subcutaneous formulations are intended for prefilled
syringes or autoinjectors for self-administration, where the patient is then required to
overcome the forces needed to deliver the viscous solution via needles of adequate size.

REFERENCES

1. Shire, S. J. and Gombotz, W. (2010), in Current Trends in Monoclonal Antibody Develop-
ment and Manufacturing , Shire, S. J., Gombotz, W., Bechtold-Peters, K., and Andya, J.,
eds., Springer, New York, pp. 1–5.

2. Pavlou, A. K. and Belsey, M. J. (2005), The therapeutic antibodies market to 2008, Eur.
J. Pharm. Biopharm. 59(3): 389–396.



REFERENCES 377

3. Roskos, L. K., Davis, C. G., and Schwab, G. M. (2004), The clinical pharmacology of
therapeutic monoclonal antibodies, Drug Devel. Res. 61(3): 108–120.

4. Gatlin, L. A. and Gatlin, C. A. B. (1999), Formulation and administration techniques to
minimize injection pain and tissue damage associated with parenteral products, in Injectable
Drug Development: Techniques to Reduce Pain and Irritation, Gapta, P. K. and Brazeau,
G. A., eds., Interpharm Press, Denver, pp. 401–425.

5. Chang, B. S. and Hershenson, S. (2002), Practical approaches to protein formulation devel-
opment, in Rational Design of Stable Protein Formulations: Theory and Practice, Carpenter,
J. F. and Manning, M. C., eds., Kluwer Academic/Plenum, New York, pp. 1–25.

6. Shire, S. J., Shahrokh, Z., and Liu, J., (2004), Challenges in the development of high protein
concentration formulations, J. Pharm. Sci. 93(6): 1390–1402.

7. Harris, R. J., Shire, S. J., and Winter, C. (2004), Commercial manufacturing scale formu-
lation and analytical characterization of therapeutic recombinant antibodies, Drug Devel.
Res. 61(3): 137–154.

8. Porter, C., Edwards, G., and Charman, S. (2001), Lymphatic transport of proteins after s.c.
injection: Implications of animal model selection, Adv. Drug Deliv. Rev. 50(1–2): 157–171.

9. Lobo, E. D., Hansen, R. J., and Balthasar, J. P. (2004), Antibody pharmacokinetics and
pharmacodynamics, J. Pharm. Sci. 93(11): 2645–2668.

10. Schellekens, H. (2002), Bioequivalence and the immunogenicity of biopharmaceuticals,
Nat. Rev. Drug Discov. 1(6): 457–462.

11. Klyushnichenko, V. (2003), Protein crystallization: from HTS to kilogram-scale, Curr.
Opin. Drug Discov. Devel. 6(6): 848–854.

12. Bromberg, L., Rashba-Step, J., and Scott, T. (2005), Insulin particle formation in supersat-
urated aqueous solutions of poly(ethylene glycol), Biophys. J. 89(5): 3424–3433.

13. Schein, C. H. (1990), Solubility as a function of protein structure and solvent components,
Bio/Technology 8(4): 308–317.

14. Shiloach, J., Martin, N., and Moes, H. (1988), Tangential flow filtration, Adv. Biotechnol.
Processes 8: 97–125.

15. van Reis, R. and Zydney, A. (2001), Membrane separations in biotechnology, Curr. Opin.
Biotechnol. 12(2): 208–211.

16. Gabler, F. (1987), Principles of tangential flow filtration: Applications to biological pro-
cessing, in Filtration in the Pharmaceutical Industry , Meltzer, T., ed., Marcel Dekker, New
York, pp. 453–488.

17. Thomas, C. R., Nienow, A. W., and Dunnill, P. (1979), Action of shear on enzymes: Studies
with alcohol dehydrogenase, Biotechnol. Bioeng. 21(12): 2263–2278.

18. Watterson, J. G., Schaub, M. C., and Waser, P. G. (1974), Shear-induced protein-protein
interaction at the air-water interface, Biochim. Biophys. Acta 356(2): 133–143.

19. Liu, J., Nguyen, M. D., Andya, J. D., and Shire, S. J. (2005), Reversible self-association
increases the viscosity of a concentrated monoclonal antibody in aqueous solution, J. Pharm.
Sci. 94(9): 1928–1940.

20. Masters, K. (1985), Spray Drying Handbook , 4th ed., Longman Scientific, New York.

21. Rouan, S. K. E. (1996), Biotechnology-based pharmaceuticals, in Modern Pharmaceutics ,
3rd ed., Banker, G. S., and Rhodes, C. T., eds., Marcel Dekker, New York, pp. 843–873.

22. Sonner, C., Maa, Y. F., and Lee, G., (2002), Spray-freeze-drying for protein powder prepa-
ration: Particle characterization and a case study with trypsinogen stability, J. Pharm. Sci.
91(10): 2122–2139.



378 HIGH-CONCENTRATION ANTIBODY FORMULATIONS

23. Poupitch, G. (1994), Fluid bed drying in the laboratory, Am. Biotechnol. Lab. 12(4): 30–34.

24. Wildfong, P. L., Samy, A. S., Corfa, J., Peck, G. E., and Morris, K. R. (2002), Accel-
erated fluid bed drying using NIR monitoring and phenomenological modelling: Method
assessment and formulation suitability, J. Pharm. Sci. 91(3): 631–639.

25. Mattern, M., Winter, G., Kohnert, U., and Lee, G. (1999), Formulation of proteins in
vacuum-dried glasses. II. Process and storage stability in sugar-free amino acid systems,
Pharm. Devel. Technol. 4(2): 199–208.

26. Miller, D. P., Anderson, R. E., and de Pablo, J. J. (1998), Stabilization of lactate dehy-
drogenase following freeze thawing and vacuum-drying in the presence of trehalose and
borate, Pharm. Res. 15(8): 1215–1221.

27. Avis, K. E. (1990), Parenteral preparations, in Remington’s Pharmaceutical Sciences , 18th
ed., Gennaro, A. R., ed., Mack Publishing, Easton, PA, pp. 1545–1569.

28. Schule, S., Schulz-Fademrecht, T., Garidel, P., Bechtold-Peters, K., and Friess, W., (2008),
Stabilization of IgG1 in spray-dried powders for inhalation, Eur. J. Pharm. Biopharm. 69(3):
793–807.

29. Andya, J., Cleland, J., Hsu, C., Lam, X., Overcashier, D., Shire, S., Yang, J., and Wu, S.:
Protein formulation . US Patent March 14,1996, US6267958 B1

30. Andya, J. D., Hsu, C. C., and Shire, S. J. (2003), Mechanisms of aggregate formation
and carbohydrate excipient stabilization of lyophilized humanized monoclonal antibody
formulations, AAPS PharmSci. 5(2): E10.

31. Yang, M. X., Shenoy, B., Disttler, M., Patel, R., McGrath, M., Pechenov, S., and Margolin,
A. L., (2003), Crystalline monoclonal antibodies for subcutaneous delivery, Proc. Natl.
Acad. Sci. USA 100(12): 6934–6939.

32. Brange, J. and Vølund, A. (1999), Insulin analogs with improved pharmacokinetic profiles,
Adv. Drug Deliv. Rev. 35(2–3): 307–335.

33. Harris, L. J., Skaletsky, E., and McPherson, A. (1995), Crystallization of intact monoclonal
antibodies, Proteins 23(2): 285–289.

34. Shenoy, B., Wang, Y., Shan, W., and Margolin, A. L. (2001), Stability of crystalline
proteins, Biotechnol. Bioeng. 73(5): 358–369.

35. Matheus, S., Friess, W., and Mahler, H. (2005), High Concentration IgG1-Antibody Formu-
lations by Precipitation and Crystallisation , AAPS National Biotechnology Conf. poster,
San Francisco.

36. Creighton, T. (1992), Proteins in solution and in membranes, in Proteins: Structures and
Molecular Properties , 2nd ed., Freeman, New York, pp. 261–272.

37. Matheus, S., Mahler, H.-C. Solid forms of anti-EGFR antibodies. Patent US 2007/0122411
(A1), EP 1686961 (A1)

38. Jones, A. J. S. (1993), Analytical methods for the assessment of protein formulations and
delivery systems, in Formulation and Delivery of Peptides and Proteins , Cleland, J. L. and
Langer, R., eds., American Chemical Society, Washington, DC, pp. 22–45.

39. Pearlman, R. and Nguyen, T. H. (1991), Analysis of protein drugs, in Peptide and Protein
Drug Delivery , Lee, V. H., ed., Marcel Dekker, New York, pp. 247–301.

40. Costantino, H. R., Chen, B., Griebenow, K., Hsu, C. C., and Shire, S. J. (1998), Fourier-
transform infrared spectroscopic investigation of the secondary structure of aqueous and
dried recombinant human deoxyribonuclease I, Pharm. Pharmacol. Commun. 4: 391–395.

41. Matheus, S., Friess, W., and Mahler, H. C. (2006), FTIR and nDSC as analytical tools for
high-concentration protein formulations, Pharm. Res. 23(6): 1350–1363.



REFERENCES 379

42. Prestrelski, S. J., Tedeschi, N., Arakawa, T., and Carpenter, J. F. (1993), Dehydration-
induced conformational transitions in proteins and their inhibition by stabilizers, Biophys.
J. 65(2): 661–671.

43. Sharma, V. K., and Kalonia, D. S. (2003), Steady-state trytophan fluorescence spectroscopy
study to probe tertiary structure of proteins in solid powders, J. Pharm. Sci. 92(4): 890–899.

44. Hatley, R. H. M. (1990), Proc. Int. Symp. Biological Product Freeze-Drying and Formula-
tion , Bethesda, MD, pp. 105–122.

45. Breen, E. D., Curley, J. G., Overcashier, D. E., Hsu, C. C., and Shire, S. J. (2001), Effect
of moisture on the stability of a lyophilized humanized monoclonal antibody formulation,
Pharm. Res. 18(9): 1345–1353.

46. McPhillips, C. D. Q. M., Royall, P. G., and Hill, V. L. (1999), Characterization of the glass
transition of HPMC using modulated differential scanning calorimetry, Int. J. Pharm. 180:
83–90.

47. Georgalis, Y. and Saenger, W. (1999), Light scattering studies on supersaturated protein
solutions, Sci. Progress 82(Pt. 4): 271–294.

48. Bloomfield, V. A. (1981), Quasi-elastic light scattering applications in biochemistry and
biology, Annu. Rev. Biophys. Bioeng. 10: 421–450.

49. Pecora, R. (1972), Quasi-elastic light scattering from macromolecules, Annu. Rev. Biophys.
Bioeng. 1: 257–276.

50. Schurr, J. M. (1977), Dynamic light scattering of biopolymers and biocolloids, CRC Crit.
Rev. Biochem. 4(4): 371–431.

51. Wu, C. F. and Chen, S. H. (1988), Small angle neutron and x-ray scattering studies of
concentrated protein solutions. II. Cytochrome C, Biopolymers 27(7): 1065–1083.

52. Schuck, P. (1998), Sedimentation analysis of noninteracting and self-associating solutes
using numerical solutions to the Lamm equation, Biophys. J. 75(3): 1503–1512.

53. Johnson, M. L. and Straume, M. (1994), Comments on the analysis of sedimentation equi-
librium experiments, in Modern Analytical Ultracentrifugation, Schuster, T. M. and Laue,
T. M., eds., Birkhauser, Boston, pp. 37–63.

54. Schuck, P., Perugini, M. A., Gonzales, N. R., Howlett, G. J., and Schubert, D. (2002), Size-
distribution analysis of proteins by analytical ultracentrifugation: strategies and application
to model systems, Biophys. J. 82(2): 1096–1111.

55. Liu, J., Andya, J. D., and Shire, S. J. (2006), A critical review of analytical ultracentrifuga-
tion and field flow fractionation methods for measuring protein aggregation, AAPS J. 8(3):
E580–E589.

56. Gonzalez, J. M., Rivas, G., and Minton, A. P. (2003), Effect of large refractive index
gradients on the performance of absorption optics in the Beckman XL-A/I analytical ultra-
centrifuge: An experimental study, Anal. Biochem. 313(1): 133–136.

57. Minton, A. P., and Lewis, M. S. (1981), Self-association in highly concentrated solutions
of myoglobin: A novel analysis of sedimentation equilibrium of highly nonideal solutions,
Biophys. Chem. 14(4): 317–324.

58. Minton, A. P. (1989), Analytical centrifugation with preparative ultracentrifuges, Anal.
Biochem. 176: 209–216.

59. Moore, J., Kamerzell, T., Shen, Y., Kwong, Z., Zhu, Q., Laue, T., Liu, J., and Shire, S.
(2007), High protein concentration analytical ultracentrifugation using fluorescence detec-
tion: Fluorescent labeling and characterization of monoclonal antibodies, Proc. AAPS Natl.
Biotechnology Conf., San Diego.



380 HIGH-CONCENTRATION ANTIBODY FORMULATIONS

60. Scherer, T., Kanai, S., Liu, J., and Shire, S. (2007). Characterization of monoclonal anti-
bodies at high concentrations by light scattering, Proc. AAPS Natl. Biotechnology Conf.,
San Diego.

61. Kanai, S., Liu, J., Patapoff, T., and Shire, S. J. (2008), Reversible self-association of a
concentrated monoclonal antibody solution mediated by Fab-Fab interaction that impacts
solution viscosity, J. Pharm. Sci. 97(3): 4219–4227.

62. Saluja, A., Badkar, A. V., Zeng, D. L., Nema, S., and Kalonia, D. S. (2006), Application of
high-frequency rheology measurements for analyzing protein-protein interactions in high
protein concentration solutions using a model monoclonal antibody (IgG2), J. Pharm. Sci.
95(9): 1967–1983.

63. Hall, D. and Minton, A. P. (2003), Macromolecular crowding: Qualitative and semiquan-
titative successes, quantitative challenges, Biochim. Biophys. Acta 1649(2): 127–139.

64. Zimmerman, S. B. and Minton, A. P. (1993), Macromolecular crowding: Biochemical, bio-
physical, and physiological consequences, Annu. Rev. Biophys. Biomol. Struct. 22: 27–65.

65. Brange, J. (2000), Physical stability of proteins, in Pharmaceutical Formulation Devel-
opment of Peptides and Proteins , Frokjaer, S. and Hovgaard, L., eds., Taylor & Francis,
London, pp. 89–112.

66. Chi, E. Y., Krishnan, S., Randolph, T. W., and Carpenter, J. F. (2003), Physical stabil-
ity of proteins in aqueous solution: Mechanism and driving forces in non-native protein
aggregation, Pharm. Res. 20(9): 1325–1336.

67. Wang, W. (2005), Protein aggregation and its inhibition in biopharmaceutics, Int. J. Pharm.
289(1–2): 1–30.

68. Carpenter, J., Kendrick, B., Chang, B., Manning, M., and Randolph, T. (1999), Inhibition
of stress induced aggregation of protein therapeutics, in Amyloid, Prions, and Other Protein
Aggregates , Wetzel, R., ed., Academic Press, San Diego, pp. 236–255.

69. Dathe, M., Gast, K., Zirwer, D., Welfle, H., and Mehlis, B. (1990), Insulin aggregation in
solution, Int. J. Pept. Protein Res. 36(4): 344–349.

70. Kendrick, B., Li, T., and Chang, B. (2003), Physical stabilization of proteins in aqueous
solution, in Rational Design of Stable Protein Formualtions:Theory and Practice, Carpenter,
J. and Manning, M., eds., Kluwer Academic/Plenum Publishers, New York, pp. 61–84.

71. Treuheit, M. J., Kosky, A. A., and Brems, D. N. (2002), Inverse relationship of protein
concentration and aggregation, Pharm. Res. 19(4): 511–516.

72. Ahern, T. J. and Manning, M. C., eds. (1992), Stability of Protein Pharmaceuticals. Part
A: Chemical and Physical Pathways of Protein Degradation , Plenum Press, New York, p.
434.

73. Cleland, J. L., Powell, M. F., and Shire, S. J. (1993), The development of stable protein
formulations: A close look at protein aggregation, deamidation and oxidation, Crit. Rev.
Ther. Drug Carrier Syst. 10(4): 307–377.

74. Manning, M. C., Patel, K., and Borchardt, R. T. (1989), Stability of protein pharmaceuticals,
Pharm. Res. 6(11): 903–918.

75. Glatz, C. E. (1992), Modeling of aggregation-precipitation phenomena, in Stability of Pro-
tein Pharmaceuticals, Ahern, T. J. and Manning, M. C., eds., Plenum Press, New York,
pp. 135–166.

76. Jones, L. S., Kaufmann, A., and Middaugh, C. R. (2005), Silicone oil induced aggregation
of proteins, J. Pharm. Sci. 94(4): 918–927.

77. Chantelau, E. (1989), Silicone oil contamination of insulin, Diabet. Med. 6(3): 278.



REFERENCES 381

78. Fraunhofer, W. and Winter, G. (2004), The use of asymmetrical flow field-flow fractionation
in pharmaceutics and biopharmaceutics, Eur. J. Pharm. Biopharm. 58(2): 369–383.

79. Rosenberg, A. (2006), Effects of protein aggregates: An immunologic perspective, AAPS
J. 8(3): E59

80. Harrison, B. and Rios, M. (2007), Big shot-developments in prefilled syringes, Pharm.
Technol. 31(3): 50–60.

81. Cantor, C. R. and Schimmel, P. R. (1980), Other hydrodynamic techniques, in Biophysical
Chemistry Part II: Techniques for the Study of Biological Structure and Function, Cantor,
C. and Schimmel, P., eds., Freeman, New York, pp. 643–685.

82. Harding, S. E. (1997), The intrinsic viscosity of biological macromolecules. Progress in
measurement, interpretation and application to structure in dilute solution, Progress Biophys.
Mol. Biol. 68(2–3): 207–262.

83. Ross, P. D. and Minton, A. P. (1977), Hard quasispherical model for the viscosity of
hemoglobin solutions, Biochem. Biophys. Res. Commun. 76(4): 971–976.

84. Arvinte, T. and Fauquex, P. (2002), Stable Liquid Formulations. ed.

85. Basu, S. K., Govardhan, C. P., Jung, C. W., and Margolin, A. L. (2004), Protein crystals
for the delivery of biopharmaceuticals, Expert Opin. Biol. Ther. 4(3): 301–317.

86. Akers, M., Vasudevan, V., and Stickelmeyer, M. (2002), Formulation development of pro-
tein dosage forms, in Development and Manufacture of Protein Pharmaceuticals , Nail, S.
and Akers, M., eds., Springer, pp. 47–114.

87. Matheus, S., Friess, W., and Mahler, H. (2005), Liquid high concentration IgG1-antibody
formulations, Proc. AAPS Natl. Biotechnology Conf., San Francisco.

88. Minton, A. P. and Edelhoch, H. (1982), Light scattering of bovine serum albumin solutions:
Extension of the hard particle model to allow for electrostatic repulsion, Biopolymers 21(2):
451–458.

89. Burgess, D. J., Hussain, A. S., Ingallinera, T. S., and Chen, M.-L. (2002), Assuring quality
and performance of sustained and controlled release parenterals: AAPS workshop report,
co-sponsored by FDA and USP, Pharm. Res. 19(11): 1761–1768.

90. Allahham, A., Stewart, P., Marriott, J., and Mainwaring, D. E. (2004), Flow and injection
characteristics of pharmaceutical parenteral formulations using a micro-capillary rheometer,
Int. J. Pharm. 270(1–2): 139–148.

91. Zingerman, J., Pope, D., Wilkinson, P., and Perfetto, L. (1987), Automatic injector apparatus
for studying the injectability of parenteral formulations for animal health, Int. J. Pharm.
36(2–3): 141–145.

92. Ritschel, W. and Suzuki, K. (1979), In vitro testing of injectability, Pharm. Industr. 41:
468–475.





16
DEVELOPMENT

OF FORMULATIONS
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MONOCLONAL ANTIBODIES
AND Fc FUSION PROTEINS
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16.1. INTRODUCTION

Monoclonal antibody-based therapies have become a huge area for biopharmaceutical
development, with 18 monoclonal antibodies (Table 16.1) on the market and nearly
200 antibody molecules in clinical facilities [1–4]. Monoclonal antibodies for ther-
apeutic and prophylactic indications over the years have moved from fully murine
and humanized murine forms to completely human forms. There has also been a
breakthroughs since the 1980s regarding purification [5], analytical methods including
biological assays [6], and manufacturing aspects leading to the ability to prepare purer
lots of monoclonal antibodies economically at large scales. The majority of mono-
clonal antibodies that are currently approved or in clinical development are focused
on meeting therapeutic needs in the areas of oncology, autoimmune, and inflammatory
diseases [1,4].

Antibodies and Fc fusion proteins are large macromolecules (typically
>150 kDa), an order of magnitude larger than many other protein therapeutics such
as cytokines, and are multidomain as well as typically glycosylated in nature, (if pro-
duced by mammalian cell culture [7]. Domains of antibodies have naturally evolved
to associate with a variety of targets such as antigens and FcRn receptors with high
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affinity, which makes them useful protein therapeutics. In the body, antibodies typi-
cally have a half-life of 30 days. On the other hand, they are expected to be stable
in storage for more than 2 years. The goal of a formulation program for therapeutic
antibodies and Fc fusion proteins, as well as other protein therapeutics, is generally to
develop a stable, robust formulation that minimizes physical and covalent degradation,
ensures long-term storage stability, and prevents any adverse in vivo effects such as
injection site, immunogenic or anaphylactic reactions. Additionally, instability of the
antibody molecules can alter the pharmacology of the drug product as it affects both
the pharmacokinetics in the serum and drug clearance from the body.

Antibodies and Fc fusion proteins, like other proteins, can be degraded under
conditions where they are exposed to extremes of heat, freezing, light, pH, agita-
tion, shear stress, metals, and substances such as silicone oil from prefilled syringes.
Exposed surface residues of each antibody are unique and require specific formulation
excipients to provide maximal stability against the aforementioned stresses. Assess-
ment of the physicochemical and thermodynamic instability of antibodies using novel
analytical technologies has led to the identification of several events that are more
specific to the unique nature of this particular class of proteins such as variations in
Fc glycosylation, Fc methionine oxidation, hinge region cleavage, and glycation of
Lys residues [8]. An optimal formulation should minimize all such antibody degra-
dation reactions in solution, or at minimum, mitigate those degradation reactions that
impact critical quality attributes.

Biotechnology companies and contract research organizations are using improved
analytical methodologies to monitor the degradation of the protein therapeutics dur-
ing stability testing. Forced denaturation, agitation, and freeze–thaw studies are used
to simulate the conventional stresses that a protein can undergo during production,
shipping, storage, and administration. The effectiveness of forced degradation and sta-
bility studies done on a small scale to predict long-term, large-scale product stability
depends on a number of factors: (1) the temperature dependence of the protein has
to be understood; (2) accurate predictions of the shelf storage require that the protein
system follow Arrhenius degradation kinetics over the temperature range that is used
for the accelerated stability studies; and (3) the stability studies have to be conducted
on multiple manufacturing lots that are representative of the commercial process.

One of the main challenges facing the manufacturers of biologicals in terms of
formulation is demonstrating biocomparability in terms of product stability and clin-
ical bioequivalence. The production of biological products is a complex process that
undergoes continual development and refinement before commercialization and may
continue post-launch. In most cases, any alterations in the process used to manu-
facture the antibody molecules can result in wide differences in the structural and
functional properties of the molecules. These changes can alter the stability, clinical
efficacy, and/or safety of the recombinant antibody therapeutic. Therefore, there is a
need to perform formulation development studies on manufacturing lots that are rep-
resentative of the commercial process for the approved and marketed drug product.
Another issue is the complexity of Escherichia coli production processes for cytokines
versus mammalian-cell-derived processes for antibody production, which results in
heterogeneity in glycosylation patterns. Antibodies are often heterogeneous as a result
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of charge variants, glycosylation differences, and disulfide chemistry. Formulation
screening must be initiated early in development even before knowing the commer-
cial drug dose and before the commercial process is set. The purity of the excipients
used in the formulation may present an additional challenge. Vendor or lot differences
in the purity of the excipients can jeopardize the consistency of the drug product. With
all of these considerations, formulation development can be a considerable challenge.
In addition, the formulation screens must be efficient to accommodate limited amounts
of protein available for early formulation studies.

Regulatory agencies require rigorous testing procedures to determine the stability
of a pharmaceutical formulation over time. Regulatory perspectives of the charac-
terization and stability testing procedures have changed with advances in analytical
technologies, especially in the fields of mass spectrometry and chromatography, and
there is an increased understanding of the biology of recombinant proteins, as well as
preclinical and clinical experience with many approved products. Also, there is a reg-
ulatory requirement to demonstrate that material or process changes during antibody
production generate bioequivalent drug product.

16.2. MECHANISMS OF DEGRADATION

16.2.1. Physical Instability

16.2.1.1. Aggregation and Particle Formation. Aggregation and related
particle formation is a dominant degradation pathway of antibodies and can occur
during all stages of protein therapeutic processing and storage [3,9,10]. Aggregation
of light-chain antibody fragments and their deposition into amorphous precipitates or
insoluble fibrils has also been linked to amyloid diseases such as systemic amyloidosis
[11–13]. Knowledge of the mechanisms underlying the protein aggregation processes
is essential to develop rational in vitro preventive strategies. The aggregation phenom-
ena can be stipulated by protein structural changes or by colloidal effects affecting
protein–protein interactions [14]. Such events for proteins in general could occur via
a simple diffusion-limited mechanism [15] or involve nucleation as the primary stage
for further growth and propagation of aggregates [16,17]. From earlier studies it has
become evident that proteins with dominating β-sheet content are prone to aggregation
[18,19] and can self-assemble into either amorphous precipitates [15] or well-defined
fibrils [17]. The aggregation process is also sensitive to a wide range of factors such
as protein concentration, hydrophobicity, and charge as well as solution pH, ionic
strength, and temperature [3,9,10,20]. Particle formation due to aggregation is a major
issue, and control of particle levels for parenteral administration is necessary to pre-
vent potential adverse reactions, as well as potential clogging of intravenous lines and
filters. When high therapeutic doses are required, the need for high volumes may be
countered by increasing the concentration of the antibody (sometimes several orders
of magnitude higher than conventional protein therapeutics). This, in turn, may result
in increased problems relating to aggregation and particulation.

Antibody aggregation is complex and can proceed through covalent or
noncovalent association that is highly dependent on the solution conditions, including
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pH, ionic strength, and excipients [21,22]. This association can be due to disulfide
or nondisulfide covalent bonds, while the noncovalent associations can be due
to hydrophobic or electrostatic interactions. Adding to the complexity, a given
antibody can undergo multiple mechanisms of aggregation. Antibodies can undergo
domain swapping, which can lead to altered structure and aggregation. Increasing
the temperature and pH of the formulation often results in covalent crosslinking due
to disulfide shuffling, while protein concentration, salt content, and other factors can
promote non-covalent association. Antibodies have multiple intradomain as well as
interdomain linkages through the disulfides [7], and these linkages have been found to
undergo shuffling during processing leading to product heterogeneity and aggregation.
Antibodies are also susceptible to photo-oxidation, which can lead to aggregation.

In most cases aggregation of protein molecules proceeds through a partially and
reversibly unfolded conformational state that results from partial unfolding. This con-
formational state can be populated through the effects of solution conditions and
the internal conformational stability of the molecule on the transition from native
to unfolded states. A protein aggregate is formed between two or more molecules
because of this higher-order structural disruption and exposure of hydrophobic regions
leading to intermolecular interactions. This can eventually lead to aggregation and/or
particulation [10,14].

After storage in solution under physiological conditions for a sufficiently long
period, dimers may represent the main component of total aggregates [approximately
10%–30% (w/w) at a protein concentration of ∼160 mg/mL] [23]. More recent studies
have examined kinetic and thermodynamic aspects of the dimerization of IgG1s in
solution [21,22]. Using a recombinant human monoclonal antibody that recognizes
vascular endothelial growth factor (rhMAb-VEGF) as a model [21], it was found that
aggregation rates were greater in slightly alkaline (pH 7.5–8.5) compared to slightly
acidic (pH 6.5–7.5) conditions. A high-salt environment (1 M NaCl) also enhanced
dimerization. The nature of the IgG1 dimers was found to be highly complex, resulting
from different associations of the antibody domains [22]. In our laboratory, we have
studied the structure, stability, and conformational dynamics of the Fab, Fab′

2, and
Fc fragments of an IgG1 molecule [24]. Structural studies of the intact antibody
and fragments showed that the structure of the Fc fragment is most susceptible to
pH changes. Thermal, guanidine HCl–induced and urea unfolding studies at pH 7.4
and 5.0 showed differences in conformational stability of the various fragments at
these two pH levels. Incubation studies performed with the intact protein and the
fragments at 37◦C and 50◦C showed that the Fc fragment aggregated faster than did
the Fab and the intact antibody. We proposed that Fc–Fc and possibly Fab–Fc are
responsible for the aggregation and particle formation of the IgG1 antibody molecule
as a result of temperature-induced stress. McAuley et al. [25] showed that disulfide
bond formation in the human CH3 domain plays an important role in antibody stability
and dimerization. This domain contains a single buried, highly conserved disulfide
bond. The authors showed that this disulfide bond significantly affects the stability and
monomer–dimer equilibrium of the human CH3 domain, which may have implications
for the stability of the intact antibody.

Another study of empirical phase diagrams of monoclonal antibody solutions pro-
duced from spectroscopic data suggested (1) the existence of similar structural states
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at low temperatures independent of concentration and (2) a decrease in the temperature
at which phase changes were observed with increasing concentration. The decrease in
structural stability observed in these studies is probably the result of aggregation or
self-association of the recombinant MAbs on heating in crowded solutions, and not a
decrease in the intrinsic structural stability of the MAbs [26]. A related investigation
[27] found that at a given concentration, the phase separation temperature for proteins
in general strongly increases with the molecular weight of the oligomers. These
findings imply that for phase separation, the detailed changes of the surface properties
of the proteins are less important than the purely steric effects of oligomerization.

During manufacturing or shipment, proteins endure high mechanical or shear
stress through filtration, mixing, and agitation and are exposed to various interfaces.
Partially denatured molecules expose hydrophobic regions within the molecule, which
can then result in interaction, protein aggregation, and particle formation [9,28]. Anti-
bodies, like other proteins, can interact with air–water interfaces and surfaces such
as metals and other hydrophobic components. Prior to delivery to the patient, protein
pharmaceuticals often come in contact with a variety of surfaces (e.g., syringes and
stoppers), which are treated to facilitate processing or to inhibit protein binding. One
such coating, silicone oil, has previously been implicated in the induction of protein
aggregation [29].

16.2.2. Factors Affecting Physical Instability

16.2.2.1. Solution Conditions. Vermeer and Norde have noted that pH has
a strong influence on the antibody aggregation rate [30]. Table 16.2 outlines typical
antibody-related degradation reactions and their mediation through use of appropriate
solution conditions such as pH. Proteins in general are often stable against aggre-
gation over narrow pH ranges, and may aggregate rapidly in solutions at pH values
outside these ranges (Fig. 16.1). Examples include low-molecular-weight urokinase
[31], relaxin [32], recombinant human granulocyte colony-stimulating factor (rhGCSF)
[33], and insulin [34]. Both pH and salt can play a very important role for antibodies
in solution, as they control physical properties such as conformational and colloidal
stability as well as the chemical stability of the protein. In our studies, we found
that different domains of the antibody have different pH sensitivities. It has also been
shown that low pH (pH 4–6) and appropriate salt concentration reduce aggregation
of antibodies in solution by affecting the noncovalent interactions between the anti-
body molecules. The Fab fragment is most sensitive to heat treatment, whereas the
Fc fragment is most sensitive to decreasing pH. The structural transitions observed by
DSC and CD studies in the whole IgG is the sum effect of those determined for the
isolated Fab and Fc fragments [30,35].

The total charge on the protein is affected by the solution pH and electrostatic
interactions within the antibody molecules and with the ions. Electrostatic interac-
tions can affect protein stability in different ways. The amino acids in the antibody
can be charged with increasing acidity or basicity of the solution. This can happen
at a pH away from the isoelectric point (pI) of a protein [36]. The increasing charge
repulsion between these charged groups of the antibody in such a solution can desta-
bilize the folded or native state because of the high charge density. Thus, pH-induced
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TABLE 16.2. Typical Antibody-Related Degradation Reactions in Therapeutic Formulations

Degradation Causes Possible Solutions

Noncovalent aggregation Structural changes, colloidal
stability, heat and other
physical stress, sorbitol
crystallization during freezing

pH, buffer salt, ionic additives,
protein concentration,
improving raw-material purity

Covalent aggregation Disulfide rearrangement pH, prevent association
Isomerization pH ∼ 5 pH, magnesium chloride
Deamidation pH<5 and pH>6 pH
Clip formation Proteases, metals, impurity pH, chelation of metals, purity
Oxidation Free radicals, reactive oxygen,

metals, impurities, hydrogen
peroxide

pH, free-radical and reactive
oxygen scavengers, metal
chelation

Surface denaturation Low antibody concentration,
binding to surfaces,
hydrophobicity

Surfactants, protein
concentration, pH

5432 9876

5432 9876

pH

pH

Aggregation and particle formation [45, 139, 167] 

Clip-mediated aggregation
[143]

Disulfide-linked aggregation
[8]

Acid-unfolding [30, 35] pI precipitation [36]Reversible dimerization
[21, 23]

Acid related
Hydrolysis [82, 83]

Deamidation [41, 78] Deamidation [41, 78]
Iso asp /

Cyclic Imide
[79, 83, 166] 

Oxidation due to active oxygen species, metals etc [80]

Proteolysis,
Other mechanisms [82, 83]

Covalent instability [156, 157]

Figure 16.1. Different physical instabilities observed for antibodies at different pH levels

along with some relevant references.
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conformational unfolding can lead to a state of lower electrostatic free energy [14]
Also, specific charge interactions, such as salt bridges, can affect antibody confor-
mational stability. These salt bridges can stabilize the folded state and in some cases
cause self-interaction [36,37]. When proteins possess both positively and negatively
charged groups, the differential charge distribution on the surface of the antibody
can cause protein–protein interactions, making assembly processes such as antibody
aggregation energetically favorable [38].

16.2.2.2. Ligands and Cosolutes. Ligands and cosolutes are used in formu-
lations to increase the physical stability of antibodies similar to other proteins. The
Wyman linkage function applied by Timasheff [39] is commonly used to explain the
effects of ligands and co-solutes in the formulation such as sucrose and salts. Through
the Wyman linkage function, differential binding of ligand in two-state equilibrium
will shift the equilibrium toward the state with the greatest binding. Binding of Zn2+
to human growth hormone or insulin is a very common example in which the free
energy of unfolding for these proteins is increased and the native state of the protein
is favored [40].

The Wyman linkage function can also be used to explain the effect of weakly
interacting ligands (i.e., cosolutes), especially protein stabilizers such as sucrose and
glycerol that are preferentially excluded from the surface of a protein molecule. In
this case the degree of exclusion is proportional to the solvent-exposed surface area of
the protein [39]. These cosolutes are excluded in the domain of the protein, and water
takes its place in that domain, resulting in preferential hydration. Preferential exclusion
can thus be interpreted as negative binding. During unfolding, protein surface area
increases, leading to a greater degree of preferential exclusion. The net effect of greater
negative binding to the unfolded state is to favor the native state.

Ligands and cosolutes that alter protein conformational stability also influence
protein aggregate formation. For example, in the presence of polyanions, aggregation
of acidic fibroblast growth factor [41] and native recombinant keratinocyte growth
factor [42] are greatly inhibited. It has also been shown that the addition of weakly
interacting, preferentially excluded solutes such as sucrose can inhibit aggregation of
immunoglobulin light chains [17] and rhGCSF [15].

16.2.2.3. Salt Type and Concentration. Salts have complex effects on pro-
tein physical stability by modifying conformational stability and colloidal solubility,
and may have different effects according to the surface charge of the protein or anti-
body. Salts bind to proteins, and destabilization of the protein can occur if the ions bind
more strongly to the nonnative or unfolded state compared to the native state [43]. For
example, the rate of aggregation of recombinant factor VIII SQ [44] was decreased
in the presence of NaCl, while salt increased the aggregation rate for rhGCSF [33].
Moore et al. [21] found that salt increased dimer formation for IgG1 antibody.

Salts also modulate the strength of electrostatic interactions between the
charged groups, at both intra and intermolecular levels. Thus, whereas intramolecular
charge–charge interactions affect conformational stability, intermolecular electrostatic



392 DEVELOPMENT OF FORMULATIONS FOR THERAPEUTIC MONOCLONAL ANTIBODIES

interactions affect degradation rates. The overall effect of salt on protein stability is
a fine balance of multiple mechanisms by which salt interacts with protein molecules
and affects protein–protein interactions. Because pH determines the type, total,
and distribution of charges in a protein, salt binding effects may be strongly pH-
dependent. These results suggest that protein stability can be increased by improving
the coulombic interactions among charged groups on the protein surface [37].

16.2.2.4. Preservatives. Antimicrobial preservatives, such as benzyl alcohol,
are often utilized in liquid protein and antibody formulations to prevent bacterial
growth during storage. In particular, multidose formulations of proteins require effec-
tive preservatives to prevent microbial growth after opening and administration of the
first dose. Preservatives are also required for certain drug delivery systems. However,
preservatives can interact with proteins and often induce aggregation of protein in
aqueous solution. For example, preservatives (e.g., phenol, m-cresol, benzyl alcohol)
have been shown to induce aggregation of recombinant interleukin-1 receptor [45]
and recombinant human interferon gamma (rhIFNγ) [46].

Preservatives can bind to the nonnative or unfolded states and make the molecule
prone to aggregation. For example, it was observed that addition of benzyl alcohol
perturbed the tertiary structure of rhINFγ without affecting its secondary structure,
and the rate of rhINFγ aggregation increased as the molar ratio of benzyl alcohol to
protein increased [46]. Also, preservatives reduced the apparent melting temperature
of recombinant interleukin-1 receptor [45].

16.2.2.5. Surfactants. Nonionic surfactants are often utilized in protein and
antibody formulations to prevent aggregation, surface denaturation, and adsorption
during purification, filtration, transportation, freeze drying, spray-drying, and storage.
Surfactants (surface-active agents) are amphiphilic molecules that tend to orient such
that the exposure of the hydrophobic portion to the aqueous solution is minimized.
For example, surfactants adsorb at air–water interfaces, forming a surface layer of
surfactant molecules oriented so that only their hydrophilic ends are exposed to water.
Such orientation and surface adsorption can also occur at solid–water interfaces such
as those found in vials, syringes, tubing, and other containers. Protein molecules are
also surface-active and adsorb at interfaces. Surface tension forces at interfaces can
perturb protein structure, often resulting in aggregation. Surfactants inhibit interface-
induced aggregation by limiting the extent of protein adsorption [47].

As in other cosolutes, differential binding of surfactants to native and unfolded
states of protein influences the protein’s conformational stability. In some cases sur-
factants still can kinetically inhibit protein aggregation at interfaces despite causing a
reduction in the thermodynamic stability of the protein conformation. This often helps
prevent adsorption of antibodies formulated at low concentrations to interfaces such
as IV lines, bags, and storage containers. In addition, surfactants have been shown to
act as chemical chaperones, increasing rates of protein refolding and thus reducing
aggregation [48,49].
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16.2.2.6. Freeze–Thaw–Related Damage. Freeze–thawing is a common
stress to which a therapeutic protein can be exposed to during manufacturing, ship-
ping, and storage. Therapeutic proteins are purposely frozen for storage of bulk drug
substance or for storage of analytical samples. The final commercial product also may
be frozen accidentally because of mishandling. This process may happen once or mul-
tiple times, with additional damage to the protein potentially occurring during each
subsequent freeze–thaw cycle.

Protein aggregation during freeze–thawing has been attributed to partial unfolding
of protein molecules caused by the perturbing conditions arising during the pro-
cess [50]. Perturbation of the protein conformation can be caused by low temperature
[51], freeze concentration of solutes [52], pH changes due to buffer crystallization
[53], exposure of protein molecules to the ice–liquid interface, and/or adsorption to
the container surface [54,55]. Additionally, freezing-induced increases in salt concen-
tration can reduce intermolecular repulsion (i.e., colloidal stability) between protein
molecules via charge shielding, resulting in more favorable intermolecular interactions
that lead to aggregation [14].

During freezing, there is also an increase in the concentration of protein molecules
[56] when ice crystallizes and phase separates from the remaining amorphous material.
Additional excipients (e.g., salt, mannitol) may also crystallize. In aqueous solution,
increased protein concentration typically corresponds to an increase in the rate of
aggregation. Although freeze concentration of a protein would therefore be expected
to promote aggregation, it has often been observed that increasing the initial concen-
tration of a protein will actually reduce the percentage of aggregation occurring during
freeze–thawing [50]. It has been suggested that increasing the initial protein concen-
tration reduces the fraction of protein molecules that is exposed to the ice–liquid
interface, resulting in reduced aggregation. Thus, the effect of changing the initial
protein concentration on damage during freeze–thawing can be difficult to predict.

Numerous factors can affect the magnitude and nature of freezing-induced
stresses, as well as the protein’s responses to them. Among the most critical are the
pH and ionic strength of the solution, because these factors, in general, modulate
both the conformational and colloidal stability of protein [14] as well as a protein’s
response to physical stresses. In addition, the warming and cooling rates used during
freeze–thaw can alter the degree of macroscopic freeze concentration, surface area
of the ice–liquid interface, and duration of exposure of the protein to these potential
stresses. The container material, geometry, and volume can also affect protein damage
during freeze–thawing by modulating the effects of adsorption of protein molecules
at the liquid–container interface, and by altering cooling and warming rates.

In some cases additional changes in physical state have been observed during
frozen storage. Piedmonte et al. [57] observed protein aggregation during storage
of sorbitol-containing formulations at −30◦C. The aggregation correlated with DSC
melts that are characteristic of crystalline substances and suggest that the sorbitol
crystallizes over time in the formulation. During freezing, the excipient must remain
in the same phase as the protein to provide protein stability. By crystallizing, the
sorbitol is phase-separated from the protein, which leads to protein aggregation.
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16.2.2.7. Lyophilization-Induced Stresses. Typically, it is desirable to for-
mulate therapeutic proteins in liquid formulations for ease of administration and lower
cost of production. However, proteins in liquid formulations are generally at a greater
risk of and physicochemical degradation. Liquid formulations are also less robust with
respect to stresses experienced during shipping and handling. If the desired shelf life
cannot be achieved in a liquid formulation, lyophilization is often the alternative.
Lyophilized proteins are typically less susceptible to physicochemical degradation
because of the scarcity of water and the greatly reduced mobility of molecules in
the dried state [9,58]. Spray drying is also a potential technology for producing fine
protein powders for inhalation drug delivery [59,60].

Although biopharmaceuticals are generally more stable in the dried state, it is
well known that lyophilization and spray-drying processes themselves can be greatly
damaging to proteins. Lyophilization involves two major steps; freezing of a pro-
tein solution and drying of the frozen matrix under vacuum. The freezing step can
potentially destabilize or denature proteins by a variety of mechanisms, including
cold denaturation, concentration and pH effects, and ice–liquid interfacial effects.
The drying step can potentially damage proteins by disruption and/or removal of the
hydrogen-bonding network of water molecules. These dehydration-induced stresses
are also present during spray drying. Moreover, gas–liquid interface and exposure to
high temperatures used during spray drying can induce additional damage [61].

The molecular mobility of amorphous pharmaceutical materials is known to be
a key factor in determining their stability, reactivity, and physicochemical properties
[62]. Molecular motions in amorphous systems are usually characterized by measur-
ing the time dependence of some bulk property such as enthalpy or volume, or by
using spectroscopic techniques to monitor the motions of particular functional groups.
Usually such molecular mobility is quantified using relaxation time constants. Chang
et al. [63] found that stability correlated best with the preservation of native struc-
ture for sucrose-based formulations, but with a trehalose-based formulation, neither
structural relaxation time nor extent of native structure was predictive of stability.
However, it is possible that the β relaxations rather than the α relaxation are critical
to the stability. Plasticizers like glycerol may decrease τ for “α motion” but increase
τ for “β motion” and stabilize proteins [64].

16.2.2.8. Interfacial Stresses. Many packaging components for parenteral
products (e.g., glass syringes, vial stoppers) require the use of some form of lubrica-
tion for their processability and functionality. Siliconization of packaging components
(such as glass, elastomeric closures, plastic, and metal) places a thin lubricating film
on the surface of the components. Silicone oils have very low surface tension (20–25
mJ/m2) and good wetting properties that permit the oil to spread readily on most
solid surfaces [29,65,66]. Silicone oil is applied to cartridges and barrels of plastic
and glass syringes to facilitate smooth and easy movement of plungers within the
barrels. Further, silicone oil is applied to exterior surfaces of hypodermic needles to
reduce the frictional drag and pain when the needles pass through the tissue [66].
Given the wide use of silicone oil coating on containers and closures, the potential for
silicone oil-induced aggregation of therapeutic proteins is a major issue for product
development.
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Contamination of therapeutic protein formulations with silicone oil was first
reported in the 1980s following observation of elevated blood glucose levels in patients
administered with “cloudy” insulin from plastic syringes [65]. Analysis of the insulin
formulations revealed that the silicone oil was causing protein particle formation.
Although this problem has been longstanding, it has been described infrequently in
the literature. More recently, Jones et al. [29] showed that silicone oil at a concentration
of 0.5% (w/v) induced aggregation of four model proteins (ribonuclease A, lysozyme,
bovine serum albumin, and concanavalin A) during heating. However, there is a lack
of published reports on silicone oil effects on aggregation of monoclonal antibod-
ies, for which hundreds of new products are in various stages of development and
marketing.

It has been suggested that problems associated with silicone oil–containing
syringes may easily be overcome by replacement with silicone oil–free syringes
or by substituting silicone oil with other substances. Unfortunately, the suggested
replacements for silicone oil such as Teflon may also cause problems. It is
important to recognize that the hydrophobic surfaces of Teflon have also been
implicated in causing protein aggregation due to adsorption of protein molecules at the
Teflon–solvent interface [67]. Therefore, although other alternatives to silicone oil are
under exploration, work to understand how silicone oil induces protein aggregation
is critical. This will be of great benefit in suggesting rationale and practical strategies
to develop formulations that prevent this route of product degradation.

16.2.2.9. Consequences of Physical Instability of Antibodies on Safety,
Efficacy, and Immunogenicity. The capacity of protein aggregates to enhance
immune responses to the native form of the protein has been documented since the
1950s. Protein antigens presented in a highly arrayed structure, such as might be found
in large native-like aggregate species, are highly potent in inducing immune response
even in the absence of humoral immunity or T-cell help. It has been shown that
the potency to induce immune response may be related to the ability of multivalent
protein species capable of crosslinking B-cell receptor, which activates other immune
pathways such as activation of B cells and class II major histocompatability factor
(MHC) [68].

The formation of soluble aggregates in a protein formulation can have a signif-
icant effect on the pharmacokinetics and immunogenicity of the protein [68–71].
Insoluble aggregates or particles are considered undesirable for administration to
patients. There are studies in the literature that directly correlate aggregate forma-
tion to loss of activity [72,73]. Several studies also show that administration of
aggregated protein (e.g., aggregates of human serum albumin, human growth hor-
mone) results in increased immune response and production of antibodies in the body
against the therapeutic protein, which may further result in autoimmunity [68,74,75],
that is, immune responses against the body’s native protein. For some proteins,
improper formulation or incompatibility of the protein with certain physiological
conditions can cause injection-site reactions as well as formation of soluble aggre-
gates at the site of injection [76,77]. The latter issue can lead to slow dissolu-
tion of the drug from the site of injection and thereby altered pharmacokinetics.
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Thus, it is considered critical to minimize aggregation and particulation in the drug
product.

16.2.3. Covalent Degradation

The covalent stability of antibodies is a complex function of solution conditions.
Antibodies are known to undergo deamidation, isomerization, oxidation, proteolysis,
and other covalent modifications, as a function of pH, temperature, and excipients.
Table 16.2 outlines typical antibody-related degradation and its mediation through
use of appropriate solution conditions. Deamidation has been identified as a source
of charge heterogeneity of antibodies [41,78]. Deamidation can occur at asparagine
or glutamine residues, resulting in a charge variant (aspartate or glutamate), isoform
(cyclic imide or succinate), or cleavage product. Isomerization and cyclization can
occur after an asparagine or aspartate residue, particularly if the subsequent residue is
sterically small (e.g., glycine or serine). Both the charged isoforms and isoaspartate
have been identified and characterized in antibody degradation studies [79]. Oxida-
tion of methionine residues has also been observed in antibodies exposed to elevated
temperature or intense light [80]. In addition to methionine, other residues that are sen-
sitive to oxidation include cysteine, histidine, tryptophan, and tyrosine. Photooxidation
of tryptophan, tyrosine, phenylalanine, and cysteines can lead to free-radical forma-
tion, crosslinking, and yellowing effects [81]. Proteolysis is another critical instability
of antibodies that occurs in liquid formulation conditions [82,83]. Peptide mapping
and mass spectral analysis can be utilized to detect and monitor a variety of covalent
modifications in antibodies [84,85] as a function of formulation solution conditions
[86,87]. In addition, disulfide bond scrambling, cleavages, covalent dimer formation,
and other chemical or covalent degradation reactions have been observed in antibodies
as a function of storage time. In liquid formulations, both IgG1 and IgG2 antibodies are
prone to clipping via nonenzymatic fragmentation [83,88]. Site-specific fragmentation
of the peptide backbone and disulfide bond linkage utilizing capillary electrophoresis
and matrix-assisted laser desorption/ionization (MALDI) mass spectrometry has iden-
tified site-specific fragmentation of the peptide backbone and disulfide bond linkage.
The resulting species include one-armed complexes missing one light chain or one
Fab arm, in addition to free Fab or free heavy and light chain [82]. The cleavage sites
are located predominantly in the hinge region of the heavy chain. The nature of the
site-specific fragmentation in the case of hinge cleavage may be driven by molecular
kinetics and not by protease contaminants [83].

16.3. METHODS

16.3.1. Physical Characterization

Physical characterization of the small, soluble aggregates of monoclonal antibodies
has commonly been accomplished by established techniques such as size exclusion
chromatography (SEC) [89–91] and gel electrophoresis [91,92]. Further characteri-
zation of antibodies has also been accomplished by orthogonal methods, including
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laser light scattering [21,93], analytical ultracentrifugation [89–91], and field flow
fractionation [91,94]. However, characterization of very large aggregates of mono-
clonal antibodies has been hampered by the lack of sufficient analytical methods
that characterize small populations of subvisible and visible particulates well. Several
techniques have been explored, including light obscuration [95], microscopy [96,97],
electrical sensing zone instruments (Coulter counting) [98], dynamic light scattering
[95], and turbidity/opalescence [95], although each has its own strengths and weak-
nesses. Aggregation propensity has been screened by examining thermal unfolding
by differential scanning calorimetry [99–103] or Fourier transform infrared (FTIR)
spectroscopy [101,102] and by determining second virial coefficients by techniques
such as self-interaction chromatography [104] or light scattering [33].

Physical characterization of the formation of soluble aggregates such as dimers
and small oligomers is commonly achieved by SEC. Gel electrophoresis is also used
[92], but SEC has become the method of choice for high-throughput quantification
of antibody aggregation. The molecular weight of early-eluting SEC peaks can be
identified by online multiangle light scattering [21,93]. Light-scattering detection with
SEC analysis also improves the ability to detect small amounts of large aggregates
that may not have measurable UV signal, but because of their large size, scatter light
[105]. Confirmation of the molecular weight by an orthogonal technique is important,
as molecular mass standards can lead to erroneous results. For example, a dimer can be
misidentified as a trimer [21], or there can be multiple peaks with the same molecular
weight such as two-dimer peaks. There may even be an altered form or chemical
modification to the monomer that elutes with a larger hydrodynamic radius [106].

However, it is also possible that sample preparation and SEC analysis itself may
alter the distribution of monomeric and larger species. High-concentration antibod-
ies are typically diluted prior to injection, which can allow dissociation of reversible
aggregates. Analytical results would then vary depending on storage time and temper-
ature between sample preparation and analysis. Methods where samples are injected
without dilution can address these issues, but high-protein loads can lead to other
problems. Injection into the mobile phase can also alter the aggregate content either
by dissociation on dilution or by a change in solution conditions. Appropriate mobile-
phase selection can also reduce column interactions resulting in very different elution
profiles [107].

Sedimentation velocity analytical ultracentrifugation (SV-AUC) may be used
to verify SEC analysis and characterize distributions in antibody formulations at
1–2 mg/mL up to possibly 10 mg/mL with minimal concerns over nonideality effects
[89]. Measurements can be obtained at high concentrations (∼40–50 mg/mL), but
interpretation of the results is hindered by nonideal thermodynamic and hydrody-
namic behavior [89]. The SV-AUC method can be used to aid in the selection of SEC
mobile phases that give the most accurate aggregation results [89] and to quantitate
aggregates present [108]. However, precision and accuracy of the aggregate levels
determined by AUC is dependent on factors such as the quality of centerpieces used
[108] and instrument condition [90].

The resolution of larger species by SEC is limited by column selection. For
example, resolution on Tosoh Biosep G3000-type columns is limited to ∼0.5 MDa
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(trimer to tetramer) or ∼20 nm. The upper limit on G4000-type columns is 7 MDa
(<∼50mer), with an approximate hydrodynamic diameter of 50 nm. Flow field
flow fractionation techniques with light-scattering detection potentially increase the
detectable size range of antibody aggregates to ∼50 µm [90,94]; however, care must
be taken to investigate the transition between normal and steric mode [94]. Both
flow field flow fractionation (F4; also abbreviated FFFF) [90] and asymmetric flow
field flow fractionation (AF4) [91,94,109] have been used to characterize antibody
aggregation. Litzen et al. [109] demonstrated improved resolution of aggregate species
by AF4 as compared to SEC. Gabrielson et al. [91] compared the levels of aggregate
detected by SEC, AF4, and SV-AUC. In this study, SEC significantly underestimated
the percent of soluble aggregate detected. Sedimentation velocity AUC detected
the most, and AF4 detected slightly less soluble aggregate than did SV-AUC for
unstressed samples. Dimer was purified by SEC and analyzed. Reanalysis by SEC
within 1 h of collection showed reduced dimer with increased monomer and trimer.
Sedimentation velocity AUC also revealed some polydispersity, although much less
dramatic than the SEC results [91]. Both SV-AUC and AF4 are powerful orthogonal
techniques in comparison to SEC, but require specialized training and instrumentation
such that they are unlikely to replace SEC as the workhorse.

As aggregates become extremely large, they may also be detected by light obscu-
ration techniques as described in USP<788> [110]. The USP method specifies the
characterization of 10- and 25-µm particulates. Depending on instrumentation, light
obscuration may also detect particulates as small as 1 µm and up to 400 µm. The
USP limits for particulates were initially focused on foreign particulate matter and not
specifically for protein or antibody solutions that may contain low levels of product-
related proteinaceous particulates. The increased viscosities of high-concentration
antibody formulations may also cause sample analysis issues [110].

Methods to characterize and monitor visible proteinaceous particulates are lim-
ited; USP788 describes a filter test to manually count all particulate matter collected
on a filter after failure of the light obscuration test or if light obscuration is not
suitable. Results from the filter method can differ significantly from light obscuration
results, possibly because of the fragile nature of proteinaceous particulates. The filter
method can also be used when visible particulates are observed. After particulates are
collected on a filter, analysis may be performed to identify observed particulates by
infrared spectroscopy or energy-dispersive spectroscopy. We used digital quantitative
microscopy to determine the size distribution of particulate matter collected on a filter.
A sample result is shown for stressed samples of a monoclonal antibody formulation
with and without polysorbate 20 (Fig. 16.2). The addition of polysorbate reduces the
number of particulates detected. A further modification to the USP technique was also
reported, in which proteinaceous particulates were identified by staining with protein-
specific dyes [96]. A drawback of such methods is that they are highly labor-intensive.
Fluorescence microscopy after staining antibody solutions with Nile Red has also
been used to detect particles ∼1–10 µm in solution without filtration or dilution
[111]. Automated methods for characterization of visible particulates are emerging,
such as flow microscopy with digital image capture [97]. These methods store digital
images for all particles detected, allowing further characterization of morphology
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Figure 16.2. Particles counted as a function of size for a stressed monoclonal antibody

formulation without polysorbate (◦) and with polysorbate (•). Solutions were collected on

a 0.2-µm white polycarbonate membrane filter. Particles with a dimension >10 µm were

counted using a Clemex Vision PE system with a Nikon E600 microscope. Particle size is

equivalent circular diameter. (Unpublished data.)

and size distributions, offering significant advantages over indirect detection by
light obscuration [97]. This methodology is currently material- and labor-intensive,
but is an excellent technique for orthogonal characterization of higher-throughput
methods.

Multiple techniques are often necessary to characterize antibody aggregation.
Demeule et al. [111] characterized antibody aggregates under two solution condi-
tions (0.1% acetic acid with 50 mM magnesium chloride, and phosphate buffer) by
light scattering, fluorescence microscopy, and AF4. Under stable conditions for the
antibody no aggregates were observed by fluorescence microscopy with Nile Red,
while AF4 showed a distribution of monomer (88%), low-molecular-weight aggre-
gates (2%), and high-molecular-weight aggregate (10%) with a size ∼1.5 × 106 Da.
Under unstable conditions, many spherical aggregates with a diameter ∼3 µm were
seen by fluorescence microscopy. These aggregates were fragile and easily disrupted
by the crossflow during AF4 analysis. The large aggregates eluted in the steric mode
under a mild separation method with diameter > 200 nm.

The presence of larger aggregates can also be monitored qualitatively by dynamic
light scattering (DLS) [95,100,112] or opalescence/turbidity [87,95,112]. Kiese et al.
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[113] monitored the timecourse of aggregation time by light obscuration, DLS, and
turbidity of 2-mg/mL MAb samples subjected to mechanical stress (stirring or shak-
ing). Increases in 10- and 25-µm subvisible particles were detected by light obscura-
tion in samples subjected to mechanical stress. Dynamic light scattering also detected
the presence of a second peak in some samples, although less reliably than light
obscuration. Stressed samples became more turbid when monitored at 350 nm and
550 nm and by visual comparison with opalescent reference standards. Monitoring at
350 nm was found to be more sensitive than 550 nm, although both were qualita-
tively similar. Ahrer et al. [100] detected trace large aggregates by DLS and SEC with
light scattering. Although DLS can be used to detect the presence of larger aggre-
gates, care must be taken to avoid overinterpretation of results from heterogeneous
samples.

Early formulation development requires assays that can quickly delineate more
optimal solution conditions. Thermal stability is often used to try to predict physical
stability [99,101,102,114] for long-term storage or physical stresses encountered dur-
ing formulation and storage; DSC has historically been the method of choice [99].
More recently, FTIR has been compared to DSC [101,102] and evaluated as a way to
predict stability at high concentrations [26,101].

Besides thermal stability, mechanical stress may also be used to evaluate aggrega-
tion propensity during formulation development. Mechanical stresses with air–liquid
interfacial phenomena are frequently used [95,115], although the surface–liquid inter-
face may also induce aggregation. Mahler et al. tested stirring in special cone-shaped
vials and agitation by horizontal shaking [95], and found that stirring induced higher
levels of smaller aggregates. Levine et al. [115] stressed samples by placing half-filled
vials on an orbital shaker, maximizing the air–liquid interface. They also correlated
lower-surface-tension measurements to increased susceptibility of monoclonal anti-
bodies to precipitation.

Second virial coefficients (B22) can be used to determine solution conditions
with increased protein solubility [116], and positive values have been correlated
to decreased protein aggregation propensity [33]. Traditional methods to determine
second virial coefficients, including static light scattering and membrane osmometry,
are usually material- and labor-intensive [104,117]. Improved methods include
self-interaction chromatography [104,118], dual-detector cells for light-scattering
intensity and concentration by SEC [119] and composition-gradient light scattering
[120]. The ultrasonic storage modulus was also found to correlate with second
virial coefficients and can be used to monitor protein–protein interactions at high
concentration [121]. However second virial coefficients do not always predict
conditions of optimal formulation stability. In a study of IgG2 aggregation at 37◦C,
no correlation was found between aggregation and the second virial coefficient
[119]. In fact, formulation conditions at pH 7.4 and 5.4 that did not show significant
aggregation had more negative second virial coefficients than did those measured
in pH 4.0 formulations, which did aggregate significantly. Interestingly, near-UV
spectra did show differences as a function of pH that correlated with aggregation
propensity.
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16.3.2. Covalent Characterization

More recent advancements in analytical methodologies have advanced the covalent
characterization of intact recombinant antibodies [122,123]. Typically, analytical meth-
ods such as cation exchange (CEX) chromatography, isoelectric focusing (IEF), capil-
lary isoelectric focusing (CIEF), and capillary zone electrophoresis (CZE) are utilized
to monitor charge variants of antibodies that arise from deamidation, glycosylation,
and C -terminal lysine processing [79,124–131]. Likewise, hydrophobic interaction
chromatography (HIC) is effective in separating oxidized or isomerized degradants
[80,132]. Most of these analytical methods are incompatible with online mass spectral
analysis because of the salts in the mobile phase. Under certain mobile-phase condi-
tions, capillary electrophoresis can be utilized in tandem with mass spectrometry for
identification of covalent heterogeneity and degradants [133].

Early attempts at reversed-phase analysis of intact antibodies had limited success
in overcoming issues with poor recovery and column fouling [134]. Perfusion chro-
matography or HIC in reversed-phase mode have resolved light and heavy chains of
antibodies, with insufficient separation capabilities for degradant species [131,134].
Analysis of antibody fragments and peptide maps by reversed-phase chromatography
has been a reliable approach for full covalent characterization of antibodies, albeit
time-consuming in sample preparation [131,134–138].

Dillon et al. have optimized reversed-phase chromatography conditions (Fig. 16.3)
for intact recombinant antibody analysis with improved recovery, resolution, repro-
ducibility, and column lifetime [122,123]. The key factors for improved chromatogra-
phy are high column temperatures (70◦C–80◦C), mobile phases with high eluotropic
strength solvents, and long alkyl chains of the stationary phase, such as the Zorbax
stable bond [122] and Polaris ether column [123]. Reversed-phase analysis of intact
antibodies is also capable of separating degradants such as cleavage products [122]
and disulfide isoforms of the IgG2 subclass [123] (Fig. 16.3).

16.4. LIQUID FORMULATION STRATEGIES

16.4.1. Physical Stabilization

Several formulation papers report that antibodies in general are most stable at pH
4.5–5.5, and that aggregation increases dramatically near neutral pH or near the
isoelectric point [21,103,131]. In certain cases, antibodies can form a reversible
dimer under physiological solution conditions, and the self-association is driven by
hydrophobic interactions [21]. In other circumstances, antibodies can self-associate
to form primarily active covalent complexes [22]. The relative rates of clipping,
irreversible aggregation, and reversible dimer formation are highly dependent on
the solution pH and type of accelerated condition, such as elevated temperature or
multiple freeze–thaw cycles [139]. However, in some cases antibody stability is not
well correlated to protein concentration, buffer concentration, salt concentration, or
agitation [139].

Physical stability of monoclonal antibodies can be affected by pH, and by the
choice of buffer, stabilizers, and surfactants. To a lesser degree, selection of the buffer
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Figure 16.3. Analysis of an intact MAb expressed as an IgG1 (red) and IgG2 (blue) using (a)

RP-HPLC, (b) CEX, and (c) CE-SDS. [More details are given in Wypych et al. [176] and Dillon et

al. [123].

and buffer concentration at a given pH can also impact physical stability [140]. Stabi-
lizing excipients include salts, polyols, and amino acids. Surfactants can minimize the
formation of both soluble and insoluble aggregates due to surface interaction events,
including agitation, and freeze–thaw. As concentrations of mAb formulations increase,
drivers to identify formulations that optimize physical stability also increase because
of concerns of potential immunogenicity of aggregates.
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Criteria for the selection of pH include the pI of the MAb, structural stability,
and sensitivity to other covalent reactions that could lead to aggregation. Formulating
at a pH near the isoelectric point (pI) is undesirable as solubility may be reduced
or opalescence/turbidity increased. If the pI of the antibody is near physiogical pH,
formulation development activities may also need to include evaluation of physical
behavior at physiological pH [141]. Although DSC can be used to explore the struc-
tural stability of monoclonal antibodies as a function of pH during preformulation
studies, care must be taken in using the information as the primary criteria for pH
selection, as thermodynamic stability does not always correlate with physical stability
[114]. Covalent stability may also impact physical/structural stability. Covalent modi-
fications could slightly alter the structural stability of the MAb and lead to aggregation
[142]. Formation of clips due to acid hydrolysis can also lead to aggregation at elevated
temperatures. Acid-induced clipping does not manifest at refrigerated temperatures;
therefore, it is important to verify trends observed at high temperatures (>37◦C) [143].

Early monoclonal antibody therapeutics were often formulated near neutral pH at
relatively low concentrations. More recently, antibody therapeutics with liquid formu-
lations has been trending toward pH ≤ 6, and is provided at increasing concentrations.
Many antibodies have optimal physical stability near pH 5.5. The dimer dissociation
kinetics for an antibody to VEGF were examined between pH 6.5 and 8.5, and dimer
formation was found to be slowest at pH 6.5, where dissociation was fastest [21],
while insignificant dimer formation occurred at pH 5.5 at 30 mg/mL. Incubation of
a chimeric antibody at 60◦C resulted in minimal amounts of higher-molecular-weight
species at pH > 5.0, while freeze–thaw stability was optimal at pH < 5.5 or pH > 8.0
[139]. Significant precipitation was also observed in antibody solutions at pH < 4 [86].
Selection of pH can be the most critical parameter during formulation development.
For example, while aggregation was not significantly influenced by buffer concentra-
tion, antibody concentration, or sodium chloride concentration, the dominant factor
was pH [139] at all temperatures studied (from 30◦C to 50◦C).

Once the optimal pH range has been determined, stabilizing excipients can be
used to further minimize aggregation. Salts have historically been used as the primary
choice for tonicity modifiers in MAb formulations; however, addition of sodium chlo-
ride at pH 7.5 actually increased the rate of dimer formation for MAb VEGF [21].
Polyols and sugars and more recently amino acids have been recognized as desir-
able stabilizing agents. Addition of sugars (lactose, sucrose, and mannitol) or amino
acids (l-arginine, l-lysine, and l-alanine) prevented freeze–thaw-induced aggrega-
tion [139]. Histidine was also found to have cryoprotectant properties comparable to
sucrose when used at concentrations above 50 mM [140]. At accelerated temperatures,
histidine combined with arginine outperformed sucrose in preventing aggregation
[140]. Histidine also minimized aggregation as compared to citrate and succinate at
pH 6 [140]. Additionally, increasing concentrations of histidine reduced the viscosity
of a 150-mg/mL antibody formulation. However, there are concerns with compatibil-
ity of high concentrations of histidine HCl with stainless-steel containers, as leaching
of iron, with potential coloration of protein product due to degradation, is possi-
ble [140,144,145]. Addition of sodium chloride and other salts to high-concentration
antibody formulations reduced the solution viscosity [146]. Addition of low levels
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(0.1% and 1%) polyvinylpyrrolidone significantly reduced heat-induced aggregation.
However, levels greater than 1% led to increased aggregation and even precipitation
[147]. A formulation that was stable when stored at −20◦C or subjected to multiple
freeze–thaws was observed to aggregate on long-term storage at −30◦C, which was
attributed to crystallization of sorbitol [57].

Addition of surfactants to antibody formulations can minimize the formation of
both soluble and insoluble aggregates. Surfactants primarily provide protection against
surface denaturation phenomena that occur during freeze–thaw or agitation stresses.
Polysorbate 80 and pluronic F68 effectively prevented antibody precipitation due to
agitation stresses designed to simulate shipping, and performed better than did Brij
700, a less active surfactant [115]. Addition of 0.01% polysorbate 80 to 2-mg/mL
antibody formulations in phosphate buffered saline effectively prevented formation of
subvisible particles and minimized turbidity due to stirring or shaking [95]. However,
surfactants may not always be effective at preventing freeze–thaw-induced aggrega-
tion, especially if the aggregation is not driven by surface phenomenon as seen where
addition of polysorbate 80 did not prevent freeze–thaw-induced aggregation [139].

Although counterintuitive, increasing the protein concentration can actually help
stabilize the formulation to surface denaturation-induced aggregation, as the ratio
of protein on the surface to protein in solution is greater at lower concentrations
[148,149]. Also, as antibody concentrations increase, the solutions become more
opalescent, which can be an indicator of self-association. For an IgG1, this opalescent
appearance was found to be a consequence of Rayleigh scattering and not self-
association or physical instability at room temperature [112]. However, at 5◦C, the tur-
bidity was nonlinear with concentration and indicated possible reversible noncovalent
association [112]. Opalescence may be a natural characteristic of high-concentration
antibody formulations, but further work to determine effects of formulation conditions
is necessary, particularly at refrigeration temperatures.

16.4.2. Container–Closure Issues

The impact of primary packaging components on stability should be considered during
formulation development activities. The protein or an excipient could leach materials
from the primary packaging system. Examples of leachables observed in therapeutic
protein products that led to unanticipated degradation include metal ions or vulcan-
izing agents from rubber stoppers, barium from glass vials, and tungsten oxide from
prefilled syringes [150]. These issues are not limited to the primary packaging, as
sometimes even short-term exposure to materials such as silicone oil during adminis-
tration with disposable syringes can also lead to protein instability [150]. Silicone oil
exposure can lead to aggregation [29] and is commonly used in both disposable and
prefilled syringes. Stoppers are often siliconized for machinability, but crosslinked
siliconization coating processes can be utilized to minimize exposure of the protein
to silicone oil and other agents in the rubber stoppers. Formulation development can
address such problems, for example, addition of EDTA to prevent metalloprotease
activation by metal ions leached from stoppers [150]. Plastic vials have also been
examined as potential alternatives to traditional glass vials for protein therapeutic
agents [151].
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16.5. HIGH CONCENTRATION LIQUID STRATEGIES

16.5.1. Formulation Issues

Development of formulations for high-concentration protein drugs can be quite chal-
lenging. Some proteins pose outright solubility issues at higher concentrations. Even
when solubility is not limiting, high-concentration formulations place additional chal-
lenges on other areas, including manufacturing, stability, analytical, and delivery
issues. Concentration and concentration-dependent degradation routes, such as aggre-
gation, and particle formation may become much more critical at higher concentra-
tions. Also, the high viscosity of these formulations complicates injectability of the
formulation [146]. Additional analytical techniques may be required to allow for direct
measurement in the formulation without substantial dilution of the protein [38]. Oper-
ationally, solubility of proteins could be described by the maximum amount of protein
in the presence of cosolutes whereby the solution remains visibly clear (i.e., does not
show protein precipitates, crystals, or gels), or does not sediment at 30,000g cen-
trifugation for 30 min [152]. The dependence of protein solubility on ionic strength,
salt form, pH, temperature, and certain excipients has been mechanistically explained
by changes in bulk water surface tension and protein binding to water and ions ver-
sus self-association. Net charge of the antibody is a major determinant of solubility
[153]. Binding of proteins to specific excipients or salts influences solubility through
changes in protein conformation or masking of certain amino acids involved in self-
interaction.

Common measures to minimize aggregation of antibodies in high-concentration
formulation include ensuring raw-materials purity and product homogeneity; find-
ing the optimal pH range for maximizing physical stability; adding excipients such as
sugars, ionic additives, amino acids, and surfactants; and finding the right protein con-
centration range required for delivery of therapeutic doses in acceptable volumes, with
minimal degradation. The relationship between concentration and aggregate formation
depends on the mechanism of aggregation. As the protein concentration increases,
the fraction of the total volume occupied by the protein increases. The resulting
decrease in the effective volume available to the protein yields a higher apparent
protein concentration that, in turn, favors self-association. This nonideal behavior of
increasing the apparent theormodynamic association constant with increasing protein
concentration may be shelf-life-limiting, especially when the resulting aggregates are
irreversible.

In some cases it may be possible to take advantage of the requirement for a high
protein concentration. For example, Gokarn et al. [154] explored a novel approach
of controlling the formulation pH by harnessing the ability of MAbs to “self-buffer.”
Buffer capacities of four representative IgG2 molecules (designated “MAb1 through
MAb4”) were measured in the pH 4–6 range. The buffer capacity results indicated that
the MAbs possessed a significant amount of buffer capacity, which increased linearly
with concentration. The long-term stability of the self-buffered liquid formulation was
comparable to the conventionally buffered formulations. No significant change in pH
was observed in the self-buffered formulation after 12 months of storage at 37◦C



406 DEVELOPMENT OF FORMULATIONS FOR THERAPEUTIC MONOCLONAL ANTIBODIES

and 4◦C. The 60-mg/mL self-buffered formulation was also observed to be stable to
freeze–thaw cycling.

16.5.2. Viscosity

The majority of marketed MAb products are administered by intravenous infusion
because of the requirement for high administered doses [155]. Although in certain
indications this route of administration may be acceptable, in other cases it may
present significant patient compliance, acceptability, and cost of treatment issues that
render it undesirable. The limitations in the injection volumes required for subcuta-
neous (SC) administration (poor tolerance of volumes in excess of about 1.5 mL)
and the large dose requirements of antibody treatments (in excess of 100 mg, typ-
ically 100–400 mg) necessitate their formulation as high-concentration solutions or
suspensions. However, development of high-concentration protein formulations poses
significant challenges, primarily because of their susceptibility toward concentration-
dependent aggregation and their tendency to form viscous solutions, due to their
high potential of intermolecular interactions and macromolecular crowding in solu-
tion. Macromolecular crowding (i.e., excluded volume effects) can impact protein
physical properties such as viscosity, which can have a major impact on the ability
to manufacture high-protein-concentration formulations as well as on the ability to
administer the protein drug by injection. In general, the viscosity of a macromolecule
in solution is dependent on interaction of two, three, or more protein molecules. In
the case of significant protein self-association that results in formation of soluble
aggregates, such interactions will lead to large increases in viscosity as a function of
concentration.

These issues have motivated antibody innovators and drug delivery providers to
evaluate strategies to enable SC delivery of MAbs. Some of these rely on improv-
ing solution stability and reducing the viscosity of the high-concentration protein
formulations. Liu et al. [146] have proposed that manipulation of the solution con-
ditions, such as ionic strength, buffer species, and pH, lead to a significant viscosity
reduction of high-concentration solutions of recombinant anti-IgE MAb (rhuMAb E25
and E26).

16.5.3. Covalent Stabilization

Formulation approaches to covalent stabilization have been applied with moderate
success. Often, the formulation pH is fixed according to solubility or aggregation con-
straints, and covalent stability may be compromised under such solution conditions
[156]. If excipient strategies for covalent stabilization are insufficient, a lyophilized
formulation may be a more effective approach to minimize covalent degradation under
solution conditions constrained by physical stability requirements [157]. If no such
constraints in physical stability or solubility exist, then the simplest approach to min-
imizing covalent degradation is to optimize the formulation pH. Oxidation, disulfide
exchange, and deamidation can be minimized by lowering the pH. Conversely, increas-
ing the pH can be an effective formulation strategy to control isomerization and
hydrolysis, which are problematic under acidic solution conditions [9].
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In addition to pH optimization, specific additives or formulation conditions have
been found to be effective at controlling certain degradation reactions. General princi-
ples of formulation strategy for each specific mechanism of degradation are depicted in
Figure 16.1. For oxidation issues, the addition of antioxidants, oxygen scavengers, or
free-radical scavengers can inhibit degradation [80]. If the level of oxidizing agent is
rate-limiting, free methionine in molar concentration exceeding that of the therapeutic
antibody can serve as a scavenger to preferentially oxidize, instead of the antibody.
Chelators, such as EDTA or citrate, may be effective at inhibiting metal-induced
oxidation. A nitrogen overlay during drug product filling can prevent the oxidation
that normally occurs by removing the oxygen in the air within the headspace that
equilibrates with the drug product solution during the shelf life of the drug. Note that
impurities in certain excipients, such as polysorbate [158] or benzyl alcohol [159,160],
may contain free radicals from peroxides that can catalyze oxidation reactions, and
proper sourcing and handling of these high-risk excipients can impact stability. Sim-
ilarly, disulfide exchange reactions can be controlled by adding thiol scavengers and
antioxidants or eliminating oxidizing excipients and trace-metal contaminants that
can catalyze disulfide exchange [161,162]. Photooxidation is another related covalent
degradation issue common to therapeutic antibodies [163]. Limiting UV exposure dur-
ing purification and protecting the drug substance and drug product from light during
storage, filling, distribution, and patient use help minimize photooxidation [81]. How-
ever, dark reactions continue to propagate after even brief exposure to intense light,
such as that of automated visual inspection.

Deamidation is also a common covalent degradation mechanism of antibodies
[41,78]. If pH reduction is ineffective or restricted because of other stability concerns,
then buffer optimization may be an effective approach. Certain amine buffers, such as
Tris, ammonium, or imidazole, can inhibit the deamidation reaction, and conversely,
phosphate buffer can increase deamidation [164]. Excipients can also influence the rate
of deamidation in both liquid and lyophilized states [165]. Under acidic formulation
conditions, isomerization and hydrolysis at aspartic acid residues can occur [79,83],
and the addition of magnesium has been found to inhibit the isomerization reac-
tion [166]. Other forms of protease-mediated cleavage reactions can be inhibited by
the addition of chelators to antagonize metalloproteases, protease inhibitors, pH opti-
mization, and improved purification processes to remove the protease contaminants.
Increased sucrose can also promote covalent stability by preferential hydration.

While liquid antibody formulations are less expensive, and generally easier to
prepare for administration than are alternative formulation approaches, liquid anti-
body formulations are prone to oxidation [80], deamidation [41,78], aggregation
[21,45,139,167], and fragmentation [82,83] as discussed above. In each of these events,
water is the common culprit; water mediates electron transfer during oxidation and
deamidation events and is also critical for fragmentation. The thermodynamic stresses
that lead to protein aggregation result from exposure of hydrophobic protein surfaces
to water and trying to find a lower-energy state by nonnative protein–protein inter-
actions. Thus, removal of water can stabilize antibody-based drugs. Lyophilization or
introduction into hydrophobic polymer systems can reduce the impact of water on
antibody drug formulations.
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16.6. LYOPHILIZED FORMULATION STRATEGIES

16.6.1. Stability and Reconstitution Issues of High-Concentration
Lyophilized Formulations

Freeze drying or lyophilization is a widely used method for protein therapeutics to
improve storage stability [9]. Lyophilization allows storage at high temperatures,
and reduces conformational mobility due to slowed molecular motion resulting in
decreased degradation of proteins. A lyophilized formulation may be the only practical
choice for stabilizing many therapeutic proteins prone to degradation.

Antibodies may be damaged as a result of lyophilization as demonstrated by
extensive formation of insoluble aggregates [54,149,168]. Improved native-like struc-
ture and a reduction in antibody aggregation can be obtained by incorporation of a
carbohydrate excipient in sufficient quantities to fulfill the hydrogen-bonding require-
ments on the protein surface, suggesting a critical role for non-water molecules to act
as replacements for water during drying and in the dry state [63,169–171]. Raman
and FTIR spectroscopy have been used to monitor structural changes in the antibody
in solid state [172].

The rate of rehydration during reconstitution of lyophilized formulations is a
critical parameter. If the rate of rehydration is sufficiently slow to allow recovery
of native conformation as water replaces nonwater excipient molecules, reconstitu-
tion will typically provide a satisfactory outcome for the antibody. If, however, the
antibody does not have sufficient time or capacity to recover its native state during
reconstitution, extensive aggregation can result. Excipients that have been reported to
slow the reconstitution rate and thereby preventing such changes in the rehydrated
antibody are glycerol [171] and other polymeric excipients.

Pharmaceutical scientists frequently use increased temperatures for accelerated
formulation stability studies. Although such studies can be used to assess formulation
parameters such as pH and ionic strength, antibodies lyophilized in the presence of a
cryoprotective sugar excipient provide a more complicated picture. Lyophilized amor-
phous solids composed of a monoclonal antibody and a sugar cryoprotectant material
such as sucrose or trehalose form glassy structures, liquids that are too viscous to
flow. Antibody–excipient complexes exhibit a glass transition temperature (Tg), and
materials have different properties above and below this value. To predict shelf life for
accelerated degradation studies, it is important to use testing temperatures that do not
exceed the Tg threshold of the complex or the collapse temperature. The apparent glass
transition temperature of formulations in frozen condition is denoted as T ′

g. Both T ′
g

and collapse temperature are close together for most proteins at low protein concentra-
tions [58]; however, at higher protein concentrations, the difference between collapse
temperature and T ′

g are larger. Primary drying can be shortened by using conditions
in which the product temperature substantially exceeds T ′

g without any apparent detri-
mental effect to the product [172]. Annealing of rapidly cooled solutions results in
significantly less aggregation in reconstituted freeze-dried solids than in nonannealed
controls, with a corresponding decrease in specific surface area of the freeze-dried,
annealed system [54]. Increased concentration of the IgG significantly improved the
stability of the IgG against freeze-drying-induced aggregation, which may be explained
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by a smaller percentage of the protein residing at the ice/freeze–concentrate interface
as the IgG concentration was increased. Added salts such as NaCl or KCl contribute
markedly to insoluble aggregate formation [54].

Sugars are commonly used as stabilizers in lyophilized protein and antibody for-
mulations. Various molar ratios of sugar to protein have been tested, and the stability
of the resulting lyophilized formulations has been determined by measuring aggre-
gation, deamidation, and oxidation of the reconstituted protein and IR spectroscopy
(secondary structure) of the dried protein. In one case a 360:1 molar ratio of lyopro-
tectant to protein was required for storage stability of the protein, resulting in a sugar
concentration three- to four-fold below the isoosmotic concentration. Formulations
with combinations of sucrose (20 mM) or trehalose (20 mM) and mannitol (40 mM)
had stability comparable to those with sucrose or trehalose alone at 60 mM concen-
tration [63,170,173]. Figure 16.4 shows an example in which the level of aggregation
is reduced with increasing concentration of sucrose in an etanercept formulation at
50 mg/mL (unpublished data). However sucrose had no effect on low-molecular-
weight (LMW) clips.

16.6.2. Reconstitution

The mechanism of stabilization of proteins by lyophilization has been relatively well
studied, but not much is known about reconstitution of lyophilized cakes. There has
been increased interest in high dose formulations of therapeutic proteins, including
antibodies as an option to reduce dosing frequency. This comes with different chal-
lenges with respect to reconstitution of the lyophilized cake. Typical issues are long
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Figure 16.4. Size exclusion HPLC analysis of the Etanercept 50 mg/mL lyophilized samples on

reconstitution containing different sucrose (S) and mannitol (M) concentrations. (Unpublished

data.)



410 DEVELOPMENT OF FORMULATIONS FOR THERAPEUTIC MONOCLONAL ANTIBODIES

reconstitution times, foam layer, undissolved particles, protein denaturation, aggrega-
tion leading to turbidity, and high viscosity. The reconstitution step may potentially
affect the protein stability and delivery to patients by several mechanisms. Rapid
reconstitution may not allow a dried protein to rehydrate as slowly as the dehydration
step [9].

We have studied the effects of different lyophilization cycle parameters, stabilizer
concentration, and diluents on the reconstitution, structure, and stability of etanercept
at 50 mg/ml. Annealing at −12◦C and utilizing a secondary drying temperature at
25◦C were important to improve the lyophilization characteristics of etanercept at
high concentration (unpublished data), without compromising on the structure and
stability of the protein (Table 16.3). Reducing air bubbles in the formulation prior
to lyophilization and the diluent by degassing those solutions, coupled with vacuum
during the freezing step of the cycle, was effective in improving the reconstitution
properties of the etanercept at the high dose. Finally, diluents such as pluronic F68
decreased effervescence and foam formation during reconstitution of the cake.

16.6.3. High-concentration Strategies for Lyophilized Formulations

Noncovalent aggregation is a common limitation to high-concentration protein formu-
lations.. To circumvent this problem, a formulation strategy was developed for proteins
undergoing a slow self-association reaction. To minimize aggregation, the protein is
lyophilized at low concentration in buffer containing half the standard excipient levels;

TABLE 16.3. Reconstitution Properties of Etanercept 50 mg/mL Lyophilized at Different Annealing
and Secondary Drying Temperatures

Reconstitution Height of
Samples Time, (s) Foam, mm Comments

−20◦C annealing, 45◦C
secondary drying

∼90 6.4 ± 0.8 Effervescence observed on
reconstitution; some solid material
observed on the side of the vial
but dissolve

−20◦C annealing, 25◦C
secondary drying

41.6 ± 5.8 5.0 ± 1.4 Effervescence observed on
reconstitution; some solid material
observed initially but dissolve

−15◦C annealing, 25◦C
secondary drying

42.5 ± 4.5 4.8 ± 1.4 Effervescence observed on
reconstitution

−10◦C annealing, 25◦C
secondary drying

68.3 ± 7.6 3.4 ± 2.2 Reduced effervescence on
reconstitution compared to the
other two annealing temperatures;
slow dissolution of the cake

−5◦C annealing, 25◦C
secondary drying

94.5 ± 5.0 2.9 ± 0.7 Reduced effervescence on
reconstitution compared to the
other two annealing temperatures;
slow dissolution of the cake
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Figure 16.5. High-concentration lyophilized formulation strategy for proteins susceptible

to aggregation. This strategy involves processing the protein at low concentration at 0.5×
excipient levels, and then reconstituting the lyophilized cakes to half the original fill volume.

(Unpublished data.)

then the lyophilized cake is reconstituted with “water for injection” to a final volume
half that of the original fill volume to deliver a high concentration dosage form at
full-strength excipient levels (Fig. 16.5) On reconstitution, the solution resembles the
low-concentration material in terms of its aggregate content, and over the course of
hours, the reconstituted solution undergoes a slow equilibrium to obtain an aggregate
content characteristic of a high-concentration formulation. Assuming that the aggre-
gation rate is sufficiently slow, the material will be injected before the aggregates
grow. This strategy locks in the aggregate profile associated with the low concentra-
tion and takes advantage of the slow equilibrium between monomers and noncovalent
aggregates. The method avoids processing and filling the purified bulk solution at
high concentrations, where room temperature exposure may induce significant precip-
itation, membrane clogging, yield losses, and aggregation in the formulation. From a
clinical standpoint, this strategy allows patients to have increased room temperature
handling of the formulation without adverse impact on product quality attributes.

An example of the utility of the high concentration lyophilized formulation method
was shown (Fig. 16.6) for r-met-Hu-Fc-Leptin (unpublished data). The protein was
formulated and lyophilized at 50 mg/mL with 0.5 × excipient levels (5 mM histidine,
1% mannitol, 1% arginine HCl, 0.1% polysorbate 20, pH 5.0) and reconstituted with
0.5 × volume of water to result in a final concentration of 100 mg/mL with full-
strength excipient levels (10 mM histidine, 2% mannitol, 2% arginine HCl, 0.2%
polysorbate 20, pH 5.0). Aggregation kinetics were measured using size exclusion
chromatography (SEC) to quantify the loss of main peak over time at room temperature
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Figure 16.6. Aggregation kinetics using size exclusion chromatography to quantify the loss

of main peak over time at room temperature for r-met-Hu-Fc-Leptin formulated at 50 mg/mL

with 0.5 × excipient levels (5 mM histidine, 1% mannitol, 1% arginine HCl, 0.1% polysorbate

20, pH 5.0) and at 100 mg/mL with full-strength excipient levels (10 mM histidine, 2% mannitol,

2% arginine HCl, 0.2% polysorbate 20, pH 5.0). (Unpublished data.)

(Toso Haas G3000 SWxl column; mobile phase of 100 mM NaCl, 0.5 M NaCl, pH
6.9; flow rate 0.5 mL/min). The data show that the bulk drug substance at 50 mg/mL
(0.5 × excipient levels) was more stable than at 100 mg/mL (1 × excipient levels),
thus demonstrating the utility of this formulation strategy (Fig. 16.6) (unpublished
data). This formulation strategy may be applied to other therapeutic proteins that
undergo slow aggregation kinetics at high protein concentrations. Other variations on
this method that employ different concentration factors other than a twofold increase
in deliverable dosage may also be utilized.

16.7. ISSUES AFFECTING FORMULATION

16.7.1. Product Heterogeneity

Physical and covalent heterogeneity can confound the detection and interpretation
of antibody stability properties. Known types of heterogeneity found in antibodies
include glycosylation [127,128,174], N -terminal pyroglutamate formation [88,129],
C -terminal processing [124–126], charge heterogeneity [78,79], disulfide connectivity
[175], and conformational heterogeneity [88,122]. Reversed-phase HPLC analysis of
intact antibodies revealed that the IgG2 subclass displayed significant heterogeneity,
not seen in the IgG1 subclass [88,122]. Nonreduced peptide mapping and mass spectral
characterization identified disulfide connectivity as the source of heterogeneity for
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the IgG2 subclass [176]. Disulfide connectivity has been shown to affect the overall
conformation and flexibility of the antibody [123]. The heterogeneity in the IgG2
subclass was exhibited not only for recombinant monoclonal antibodies but also in
endogenous human samples. Therefore, the existence of the human IgG2 subclass
as an ensemble of structural isoforms is a natural phenomenon with structural and
functional implications.

Redox (reduction–oxidation) treatment of IgG2 antibodies was implemented to
populate isoforms with different disulfide connectivity of the light to heavy chains
[123]. Redox treatment in the absence and presence of denaturant (approximately 1 M
guanidine HCl) populated the two main structural isoforms (Fig. 16.7). As confirmed
by non-reduced peptide mapping, redox treatment in the presence of denaturant popu-
lates the isoform termed “IgG2-A,” which contains the expected disulfide connectivity
with the light chain linked to the CH1 loop of the heavy chain. In contrast, redox treat-
ment in the absence of denaturant populates “IgG2-B,” a disulfide isoform Fab arm
linked to the hinge region [123]. The IgG1 subtype and each of the IgG2 isoforms
have distinctly different stability properties, presumably due to the conformational
and/or flexibility effects of disulfide connectivity and hinge length differences.

In addition to disulfide heterogeneity of the IgG2 subclass, redox treatment was
utilized to remove cysteinylation. An IgG1 antibody was refolded to remove cysteiny-
lation in the variable region, and the refolded form with a free sulfhydryl was more
stable than the cysteinylated form by DSC, equilibrium denaturation, and stability
studies [177].
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Figure 16.7. Reversed-phase chromatograms of the IgG2 control (solid line), native refold

(dashed line), and guanidine HCl refold (dotted line) samples. The control represents a

heterogeneous mixture of disulfide isoforms. Oxidative refolding in the absence and presence

of denaturant can populate different isoforms (IgG2-B and IgG2-A, respectively). [More details

can be found in Wypych et al. [176] and Dillon et al. [123].
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16.7.2. Formulation Process: Filterability, Filling, and Other
Operations

Antibody formulations may be impacted by processing conditions. For example, one
must consider the impact of the formulation to contact surfaces such as stainless
steel, nonideality effects during ultrafiltration/diafiltration operations [178], and the
filling equipment. Contact with stainless steel can lead to methionine oxidation in
high salt formulations [80] or in histidine solutions. Storage of high salt solutions
in stainless-steel vessels can lead to pitting of the vessel and possibly leaching of
metals.

As antibodies are formulated at higher concentrations, nonideality in the formu-
lation process becomes more frequent. Excipients may coconcentrate or be excluded
during ultrafiltration/diafiltration (UF/DF) operations as described by Stoner et al.
[178]. At high protein concentrations, differences can sometimes be explained by use
of molal concentrations instead of molar concentrations to account for volume exclu-
sion effects. Antibodies are typically formulated away from their isoelectric point, and
are charged. The Donnan effect accounts for partitioning of charged solutes across a
membrane and is more pronounced in formulations with low concentrations of charged
excipients. Non-specific interactions between proteins and solutes may also account
for solute concentration differences across a membrane. If a solute has a positive affin-
ity for the protein, the solute concentration in the formulated solution will be higher
than diafiltration buffer. However the opposite effect may also be observed where
the solute concentration is reduced by preferential exclusion [178]. These phenomena
should be evaluated during formulation development, especially if much of the formu-
lation optimization and testing are performed at lower antibody concentrations, where
the effects may not be as pronounced or if multiple concentrations are desirable for
the final antibody formulation.

The presence of certain formulation excipients during UF/DF can reduce turbidity
or filter clogging. However, there may be other factors that preclude use of certain
excipients during UF/DF. For example, during clinical development of an antibody in
one study, an expensive excipient was removed from the UF/DF buffer, since 90%
of the excipient went to waste when 10 diavolumes were used [179]. Experiments
showed that this excipient reduced turbidity of in-process samples, but had no impact
on the final product quality or long-term stability [179], justifying removal of the
excipient from the process. The presence of surfactants such as polysorbates during
UF/DF operations may minimize aggregation and filter clogging, but can present a
control problem to consistently reach the target surfactant concentration.

The fill process itself can also lead to aggregation. Unlike the UF/DF operation, the
fill process entails no further filtration; therefore, minimizing aggregation during filling
is critical. Changes in fill equipment sometimes impact aggregation. For example, an
antibody was initially filled using a rolling diaphragm pump, a change to a rotary
piston pump in which the antibody solution, itself, is used to lubricate the piston
was determined to be unacceptable [179]. Evaluation of different filler types during
formulation development would allow the most flexibility; however, predicting all
desired process changes is seldom feasible and needs to be dealt with on a case-by-case
basis.
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16.8. OVERVIEW

16.8.1. Holistic Cross-Functional Approach to Antibody
Formulation Stability

Antibody formulation stability trends need to be examined holistically and appropri-
ately balanced. Multiple mechanisms of degradation with different pH and temperature
dependences can lead to complex stability trends and counterintuitive conclusions.
Accelerated stability at elevated temperatures is a critical tool for formulation devel-
opment [180]. An inherent assumption in the utility of accelerated data is that the
stability properties at high temperatures are predictive of long-term shelf life from 2◦C
to 8◦C. Presumably in the absence of conformational perturbations, these accelerated
conditions would promote degradation reactions representative of actual storage tem-
peratures, and the degradation reactions would follow Arrhenius kinetics [9]. However,
multiple mechanisms of degradation can make the overall formulation trends complex
and lead to non-Arrhenius kinetics. Degradation reactions, such as clipping and aggre-
gation, have different temperature and pH dependences. The degradation reactions that
predominate at elevated temperatures may not be the rate-limiting degradation reaction
under refrigerated storage conditions. In addition, degradation reactions can be interde-
pendent, such as the clip-mediated aggregation reaction observed in high-concentration
antibody formulations at elevated temperatures.

The complex pH dependence of aggregation as a function of temperature ren-
ders formulation decisions based on accelerated data questionable. The most stable
formulation at elevated temperatures may not be the optimal formulation under nor-
mal storage conditions. In addition, dramatically different aggregation properties at
elevated temperatures have storage and handling implications for antibodies. This is
particularly a concern for take-home products that may experience temperature excur-
sions in transport, storage, and administration of the product by the patient. In addition,
varying levels of structural isoforms between lots can result in differences in stability
with respect to higher-order aggregates, clipping, temperature dependence, and so on.
Differences in steric hindrance or flexibility of the hinge region may be responsible
for the aggregation and clipping propensity.

Throughout the commercialization of a therapeutic, multiple processes may be
used to produce the drug substance. Process changes provide benefits such as increased
process yield, removal of less desirable raw materials, and reduced manufacturing
time. Individual changes are typically evaluated for impact on the quality of the bulk
drug substance. Evaluation of the process for impact to the formulation stability pro-
file of the drug substance and drug product is frequently assumed to be out of scope.
However, seemingly innocuous process changes can have significant impact on formu-
lation stability for products at any stage of development. The commercial formulation
recommendation for antibody therapeutics in development is based on the stability
properties of early process material, but commercial process material can display
unexpected increases in aggregation, particle propensity, or other degradation. These
issues may manifest in the product quality of the drug substance, on freeze–thaw, or
within the drug product formulation. Process changes in cell culture, viral inactivation
pH, diafiltration buffer conditions, filter changes, or residual process impurities can
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contribute to stability differences. The physicochemical mechanism for these stability
differences can be due to glycosylation, irreversible conformational perturbation, bind-
ing effects, or product heterogeneity. Therefore, it is important to assess the impact
on drug product formulation stability as part of the comparability assessment. Process
and formulation scientists must communicate regarding process changes throughout
the stages of commercial process development, recognize potential formulation con-
sequences of process changes, and demonstrate that there is no impact on formulation
stability.

Another challenge to antibody formulation strategy is the analytical methods
available for physical and covalent characterization. In some cases, assessment of
the formulation stability is limited by the quality of the analytical methods available.
With more recent analytical advancements, formulation scientists are becoming aware
of new and interesting chemistries and conformational heterogeneity of antibodies. In
many ways, antibody stability is not as straightforward as originally assumed, and
may become more challenging to demonstrate as advanced tools used to characterize
heterogeneity become available.
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17
REVERSIBLE SELF-ASSOCIATION

OF PHARMACEUTICAL
PROTEINS: CHARACTERIZATION

AND CASE STUDIES
Vikas K. Sharma, Harminder Bajaj, and Devendra S. Kalonia

17.1. INTRODUCTION

Proteins have a tendency to undergo oligomerization, the nature and extent of which
are defined by a protein’s three-dimensional structure, surface distribution of charged
and hydrophobic residues, conformational flexibility, concentration, and the solu-
tion environment (i.e., pH, temperature, ionic strength, presence of cosolutes). Under
certain conditions, the net influence of these factors may lead to the formation of
irreversible or reversible aggregates. Irreversible aggregates can be defined as those
that do not participate in an equilibrium reaction and, once formed, will typically
retain their higher-order state on dilution. These aggregates can be further categorized
into two types: one that involves nonnative (altered tertiary/secondary conformation),
noncovalently linked, higher-order species, and the other, which involves covalently
linked higher-order species (e.g., disulfide linked), wherein each individual monomer
unit is not significantly altered in its conformation.

On the other hand, reversible aggregates are those whose formation is dependent
on protein concentration and in which equilibrium exists between the native state and
the higher-order species. These include soluble reversible aggregates, such as dimer,
trimer, and tetramer, in equilibrium with a monomer or another higher-order species,

Formulation and Process Development Strategies for Manufacturing Biopharmaceuticals,
edited by Jameel and Hershenson
Copyright  2010 John Wiley & Sons, Inc.



430 REVERSIBLE SELF-ASSOCIATION OF PHARMACEUTICAL PROTEINS

or insoluble reversible aggregates such as amorphous precipitate or protein crystals,
which exist in equilibrium with the soluble form. While irreversible aggregates as well
as the reversible insoluble precipitates are relatively easy to observe and characterize
analytically, it is the soluble reversible aggregates that present a challenge in terms of
analytical characterization, due primarily to the strong concentration dependence of
their formation.

The formation of reversible soluble aggregates of a given protein species, which
exist in equilibrium with each other and/or with the native state, is commonly referred
to as self-association . The phenomenon of protein self-association is ubiquitous in
nature and is essential for several physiological and biochemical processes at the
cellular and molecular levels [1–4]. Understanding the phenomenon of protein self-
association is crucial as often the monomeric and the oligomeric states have different
biological/physicochemical properties and consequences. Furthermore, the interactions
involved in the phenomenon of self-association can be easily perturbed by solution
properties, namely, pH [5], ionic strength, temperature [6,7], and cosolutes [8,9].
Abundant literature is available on reporting the self-association of a wide variety of
proteins, along with the effect of this phenomenon on various biological processes.
Some of the notable examples relevant to human physiology include hemoglobin (a
tetramer) [10], insulin (a hexamer in pancreas) [11], IgM (a pentamer) [12], and
collagen (triplex fibril arrangement of long fibrous proteins) [13]. In addition to
understanding the phenomenon of self-association at low concentrations, there has
been an increasing level of interest on studying protein behavior, especially that of
self-association, at relatively high concentration such as in the presence of crowding
agents (sugars and nonionic polymers), to understand the physiological relevance of
molecular crowding on protein structure and function [8,14,15].

A comprehensive presentation of this widespread phenomenon is beyond the
length and scope of this chapter. Therefore, considering the overall theme of this book,
we specifically discuss the relevance of protein self-association in terms of its impli-
cations on pharmaceutically relevant therapeutic proteins. Reversible self-association
of proteins could have an impact on protein formulation design, stability, and solu-
tion properties such as viscosity. Protein association will also warrant development of
appropriate analytical tools to characterize this behavior during the early development
phase. Reversible self-association may further affect in vivo activity, pharmacokinet-
ics, and safety. Often, the presence of higher-order species for a prolonged period
of time may also increase the tendency of a protein to form irreversible aggregates.
Therefore, it is critical that the tendency of a protein to undergo self-association be
assessed thoroughly during its early development phase.

In this chapter, we first present a brief background on common mathematical
expressions used to describe the phenomenon of self-association along with a general
understanding of the mechanisms involved. In Section 17.3, analytical tools that are
commonly utilized during protein pharmaceutical development to characterize protein
association are reviewed. Later, in Section 17.9, a few case studies, exemplifying self-
association behavior of pharmaceutically relevant proteins including characterization
of self-association in highly concentrated antibody solutions, are presented.
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17.2. BACKGROUND

In a simplified formula, self-association can be represented as

nP
ka�
kd

Pn (17.1)

where n is the number of molecules involved in the self-association of a protein
molecule P, ka is the rate constant of association, and kd is the rate constant of
dissociation. For example, a monomer dimer system could be represented as follows:

2P
ka�
kd

P2 (17.2)

The self-association reaction is often defined by an association constant Ka or by a dis-
sociation constant Kd. By definition, Ka = 1/Kd. For the abovementioned monomer–
dimer equilibrium, the association constant can be defined as

Ka = P2

[P]2
(17.3)

or alternatively

Ka = ka

kd
(17.4)

The equilibrium reaction scheme can be defined for a variety of reversibly associat-
ing proteins involving various oligomeric states such as a monomer–trimer, dimer–
tetramer, monomer–dimer–tetramer, and dimer–tetramer–octamer. In certain cases,
the self-association is not defined or is restricted to a certain oligomer and may involve
continuous growth of the oligomer units to large species. Examples of indefinite self-
association include FtsZ association [16,17], tubulin association [18], or growth of
amyloid fibrils [19]. A simple case of indefinite self-association can be described as
follows [17]:

2P � P2 + P � P3 + P � P4 · · · Pi−1 + P � Pi (17.5)

The association constant for a given oligomerization step is defined as

Ki = ci

c1ci−1
(17.6)

where ci is the concentration of the i -mer, K1 ≡ 1, and i ≥ 2. For conservation of
mass, we obtain

ctot = cw

M1
=

∑
ici =

∑
iQi c

i
1 (17.7)
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and

Qi =
i∏

j=1

Ki (17.8)

where cw is the total molar concentration of protein defined in terms of the monomer
and M1 is the mass of the monomer.

A detailed investigation into the mechanism of self-association may often involve
determination of the rate of association and/or the dissociation reaction. The second-
order rate constants of protein–protein association have been reported to vary from 103

to 109 M/s, and typically the rate constants of protein dimerization vary in the range
of 0.5 − 5 × 106 M−1 s−1 [15,20]. For example, the association between hemoglobin
dimers and tetramers has an association rate constant of 0.4 − 0.6 × 106 M−1 s−1. On
the other hand, a higher association rate constant of 108 M−1 s−1 has been reported for
insulin dimerization. The typical rate constants observed for most protein complexes
are on the order of 106 M−1 s−1 and are much slower (∼1000-fold) than the diffusion-
limited association rate constant of 7 × 109 M−1 s−1 as predicted by Smoluchowski’s
equation (ka = 4πDR, where D is the relative translational diffusion coefficient and
R is the contact distance between two sphere centers). Yet, these protein association
rate constants are considered to be large enough for oligomerization, rather than those
predicted for very specific docking of two interacting sites. The observed rate constants
of association (between the predicted diffusion-limited association and the highly
specific docking association) are attributed mainly to two phenomena: (1) alignment
of specific sites during multiple collisions before association occurs, even within the
same pair of molecules; and (2) anisotropic distribution of reactivity over the protein
surface that is overall steered by long-range attractive electrostatic and hydrophobic
interactions. Overall, measurement of the association rates (or the dissociation rates)
can provide further insights into the mechanism of protein self-association.

Mechanistically, the two types of interactions commonly used to describe the
process of self-association include entropically driven hydrophobic interaction and/or
enthalpically driven ionic and nonionic interactions. In order to understand the mech-
anism of self-association, thermodynamic parameters have been determined exper-
imentally either by van’t Hoff enthalpies from the temperature dependence of the
equilibrium constants [21–24] or by tracking enthalpy changes calorimetrically [25].

Entropically driven protein self-association proceeds through the coalescence of
nonpolar groups, initially accessible to solvent in isolated subunits, which then become
buried on complex formation, leading to the release of the structured water. The basic
criteria for hydrophobic interaction, as illustrated by Kauzmann, is overall a negative
free-energy change with a positive entropic change, negligible change in enthalpy, and
a large increase in the heat capacity [26]. Positive contributions of van’t Hoff entropy
have been observed for proteins such as the human platelet factor, human growth
hormone, human insulin growth factor 1, human hemoglobin, and chicken erythrocyte
histone, thus suggesting a role of hydrophobic interaction in the association process.

For certain other examples of protein association such as lysozyme dimeriza-
tion [27], glucagon trimerization [28,29], α-chymotrypsin dimerization [30,31], and
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human myeloma [24], self-association has been observed along with net negative
enthalpic and negative entropic changes. Such self-association behavior could not
be explained on the basis on hydrophobic or electrostatic interactions and has been
attributed to other nonionic interactions such as van der Waals interactions and hydro-
gen bonding [25]. Besides hydrophobic and other nonionic interactions, electrostatic
attractive interactions can contribute toward the self-association of proteins. Examples
that involve ionic interactions include β-lactoglobulin, α-chymotrypsin, and insulin.
Often, however, self-association would be an outcome of a net balance between various
interactions, including hydrophobic, van der Waals, hydrogen bonding, and electro-
static repulsive and attractive interactions.

17.3. ANALYTICAL TOOLS FOR CHARACTERIZATION
OF SELF-ASSOCIATION

Characterization of the self-association behavior of a protein essentially involves char-
acterization of the species involved in the equilibrium such as monomer–dimer or
dimer–tetramer, and determination of the association constant Ka (or the dissociation
constant Kd), defining the specific equilibrium under given solution conditions. A low
value of Ka typically indicates a weaker complexation, whereas a higher value indi-
cates a stronger complexation. Several techniques have been used for characterization
of the species involved in reversible self-association equilibrium and for determina-
tion of the Ka value. These include osmometry [32], light-scattering-based techniques
(i.e., static light scattering) [33,34], dynamic light scattering [35], small-angle neutron
scattering [36], analytical centrifugation [37–41], chromatography-based techniques
[42,43], isothermal titration calorimetry [44], and spectroscopy-based techniques [45].
In this chapter we briefly review the commonly used techniques of sedimentation equi-
librium using analytical ultracentrifugation, static light scattering, and chromatography
for the characterization of self-association equilibrium.

17.4. SEDIMENTATION EQUILIBRIUM ANALYTICAL
ULTRACENTRIFUGATION

An analytical centrifuge, based on the centrifugation speeds, can be utilized to perform
two different types of experiments: sedimentation velocity and sedimentation equilib-
rium. While sedimentation velocity studies are carried out at higher speeds and provide
information about the sedimentation coefficient (s), at times the molecular weight, and
the diffusion coefficient (D), sedimentation equilibrium studies provide information
about the molecular weight and the thermodynamic parameters for an associating
species, including the general nonideality of a protein solution. The technique of sed-
imentation equilibrium has been reviewed and utilized extensively and by far remains
the method of choice for characterization of a self-associating species [46–49].

In a typical sedimentation equilibrium study, employing relatively lower centrifu-
gation speeds, the distribution of the concentration of protein molecules along the
radial distance of a centrifugal cell is measured after equilibrium has been established
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between the process of sedimentation (due to centrifugal force) and diffusion (due
to concentration gradient). For an ideal, noninteracting, single-component system, the
concentration gradient as a function of radial distance can be represented as [38,50]

d ln c

d(r2)
= ω2(1 − vρ)

2RT
Mwr (17.9)

or on integration as

c(r) = c(a) exp[AMwr(r
2 − a2)] (17.10)

and

A = (1 − vρ)ω2

2RT
(17.11)

where c(r) and c represent the concentration of the protein at a distance r , c(a) is
the concentration at a reference position, a is the radial distance of the reference, ω

is the angular velocity of the rotor (in radians per second), R is the gas constant,
T is the temperature, ρ is the solution density, v is the partial specific volume of
the solute, and Mwr is the weight-average molecular weight of the species. Equations
(17.9)–(17.11) describe the concentration gradient at equilibrium over a distance r in
a centrifugation cell. For a single, nonassociating solute, assuming that partial molar
volume of the species does not vary, the molecular weight can be determined from
the slope of ln c –r2 plot.

If the sample is ideal and monodisperse, a plot of ln c versus r2 will be linear
(or Mapp vs. c or r2 will be constant); however, these plots become nonlinear if the
system is more complex, that is, exhibits nonideality and/or self-association. For an
ideal associating system such as a monomer–n-mer association, the total concentration
at any radius, cr ,i , of the i th component can be expressed in terms of the monomer
concentration cr ,1 and an association constant Kn by [51]

cr ,i = cr ,1 + Kn(cr ,1)
n (17.12)

Similarly, for a nonideal system, the concentration gradient equation for an i th com-
ponent can be written as [51]

d ln ci

d(r2)
= Mi A

1 + (∂ ln γi )/(∂ ln c)
= Mi A

1 + 2Bc + 3Cc2 + · · · (17.13)

where A is as defined by Equation (17.11), γi is the activity coefficient of the com-
ponent i , B represents the second virial coefficient, C represents the third virial
coefficient, and so forth. For an associating species, a series of association constants
can be defined as

Ki = ci

(c1)L(i )
(17.14)

where Ki is the association constant between the monomer and the i th aggregate,
L(i ) is the degree of association for the i th aggregate, and K1 = 1. Assuming dilute
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solutions such that the higher virial coefficients can be ignored, the total concentration
at a radial position r can be written as [38]

cr =
n+1∑
i=1

ci0eL(i )[AM1(r2−r2
0 )−BM1(cr −cr0)] (17.15)

where r0 is the radial reference position, cr0 is the protein concentration at reference
position, and B is the second virial coefficient.

At the reference radial position r0, the total concentration can be written as

cr0 =
n+1∑
i=1

eln Ki +L(i ) ln c10 (17.16)

where c10 is the concentration of the monomer at the reference radial position.
Equations 17.14–17.16 represent generalized forms of the sedimentation equilibrium
equation to analyze a wide variety of discrete self-association systems and can be
modified for each specific system.

For a protein molecule undergoing indefinite self-association, where the free-
energy change is same is the same for the addition of monomer to an oligomer of any
size, an intrinsic association constant, K , can be defined using the relationship [38]

ci = iK (i−1)(c1)
i (17.17)

For Kc1 < 1, the total concentration c is defined as

c = c1

(1 − Kc1)2
(17.18)

where

c1 = c10e[AM1(r2−r2
0 )−BM1(cr −cr0)] (17.19)

Similar to the case for discrete self-association, for indefinite association the total
concentration at a reference radial position, c0, is given as

C0 = c10

(1 − Kc10)2
(17.20)

Analysis of the data obtained in the form of total concentration as a function of
radial distance and at a reference radial position, following a sedimentation equilibrium
run, requires a global simultaneous fitting of a few equations and iterative calculations
to estimate a number of parameters and produce the calculated cr as a function of radial
distance. On the basis of Equation (17.15), for a system of n−oligomers, the fitting
parameters would involve n different kn values, the monomer concentration c10, and
B . For Equation (17.19), the fitting parameters would involve monomer concentration
at reference radial position, intrinsic association constant K , and B . The fit of a model
is evaluated typically from the distribution of residuals between the calculated curve
employing the fitted parameters and the experimental data.
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17.4.1. Nonideality and Self-Association

In Equations (17.15) and (17.19), B , the second virial coefficient, represents the general
nonideality of a protein solution arising from a two-body interaction. In the absence
of the self-association term in the mathematical analysis, B can attain positive or
negative values, representing net repulsive or net attractive interactions, respectively,
in a dilute solution. In the case, however, where the self-association term is included
to analyze a given data, interpretation of B is not straightforward and this parameter
must be evaluated with caution. It should be noted that, in the case of self-association,
even though multiple species are present in solution, each with their own specific and
cross-coefficients, for the sake of simplicity, a single value of B is commonly used to
fit the data and to represent the overall nonideality of the system [47,52,53].

In general, for a self-associating species, the value of B is constrained to be posi-
tive to include nonideality arising only from repulsive interactions, as negative B val-
ues are embedded in the data representing self-association. The concentration depen-
dence of the molecular weight could serve as a means to distinguish between nonideal
systems with nonspecific attractive interactions as represented through B and specific
self-association behavior. An apparent Mw –concentration plot would be linear with
either a negative or positive slope in the absence of self-association; however, a curva-
ture should be expected, if self-associating species are present in solution. This formal-
ism is not only restricted to analytical ultracentrifugation studies but also extended to
data obtained through light-scattering and osmometry studies. For further analysis and
interpretation of B values in analytical centrifugation in the presence of self-associating
species, the reader should refer to articles by Wills and Winzor [54–57].

A number of analytical as well as numerical approaches have been developed to
analyze the sedimentation equilibrium data for fitting of the equilibrium equations.
Technological advances have improved instrumentation toward precision in data
(e.g., concentration), and the availability of computational software has improved the
handling of the complex data generated in sedimentation equilibrium experiments
[41,58–60]. Various equations to model specific self-associating species are routinely
incorporated in the sedimentation equilibrium analysis software and can be utilized
to fit any given set of data. However, the results generated are often complex and
could be easily misinterpreted if not assessed with caution and without incorporating
proper controls. Sedimentation equilibrium studies require thorough knowledge and
expertise in the subject, experimental setup, and data analysis, which could be a
challenge to relatively inexperienced researchers.

17.5. STATIC LIGHT SCATTERING

One of the earlier techniques utilized for characterization of self-association of proteins
involved static light scattering. Scattered light intensity increases with an increase
in both molecular weight and concentration of macromolecules. Therefore, changes
observed in the intensity of the scattered light due to increased molecular weight
resulting from self-association, driven by protein concentration can, in principle, be
utilized to extract the equilibrium association constant.
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Static light scattering (SLS) measures the excess time-averaged intensity of the
scattered light and relates it to the osmotic compressibility and second virial coefficient
B of the interacting particles. The SLS data are processed by the classical method of
Zimm [61], using the equation

Kc

Rθ

=
(

1

M
+ 2Bc

) [
1 + 16π2r2

g sin2(θ/2)

3λ2

]
(17.21)

where Rθ is the measured excess Rayleigh ratio of protein solution and is measured as
a function of concentration c at multiple angles θ, M is the weight-average molecular
weight, rg is the radius of gyration, and λ is the wavelength of the incident light.

The constant K is defined as

K = 4π2(ndn / dc)2

λ4NA
(17.22)

where n is the refractive index of the solvent, dn/dc is the refractive index increment
of the solute in a given solution, and NA is the Avogadro’s number. A Zimm plot is
obtained by plotting Kc/Rθ against sin2(θ/2) + kc, where k is an arbitrary constant.
The molecular weight is obtained from the intercept following extrapolation to zero
concentration, and B is determined from the slope of the concentration data, when
extrapolated to zero angles.

Assuming isotropic scattering, Equation (17.21) can be simplified for proteins,
since proteins do not typically exhibit the dependence on the angle of the incident
light in the wavelength region commonly employed for light-scattering measurements
(400–800 nm) and hence, measurements at a single angle are sufficient. This simplified
equation, commonly known as the Debye equation , is represented as follows:

Kc

Rθ

= 1

Mw
+ Bc (17.23)

For generating a Debye plot (Kc/Rθ vs. c), the measurements are usually carried out at
90◦ to minimize contribution from dust particles. The inverse of the intercept provides
the molecular weight, and the slope is related to the second virial coefficient B . A
linear plot of Kc/Rθ versus c is often utilized to extract the B values without relating
it to the phenomenon of self-association.

However, if the Debye plot yields an upward-curving plot with a net negative
slope, it is indicative of self-association for a solution containing a single protein
species. The curvature is attributed to a nonlinear increase in the weight-average
molecular weight of the protein because of oligomerization on increase in protein
concentration [62]. This is illustrated in Figure 17.1 [63,64]. The data can be fitted
to obtain the association constant using a modified Debye equation to incorporate
equations that define the association equilibrium. The formalism used to develop
such an equation for simple monomer–dimer equilibrium has been described in detail
elsewhere, and is briefly reviewed below [64].
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Figure 17.1. Debye plots of β-lactoglobulin A at pH 2.3, 0 M NaCl (©), pH 3.0, 0.1 M

NaCl (�) and at pH 3.0, 1.0 M NaCl (�), generated using simultaneous light scattering and

concentration detector using the assembly as described previously [63]. The linear plots at pH

2.3 (0 M NaCl) and at pH 3.0 (1.0 M NaCl) represent primarily the monomeric and dimeric

proteins, respectively. The upward-curving Debye plot with a net negative slope at pH 3.0 (0.1

M NaCl) indicates presence of reversible self-associating species in solution [64].

For an associating system, the Debye equation [Eq. (17.23)] is modified to include
the weight-average molecular weight of all the species present in the solution, and
the term B is replaced with the term Bavg to represent general two-body interac-
tions between all macromolecular species (e.g., monomer–monomer, dimer–dimer,
and monomer–dimer in the case of a monomer–dimer association equilibrium). The
modified Debye equation is written as

Kctot

Rθ

=
(

1

Mavg
+ Bavgct

)
(17.24)

where Mavg is the weight average molecular weight of all the species present in the
solution. For an associating system, the change in the chemical potential of the solvent
with solute concentration is written as [65]

∂µ1

∂ctot
= ∂cm

∂ctot • Mm
+ ∂cd

∂Ctot • 2Mm
+ ∂(Bavgc2

tot)

∂ctot
(17.25)

The association constant for a simple monomer–dimer equilibrium can be written as

Ka = [cd]

[cm]2
(17.26)

Where [cd] is the molar concentration of the dimer and [cm] is the molar concentration
of the monomer. The total molar concentration [ctot] of the protein can be written in
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terms of the monomer concentration as

[ctot] = [cm] + 2[cd] (17.27)

Combining Equations (17.26) and (17.27) and converting molar concentration to grams
per milliliter (g/mL), we can express the monomer and the dimer concentrations as
follows:

cm = −1 + (1 + 8000Kactot/Mm)1/2

4000Ka/Mm
(17.28)

cd = 1 + 4000Kactot/Mm − (1 + 8000Kactot/Mm)1/2

4000Ka/Mm
(17.29)

The terms 4000 and 8000 in Equations (17.28) and (17.29) are used to maintain
consistency between the volume units in Ka (liters per mole) and concentration (g/mL).
Substituting for cm and cd from Equations (17.28) and (17.29) into Equation (17.25),
taking partial derivatives, and using the result in the derivation of atoms Rayleigh’s
light-scattering equation, we obtain the following Debye equation:

Kctot

Rθ

= (1 + 8Kactot/Mm)1/2 + 1

2(1 + 8Kactot/Mm)1/2Mm
+ Bctot (17.30)

Equation (17.30) can be used to fit the Debye plot to obtain the association constant
and the second virial coefficient.

Static light scattering was one of the first techniques used to establish the self-
association properties of insulin [66]. While the data obtained from static light scat-
tering can be easily analyzed for systems involving 2P = P2 type of equilibrium
(monomer–dimer, dimer–tetramer), equations involving more complex equilibria have
not been widely developed or utilized. Furthermore, the advancements in analytical
centrifugation have lessened the use of light scattering techniques as a major tech-
nique for characterization of self-association systems. Although the technique of light
scattering involves direct measurement of scattered light intensity and is noninvasive,
the use of this technique in aqueous solutions is often challenging and requires tedious
cleaning procedures to collect reproducible data. Because of enhanced variation and
limited reproducibility, experiments are both labor- and time-intensive in order to
minimize contribution from dust particles from the samples and samples tubes. While
static light scattering in batch mode may be challenging for low-molecular-weight
proteins and at low concentrations, the technique will provide more reproducible data
for high-molecular-weight proteins and at high concentrations.

Beside batch-mode applications, static light scattering has also been utilized in
a flow mode (involving measurement of scattered light intensity of a solution under
flow) to characterize protein self-association. In such techniques, the protein solution
is introduced in the detector through either a syringe pump or an HPLC system
employing a SEC column. The former technique has been developed by Attri and
Minton and has been used to characterize homo- as well as heteroassociation of
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proteins [67]. The latter technique has been reported by us for the characterization
of homoassociation using β-lactoglobulin as the model associating protein [63,64].
In the Attri–Minton technique, a dual-syringe pump is utilized to generate different
concentrations of protein by varying the flow rate of the two syringes followed by
inflow mixing of the two solutions. The solution is allowed to equilibrate and then
analyzed through a concentration and a light-scattering detector. The concentration and
scattering data thus generated are used to characterize the self-association behavior
of a given protein. This method, if used appropriately, can be applied to characterize
both the association and dissociation behaviors of a self-associating species and can
also to study association of two different protein species. However, caution must be
exerted for association/dissociation kinetics that are slow enough to accommodate the
duration of experiment and mixing allowed between each dilution. Furthermore, the
sample must be pure and free from macromolecular impurities to prevent interference
by irreversible and other nonproteinaceous material.

We have reported the design and use of a dual-source dual-detector system com-
bining the concentration detector and the light-scattering detector in a single cell that
can be used in conjunction with SEC-HPLC to characterize protein–protein interac-
tions [63]. A concentration range required to generate the Debye plot can be obtained
from a single injection and through utilization of the concentration distribution in the
eluting peak. Each data point on the eluting peak can be converted to concentration
and light-scattering intensity using signals from the appropriate detectors, and these
data can be utilized to investigate the self-association behavior as well as nonideality
of a given protein in a solution. Figure 17.2 [64] illustrates the usefulness of this
technique to quantitatively assess the self-association of β-lactoglobulin.

The advantages of this technique include removal of macromolecular impuri-
ties and separation of irreversible aggregates by the SEC column, short duration of
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Figure 17.2. Analysis of the nonlinear Debye plots of β-lactoglobulin A by nonlinear least-

squares regression. The data represented by markers were obtained using the dual-source

dual-detector cell assembly in conjunction with SEC for β-lactoglobulin at pH 3.0 and 0.05 M

NaCl concentrations. The lines represent the fit to the experimental data (single injection) using

Equation (17.30), and the inset shows the distribution of residuals between the experimental

data and the theoretical fit [64].
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analysis, and availability of data from a single injection. However, the technique may
not provide reproducible data at low concentrations, such as below 1 mg/mL (at the
detector), and furthermore the chromatograms must be interpreted judiciously to dis-
tinguish between rapidly equilibrating versus slowly equilibrating species. While this
technique is well suited for rapidly equilibrating species, for a slowly equilibrating
species, the monomer and oligomer peaks could appear as separate peaks. A depen-
dence of the chromatographic profile and the distribution of different species as a
function of flow rate and concentration will help distinguish between slow and fast
association equilibria.

17.6. CHROMATOGRAPHY-BASED TECHNIQUES

A few chromatography-based techniques have been reported for characterization of
protein self-association. One of these techniques includes frontal gel chromatography
[43,68]. In frontal gel chromatography, the solute is introduced into the column, previ-
ously saturated with the protein molecules, and an elution profile is generated, which
can be differentiated into advancing and migrating boundaries. Protein association
behavior is characterized based on the differences in the leading- and the trailing-
edge profiles [69]. In the advancing boundary, the leading edge exhibits the migration
characteristics of the monomer, because of the low protein concentration, whereas the
migrating boundary is generated at high protein concentration. If the protein under-
goes self-association, a sharply advancing boundary (primarily monomer) would be
observed, and the trailing boundary would exhibit spreading compared to that obtained
in a nonassociating system [70,71]. The existence of monomer/oligomer mixture in a
rapidly associating system can be readily identified by failure of the advancing and
trailing elution profiles to be mirror images of each other.

The equilibrium constants can be determined from knowledge of the weight-
average elution volume V of the respective species in the system, which can be
expressed as

V = [C α
1 V1 + (C α − C α

1 )Vn ]

C α
(17.31)

where V1 and Vn are the elution volumes of the monomer and the oligomer, respec-
tively; C α

1 is the weight concentration of monomer in the applied protein solution
with total concentration of C α; and V1 and Vn are obtained from the intercept of the
plot of weight-average elution volume versus total concentration, and void volume of
the column through a suitable selection of gel phase. To determine the weight con-
centration of monomer in a given profile, the elution volume of monomer and the
oligomer needs to be determined. The association equilibrium constant can then be
determined from the weight concentration of the monomer and oligomer in a typical
chromatogram of advancing and migrating boundary using the following expression

Kn = C α
n

(C α
1 )n

= C α − Cα
1

(C α
1 )n

(17.32)
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where Kn is the association constant, C α
n and C α

1 are weight concentrations of the
oligomer and monomer, respectively, at a given timepoint in the chromatogram.

Although this method does provide a distinctive and definitive method of deter-
mining equilibrium constants, it suffers from a few drawbacks. First, excessive amount
of protein is required to saturate the column. Furthermore, the determination of equi-
librium constants in frontal gel chromatography is based on indirect measurement
of molecular weights, which depends on the weight concentration of monomer and
oligomer species in a mixture. Weight concentration of species could de determined
by the magnitude of elution volume in a chromatogram. Since elution volume is also
dependent on the solvent conditions, one has to perform calibration of molecular
weight versus elution volume by an absolute method [68].

In principle, size exclusion chromatography (SEC) by itself can be utilized to
characterize protein self-association. In SEC, while irreversible aggregates can be
resolved by choosing appropriate column and solution conditions, the behavior of
reversibly associating species would depend on the equilibrium and the interaction of
these species with column, thus affecting the profile of the eluting peaks [70,72]. Three
cases could exist: (1) slow interconversion between the two species, (2) intermedi-
ate interconversion, and/or (3) rapid interconversion. In case of slow interconversion,
the column separates the associated species present in solution on the timescale of
the experiment, and these species elute as distinctly different peaks. In this scenario,
the ratio of the monomer-to-dimer peak area changes as a function of concentration
because of the different proportions of the two species present in the injection solution
as defined by Ka. In the case of rapidly equilibrating associating species, the asso-
ciating species rapidly reequilibrates following elution from column. The dimer and
the monomer are not resolved, the elution time will vary with concentration, and the
peak will contain a polydisperse molecular weight distribution. For the intermediate
case (case 2, above), one would expect some separation as well as asymmetry in the
eluting peak depending on Ka and initial concentration.

The three cases could be distinguished by injecting solutions of different initial
protein concentration and at various rates. For example, for rapid interconversion,
flow rate does not affect the distribution of the associating species, whereas for slow
interconversion, the flow rate will have a distinct effect.

In one example, short-column SEC has been utilized to characterize the associa-
tion behavior of recombinant human growth hormone [42]. The method separates the
monomer and dimer of preequilibrated solutions of different protein concentrations
at high flow rates through a short column and allows estimation of the dissociation
constant through consideration of the dilution of protein and subsequent dissociation
on elution. Through computer simulation of the moving boundaries of eluting peaks,
the dissociation constant, the rate of dissociation, and the rate of association were
determined. The method offers advantages of using low concentrations of protein and
rapid characterization of association. However, the analysis could be complicated by
the presence of higher-molecular-weight impurities and incomplete separation of the
irreversible aggregates.
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17.7. SPECTROSCOPY-BASED TECHNIQUES

Concentration-dependent changes in the circular dichroic spectra of such proteins
as insulin [11,22] and glucagons [22] have been used to determine the association
constant of their dimerization and trimerization, respectively. A prerequisite for these
experiments was that each species of protein molecule (monomer and oligomer) exhibit
distinct circular dichroic spectra, such that observed mean residue ellipticity at a given
wavelength could be expressed in terms of contribution from fraction of monomer and
dimer. The advantage of this methodology is that self-association can be studied at
low concentrations; however, not all proteins meet the requirement of distinct for the
pure monomer and the oligomer.

17.8. CASE STUDIES

17.8.1. Insulin

Insulin is a relatively small protein (6000 Da) composed of two chains, A chain (21
residues) and B chain (30 residues), linked through two disulfide bonds. Biologically,
while the monomeric form of insulin is the active form and interacts with its receptor,
insulin is, in fact, stored as a hexamer in complex with Zn2+ in the pancreas [45].
The physiological presence of these two forms has generated interest in studying the
self-association behavior of this molecule for several decades. Siogren and Svedberg
were the first to examine the self association of insulin, followed by Gutfreund [73],
demonstrating an increase in the molecular weight of insulin as a function of con-
centration using osmometry. A nonlinear change in the ratio of osmotic pressure to
concentration as a function of concentration suggested the possibility of insulin self-
association. In the earlier days of investigation into insulin oligomerization, because
of the lack of precise molecular weight measurements, the monomer molecular weight
of insulin was determined to be 12,000 Da, and not 6000 Da, indicating that insulin
dimer formed a stable species in solution. The multimeric nature of insulin has long
been known.

Over the years, through several studies, the self-association behavior of insulin
has been understood to a large extent. It is now well accepted that the oligomer-
ization of insulin follows the monomer–dimer–tetramer–hexamer or the monomer–
dimer–hexamer pathway and that oligomerization does not proceed through addition
of one monomer at a time. Several factors have been shown to affect this equilib-
rium. These include zinc ion concentration, pH, and ionic strength [37,66, 74–76].
(Zn2+) plays a critical role in stabilizing the higher-order species, such as the trimer,
tetramer and the hexamer. In the absence of Zn2+, dimer is the principal oligomeric
species formed in solution. Insulin oligomerization also exhibits a strong pH and ionic
strength dependence. At pH 2.2 and 0.1 M ionic strength, insulin monomer associates
strongly to a form dimer at low concentrations (2 mg/mL) [37]. Increasing the ionic
strength and pH to 4.0 favor formation of tetramer and hexamers [74].
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Insulin has a tendency to form dimers in solutions or higher oligomers, primarily
as a result of hydrogen bonding between the C termini of two B chains. However,
in the presence of zinc ions, three dimers form a hexamer through coordination of
two zinc ions with the histidine side chains of B10 residues. In addition, zinc further
prevents the association of insulin to form higher-order aggregates [75,77–79]. The
oligomerization tendency of insulin has been attributed to only a few key amino acids.
Thus Pro at B28 and Lys at B29 were demonstrated to be critical for dimerization of
insulin [80]. Alteration of insulin sequence at these two residues dramatically reduced
the tendency of insulin to dimerize and also affected the formation of hexamer.

The oligomerization of insulin in the presence of zinc and its inhibition through
alteration of select amino acids in the sequence have been utilized to produce different
preparations of insulins for therapeutic use. Thus, a long-acting preparation of insulin,
also known as ultralente insulin , is primarily the crystalline form of hexameric insulin
in complexation with Zn2+ [81]. Since the active form of insulin is its monomeric
form, the pharmacokinetics and duration of action of the ultralente insulin form largely
depends on the dissociation of insulin zinc-hexamer. On the other hand, fast-acting
insulin analogs have been prepared through substitutions of the critical amino acids,
for example, of B28 Pro and B29 Lys, thus retaining the monomeric form and making
insulin available immediately following administration [80]. One of the approaches to
retain the monomeric characteristic of insulin utilizes the reversal of amino acids at
positions 28 and 29. This insulin is commercially available as insulin lispro and has
Lys at B28 and Pro at B29 [82]. Another approach utilizes the substitution of B29
Lys to Glu and B3 Asp to Lys to maintain the monomeric attribute of insulin. This
fast-acting insulin is available as insulin glulisine [83].

Clearly, the detailed understanding of the self-association behavior of insulin and
the mechanism involved has affected the drug development and the type of insulin
available for therapeutic use.

17.8.2. Recombinant Human Relaxin

Relaxin is a peptide hormone belonging to the insulin family, and similar to insulin,
is composed of two chains linked by two disulfide bonds. Relaxin is produced
primarily by the corpus luteum in both pregnant and nonpregnant females and
biologically appears to modulate the restructuring of tissues in organs in order to
generate changes during pregnancy and parturition. In males, relaxin has been found
to occur in heart artria. Clinically, relaxin has been investigated for its potential use
in cervical ripening agent prior to labor induction and in scleroderma. Most recently,
a clinical trial has been initiated for its potential use in acute heart failure and other
acute care illnesses [84].

The self-association behavior of recombinant human relaxin has been studied,
and this peptide hormone has been shown to exhibit a monomer–dimer equilibrium
using sedimentation equilibrium analytical ultracentrifugation studies [38]. The data
from equilibrium studies were fitted to several models, including monomer–dimer,
monomer–dimer–trimer, monomer–dimer–tetramer, and an indefinite association
model. Although the data could be fitted reasonably well for a monomer–dimer–trimer
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as well as a monomer–dimer–tetramer model, these possibilities were ruled out
because the higher aggregate association constant (dimer–trimer or dimer–tetramer)
was about 100-fold lower than the monomer–dimer association constant; the latter
was similar for all models. Furthermore, on the basis of the multimer association
model, the concentration of trimers or tetramers would be less than 0.1% under
given solution conditions. Hence, the reversible monomer–dimer equilibrium was
considered to be sufficient to describe the self-association behavior of human
relaxin. The equilibrium association constant for the monomer–dimer system of
human relaxin was reported to be on the order of 6 × 105 M−1, indicating strongly
associating species, in a solution of 10 mM citrate buffer at pH 5.0 and at an ionic
strength of 0.154 M, adjusted using NaCl.

Near-UV circular dichroism studies on relaxin as a function of its concentration
indicated changes in the microenvironment of tyrosine on dissociation, indicating
the role of this amino acid toward self-association of relaxin. Tyrosine is replaced
by arginine in porcine relaxin, which did not exhibit the self-association behavior
under similar solution conditions. In the case of relaxin, analytical ultracentrifugation
provided a better evaluation of the association behavior than did SEC. As mentioned in
another review [85], SEC could not provide information on the association behavior
of relaxin, since the concentrations employed for SEC combined with the dilution
effect on elution resulted in concentrations low enough to allow this protein to elute
primarily as a monomer

17.8.3. RhuMAB VEGF

The self-association of a monoclonal antibody (IgG1), rhuMAb vascular endothelial
growth factor (VEGF), was reported in a study by Moore et al. [86]. In general,
the association of immunoglobulins, especially of the isotype IgG1, has not been
commonly observed, except for in certain diseased states or at high concentrations.
On the other hand, certain specific cryoglobulins, such as of the isotype IgG3, have
been shown to undergo self-association and even more so in diseased states, for
example, in rheumatoid arthritis and idiopathic cryoglobulinemia [87].

In the specific case of rhuMAb VEGF, the association/dissociation was primar-
ily characterized using SEC and was observed during the early phase of product
development. The evidence of rhuMAb VEGF self-association came primarily from
the observation that a decrease in the aggregate amount was observed over a period
of time when a 40-mg/mL solution, previously incubated at 40◦C, was diluted to 1
mg/mL and subsequently stored at the same temperature (Fig. 17.3). In the detailed
study of self-association of this particular antibody, it was observed that the rates of
association and dissociation were strongly dependent on solution conditions such as
pH, ionic strength, and temperature. In all cases the primary oligomeric species was
a dimer, and the antibody primarily exhibited a monomer–dimer equilibrium under
different solution conditions. From the relative rate of association versus the rate of
dissociation at given solution condition, it was observed that the dimer formation was
maximally favored in the pH range of 7.5–8.5 and no dimer was observed at pH 5.5.
Although the association constant was found to be independent of temperature, the
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Figure 17.3. The pH dependence of rhuMAb VEGF dimer dissociation. The figure displays

the observed kinetics of dimer dissociation at pH 6.0 (filled circles), pH 7.0 (filled diamonds),

pH 7.5 (open circles), pH 8.0 (×), and pH 8.5 (+) at 40◦C. The curves through individual points

represent the best fit of the data with a single exponential using Equation (17.2) in Reference

[86]. The loss of the dimer was followed by monitoring the area under the curve of the dimer

peak in an SEC chromatogram [86].

rate of association and dissociation increased on increasing temperature. The dimer
formation was further favored by an increase in NaCl concentration up to 1 M at pH
7.5. Overall, the measured association constants for dimerization of rhuMAb VEGF
were on the order of 23–112 M−1 min−1, indicating a relatively weak self-association
of this antibody.

Thermodynamic analysis of the dissociation and association kinetics as function of
temperature indicated primarily involvement of hydrophobic interactions in mediating
the self-association of rhuMAb VEGF. This data were further supported by a decrease
in the dissociation constant in D2O compared to that in H2O, as well as an enhanced
rate of association under conditions of high salt concentration.

From a product development perspective, the characterization of the dimer was
reported to be challenging because of the reversibility of monomer–dimer equilibrium
and its dependence on solution conditions, and due to the slow kinetics of this pro-
cess. Furthermore, the reversible dimer coeluted with the irreversible dimer (present in
almost all antibodies) and hence necessitated the development of a method to distin-
guish the two forms of dimers. The irreversible dimer fraction typically increases on
storage and is not affected by dilution. In addition, since the implications of reversible
dimer on the in vivo efficacy and safety were unknown, it was essential that the amount
of dimer present be characterized and controlled critically. This resulted in a more
rigorous SEC method for the characterization of rhuMAb VEGF size heterogeneity
during its product development phase.
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17.9. HIGH-CONCENTRATION ANTIBODY SOLUTIONS

There has been tremendous interest in the characterization of self-association behavior
of proteins at relatively high concentrations (typically higher than 100 mg/mL). This
interest is primarily focused on two distinct areas: (1) understanding the behavior of
proteins in crowded environments such as that in the interior of cells and in certain
vital organs, for example, crystallines in the eye [8,9,15,88] and (2) in the area of
pharmaceutical biotechnology for development of high-concentration antibody solu-
tions for the chronic treatment of disorders such as autoimmune diseases [89]. Such
indications often demand higher of doses the order of more than 1 mg/kg or 100
mg/dose. Since a subcutaneous delivery is desirable for these chronic administrations
for outpatient or at-home treatments, a high concentration formulation of antibodies
is preferable.

Formulation of antibodies at high concentrations of typically higher than 100
mg/mL, however, brings in additional challenges, notably that of enhanced viscosity.
The viscosity of macromolecules including antibodies can be expressed in the form
of a virial expansion as

η = η0(1 + k1cp + k2c2
p + k3c3

p + · · ·) (17.33)

where viscosity η is related to solvent viscosity η0 and concentration of the protein
cp (in g/mL) by a power series. In this equation, k1 represents intrinsic viscosity and
is related to the contribution from single molecules, whereas k2, k3, k4, and so on are
related to contributions from intermolecular interactions. At high concentrations, the
higher-order interaction terms could become important and could lead to substan-
tial increase in viscosity. In these circumstances, the phenomenon of self-association
would represent the higher-order (two-body or higher) attractive interactions. The phe-
nomenon of self-association is also favored thermodynamically in highly concentrated
or crowded solutions as a result of “excluded volume” effects. It has been proposed
that for macromolecules that may have an intrinsic tendency to self-associate, in
crowded or concentrated solutions, this tendency will be further enhanced to result
in a reduction in the excluded volume and hence lowering of the free energy of the
system [90–92].

Typically, proteins, which have a tendency to weakly associate, may not exhibit
experimentally measurable self-association behavior at low concentrations. Such a
tendency, however, can lead to formation of oligomeric species at sufficiently high
concentrations. Various techniques as described above have been developed and uti-
lized mainly for assessing self-association behavior of proteins at dilute concentrations,
and the theory developed behind such techniques may not be applicable to high con-
centrations.

Minton and co-workers have made significant progress in developing a theoretical
background to assess the self-association behavior as well as nonideality of highly con-
centrated protein solutions [88,90,93,94]. The theoretical background has been adapted
to the techniques of sedimentation equilibrium, osmotic pressure, and light scatter-
ing for characterization of self-association at high concentration. The self-associating
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behavior of proteins such as bovine serum albumin, aldolase, ovalbumin and most
recently, of IgG, has been reported through the application of these conventional
techniques through using the appropriate theoretical models and slight modifications
of the existing methods [95,96]. These proteins, which typically exist as monomer at
concentration of 10 mg/mL or lower, demonstrated association to higher oligomers
such as dimers, trimers, and tetramers at concentrations of 30 mg/mL or above.

From a pharmaceutical development perspective, enhanced viscosity as a result
of self-association can lead to several challenges in the development and delivery of
antibodies. For example, concentration-dependent enhanced viscosity could impact the
tangential flow filtration step commonly used to formulate and concentrate antibody
solutions. In terms of delivery, a high-viscosity solution could be challenging to inject
through a small-bore needle for a subcutaneous delivery.

This phenomenon of self-association has been reported for at least one therapeutic
monoclonal antibody, when formulated at high concentrations [97]. In a comparison of
three antibodies at concentrations exceeding 100 mg/mL, only one of the monoclonal
antibody exhibited such behavior, thus demonstrating that this increase was presum-
ably due to specific protein–protein interactions involved for this particular antibody
and not simply to an increase in protein concentration. In a detailed investigation by
Liu et al., the method of sedimentation equilibrium studies using preparative ultra-
centrifugation was used to assess whether self-association contributes to the enhanced
viscosity of this particular antibody. In this method, previously described and devel-
oped by Minton [40,95], a high concentration solution of antibody was layered on top
of a fluorocarbon in thick-walled polycarbonate tubes. The samples were then cen-
trifuged at 15,000 rpm in a swinging bucket rotor for a period of time, until equilibrium
is established. Following centrifugation, the contents of each tube were collected using
a microfractionator, and the concentration of each fraction was determined in a 96-well
UV plate following dilution. The apparent weight average molecular weight Mw,app at
each radial position was determined using the following equation

c(r) = c0 exp

[
Mw,appω

2(1 − vρ)

2RT
ξ

]
(17.34)

where c(r) is the radial position at each position r , c0 is the initial protein loading
concentration, v is the partial specific volume, ρ is the buffer density, ω is the angular
velocity [ξ = (r2 − r2

0)/2], and r0 is the reference radial position.
The authors in this particular study note the complications that may arise in anal-

ysis and interpretation of such data, due to contribution of nonideality behavior at high
concentrations. To correct for the nonideality contribution and the excluded volume
contribution toward increase in viscosity simply due to the size and concentration of
an antibody, the authors utilized a semiempirical approach. In this approach, the sed-
imentation equilibrium data from those antibodies, which do not show an anomalous
viscosity behavior as a function of concentration and whose concentration-dependent
viscosity increase could be simply described using a hard-sphere model, were utilized
to correct for the increase in the apparent molecular weight beyond the nonideality
and excluded volume effects.
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Figure 17.4. Corrected average molecular weight of an IgG1 monoclonal antibody obtained

using sedimentation equilibrium studies through preparative ultracentrifugation in the pres-

ence (solid squares) and in the absence (hollow squares) of NaCl. The self-association behavior

of this antibody is evident in the absence of NaCl [97].

On the basis of this analysis, it was shown that an increase in the viscosity of
an antibody, beyond the excluded volume effect from hard-sphere contributions, was
indeed due to the phenomenon of self-association at higher concentration and that this
association was mediated primarily through electrostatic interactions. The viscosity
and hence the self-association behavior were affected by pH and by the presence of salt
(Fig. 17.4). The viscosity was observed to be highest in low-ionic-strength solutions
prepared near the isoelectric point (pI) of the antibody. In a more recent report by Kanai
et al. [98], this self-association behavior was specifically attributed to the Fab–Fab
intermolecular interactions. The overall self-association behavior was attributed to
relatively weak interactions that were not measurable at low concentrations using
ultracentrifugation.

17.10. SUMMARY

The presence of oligomers as a result of reversible association can impact the pharma-
ceutical development of proteins, including the long-term stability of protein formu-
lations, product characteristics such as viscosity for high-concentration solutions, and
in vivo profile, including the activity, safety, and pharmacokinetics. Therefore, during
the pharmaceutical development of a protein therapeutic, the tendency of a protein
to self-associate must be assessed carefully and completely utilizing the appropriate
analytical tools. The dissociation/association kinetics of protein self-association can
vary from seconds to several days, and hence a variety of analytical tools should be
utilized simultaneously to detect and characterize this behavior. Solution parameters
such as pH, ionic strength, temperature, and presence of cosolutes can affect the kinet-
ics of association and hence the equilibrium. Therefore, the protein may exist as a
monomer under certain conditions and yet exhibit self-association under completely
different conditions. As described in this chapter, various techniques have been utilized
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to characterize the self-association behavior of proteins, of which analytical centrifu-
gation, light scattering, and size exclusion chromatography remain the methods of
choice for investigating this behavior. While sedimentation equilibrium using analyt-
ical centrifugation can provide an accurate and quantitative assessment of reversible
self-association, light scattering and chromatography-based methods can serve as quick
screening analytical tools, especially in support of the early development of a protein
therapeutic.
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18.1. INTRODUCTION

Most biomolecules are quite stable in aqueous solutions for short periods of time.
However, a pharmaceutical product is expected to have adequate stability over a shelf
life of typically 18 months or more. Not all proteins possess this desirable long-term
stability in the aqueous state because of their fragile complex higher-order structures
and their sensitivity to the microenvironment. When a product does not exhibit suffi-
cient stability in aqueous solution, it must be produced in a stable, solid form. It is well
known that the stability of most (small) molecules normally increases in the order of
solution < glassy solid < crystalline solid, due to the increasingly restricted mobility
of the reacting species in these phases [1–3]. There are several drying techniques such
as lyophilization, spray drying, spray freeze drying, vacuum drying, and supercritical
fluid technology that provide a solid-state product; however, all these techniques have
pros and cons associated with them. Spray drying, which is increasingly becoming
the most important method for dehydration in the food industry, is seeing success
in producing biopharmaceutical powders where the size and morphology are central
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to the delivery and performance of the protein powder. However, control of residual
moisture content and stresses imposed by atomization and interfaces continue to be
challenging factors in meeting stability requirements and process yields.

Lyophilization, has been the method of choice for products intended for parenteral
administration because of the following advantages: (1) it is a low-temperature process,
and hence is expected to cause less thermal degradation compared to a “high tempera-
ture” process, such as spray drying; (2) it does not involve a terminal sterilization step
and maintains sterility and “particle free” characteristics of the product much more
easily than do other processes; (3) it offers a method of controlling residual moisture
content and headspace gas composition in the vial for those products whose storage
stability is influenced by residual moisture content and vial headspace gas composition
such as oxygen; and (4) its scale-up is easy and it provides reasonable process yields.

Although lyophilization is recognized in the biopharmaceutical industry as a tech-
nique of choice for stabilization of labile protein molecules, it comes with several
challenges and requirements that the formulation scientist must be aware of before
embarking on formulation design.

18.2. REQUIREMENTS AND EXPECTATIONS OF A LYOPHILIZED
PRODUCT

First, lyophilization itself can cause reversible or irreversible denaturation of the pro-
tein during processing. A lyophilized product is expected to have adequate stability,
quality, and commercial manufacturing viability. The formulation and process should
be designed in such a way that the protein will be able to withstand stresses imposed
during the various steps or phases of freeze drying, namely, in-process stability, as well
as long-term storage stability and sufficient stability postreconstitution. The lyophilized
product should appear pharmaceutically elegant without collapse or meltback; should
have low residual moisture content, rapid/easy reconstitution, and ease of administra-
tion; and should be compatible with the device (reconstitution kit). The process should
be efficient, low-cost, and allow manufacturing without “major equipment restrictions”
and be robust enough to be implemented on any typical production freeze dryers at any
site. The design of the formulation directly or indirectly influences all the attributes
mentioned above.

Typically, prior to design of the formulation, a thorough preformulation study is
performed to understand the physicochemical characteristics of the protein molecule,
the instabilities relating to solution conditions (pH, ionic strength etc.), and stability on
exposure to various unit operations of manufacturing such as the freeze–thaw process
of the bulk drug substance (BDS), the mixing, filtration, shaking (agitation), filling, and
interactions with the containers of the final presentations and devices. This information
is critical and aids in the design of a robust formulation. However, the effects of
processing conditions on the integrity of the molecule are studied at the lab scale, and
these studies can potentially be misleading as they are not necessarily representative of
or mimic the large-scale process. It is suggested here that scaled-down models be built
that would be representative of large-scale unit operations and that these models be
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used to screen formulation candidates to identify the best ones and backup units. The
instabilities that are observed in the solution state continue to persist in the solid state.
The advantage of the lyophilization process is that it converts the solution into solid
dry powder by the removal of water and slows the rates of the reactions that involve
water as reactant, thereby enhancing the pharmaceutical stability and achieving the
desired shelflife. But drying comes with a price; it adds a new set of instabilities
and challenges. Thus, during the design of the “formulation for freeze drying,” the
formulation scientist needs to take into account the instabilities observed in the solution
state and the additional instabilities imparted by the lyophilization process, which will
be mostly physical instabilities: both conformational and interfacial.

18.3. IN-PROCESS INSTABILITY

18.3.1. Freezing Phase

Freezing, which is the first step in the lyophilization process, is actually a dehydration
process where the main objective is the removal of water as a solvent and essentially
complete conversion of the water into ice. Depending on the freezing protocol, the
product can potentially undergo freezing-induced denaturation by two common mech-
anisms: cryoconcentration [4–6] and ice–liquid surface denaturation [7]. In addition
to these, some proteins tend to undergo spontaneous unfolding at low temperatures;
this is termed cold denaturation [8].

18.3.1.1. Freeze Concentration (Cryoconcentration). As the temperature
is lowered after the initial ice nucleation and crystallization, the product cools with
continuous conversion of water into ice, thereby decreasing the amount of water in the
remaining liquid phase and increasing the concentration of all solutes in the remaining
solution. The process of solute concentration continues until the excipients either crys-
tallize or until the system increases in viscosity sufficiently to transform into a solid
amorphous system, or glass, which is deposited in the spaces between the ice den-
drites. This process continues and slows down since the freezing point increasingly
lowers as the solutes concentrate. Complete conversion of water into ice becomes
practically impossible at the freezing temperatures that are typically employed. This
result in a glassy system with almost 20% water remaining unfrozen and dispersed
within the concentrated solutes, which reach concentrations as high as 20–50 times
their initial concentrations [4–6]. This is the freeze concentrate state, where adverse
reactions may potentially occur. Freeze concentration causes an increase in viscosity,
decrease in water activity, and changes in surface and interfacial tension. It also results
in an increase in concentration of protein and will dramatically increase the probabil-
ity of colloidal instability, which can potentially lead to denaturation and aggregation
of a protein [9,13]. For example, if we have a system that contains 1% solute and is
susceptible to a second-order degradation reaction with the typical activation energy
of 25 kcal/mol, if the temperature is decreased from 5◦C to −25◦C, the rate constant
would decrease by a factor of 200. However, an increase in concentration from 1% to
76% would increase the concentration factor in the rate equation by a factor of 5800,
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resulting in a factor of 29 net increases in reaction rate (M. J. Pikal, unpublished data).
Other excipients such as ionic salts and buffer species, if present in the formulation,
will also concentrate during the freezing process. For example, if a formulation con-
tains 0.15 M NaCl, the concentration of NaCl will increase to 6 M before NaCl forms a
eutectic with ice. An exposure of protein to such high ionic strengths could contribute
to the instability of the native conformation [10–12]. Although buffers are included
in the formulations with the objective of maintaining the pH constant, an increase in
concentration and decrease in temperature may result in selective crystallization of the
less soluble buffer component, causing dramatic shifts in pH. The classic example is
the sodium phosphate buffer system. It can show a dramatic decrease in pH of about
four units following crystallization of the basic components of the buffer system. On
the other hand, the potassium phosphate system shows an increase in pH with freezing
[14,26]. Additionally, the amount of oxygen that becames trapped and concentrated
during freezing can increase to 1150 times that at ambient conditions [13]. The for-
mation of antioxidants resulting from interaction of amino acids with aldehydes is
believed to occur maximally at −24◦C, and the dielectric constant is believed to be
more favorable in promoting nucleophilic associations in ice than in water [13].

18.3.1.2. Ice–Liquid Surface Denaturation. Proteins are known for their
tendency to denature at interfaces, and the ice–aqueous interface offers a potential
site for denaturation. Strambini and Gabellieri, using phosphorescence techniques to
monitor the decay lifetime of tryphtophan residues, demonstrated that freezing of
aqueous solutions of proteins causes proteins to denature at the ice–liquid interfaces.
This denaturation often results in the perturbation or loosening of the native confor-
mation, leading to loss of tertiary and secondary structure [7], which in some cases is
reversible and in others is irreversible, thereby producing significant losses. The ice-
specific surface area depends on the degree of underccoling, which, in turn, depends
on the cooling rate. Thus, the higher the degree of undercooling, the smaller will be
the size of the ice and the larger will be the ice-specific surface area. If the active drug,
the protein, is susceptible to ice–liquid interface denaturation, a large ice surface area
means more interfacial denaturation, perhaps leading to increased aggregation during
the freezing process [16–18]. The nucleation temperature is stochastic and a colliga-
tive property; it varies with number and nature of solute. Additionally, anything that
provides a nucleation site, such as the container surfaces, particles present in the liquid
solution, and protein aggregates, will also affect the degree of undercooling [18].

18.3.1.3. Cold Denaturation. As proteins tend to undergo denaturation or
structural transitions at elevated temperatures, which is often denoted Tm, some cold-
labile proteins may similarly undergo unfolding on exposure to subambient tempera-
tures. Cold denaturation is a specific interaction between the nonpolar groups of protein
and water and is dependent on temperature. Hydration of these nonpolar groups is
believed to be thermodynamically favored; in other words, Gibbs free energy of hydra-
tion is negative and increases with the decrease in temperature, leading to unfolding
and resulting in buried nonpolar groups becoming exposed to water [8]. Cold denat-
uration is commonly observed with multimeric proteins such as LDH, asparaginase,



EXCIPIENTS 463

phosphofructokinase, and even smaller proteins like lysozyme, which are termed cold-
labile.

18.3.2. Drying Phase

During the drying phase the protein can potentially undergo additional stresses arising
from the removal of “bound” water and the elevated temperatures that are used to
drive water off. Hageman concluded that the protein surface contains up to 7% of
water bound to the charged residues on the surface and at least this amount of water
is critical for a protein to stay in the compact native conformation [21]. Hageman
also estimated that antibodies, in general, have over 500 water-binding sites on their
surfaces and require approximately 7% water to interact with these sites.

After the end of primary drying phase, depending on the composition of formu-
lation, there will be 10%–20% residual water present. Secondary drying, which is
employed to reduce the moisture levels to ≤1%–2% in an attempt to improve the
storage stability, often unbalances the hydrogen bonding, perturbing the native con-
formation, which results in reversible or irreversible unfolding [19,20]. Replacing this
monolayer of water with hydrogen-bonding excipients is commonly believed to be
critical to the stabilization of the structure of the molecule in the solid state [21].

18.3.3. Storage Phase

No new stresses are developed during the storage that tend to destabilize the protein
and compromise product stability. However, in addition to chemical degradation reac-
tions, the stresses that were developed and identified during processing will continue
to remain and pose challenges to the storage stability of the product. Additionally,
the subtle stresses that developed during the processing and failed to be identified or
picked up at the timescale of processing because of lack of sensitivity of the charac-
terization techniques will manifest and may present surprises during storage. Higher
levels of higher-order aggregates and/or low-molecular-weight (LMW) species and/or
chemical degradants arising from oxidation or deamidation does not imply more faster
reaction in the solid sate but is because of the timescale of storage, which is much
longer than the timescale of processing [19,20]. It is believed that the conformational
alterations due to stresses that occurred during processing continue to occur during
storage and that a fraction of these conformationally altered species aggregate sponta-
neously on reconstitution of the lyophile, the degree of which depends on the nature
of the protein system, procedure of reconstitution, and the reconstitution medium [18].
The remaining fraction tends to refold to the native conformation.

18.4. EXCIPIENTS

18.4.1. Bulking Agents

Formulations that contains small amounts of drug, such that the drug concentration
amounts to much less than 1%, require a bulking agent that acts as “filler” to increase
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the density of the product; otherwise, one may observe a product “blowout.” Inclusion
of bulking agents in the formulations that contain concentrations >3% seldom require
a bulking agent, and use of a bulking agent under these circumstances requires a strong
rationale, as such use can potentially complicate the freeze-drying process. Besides
their use as fillers, bulking agents are included in the formulations for various other
uses, such as to enhance the pharmaceutical elegance of the cake and increase the
maximum allowable product temperature during primary drying. Depending on the
demands of the final product, one can select from a pool of freeze-drying excipients
that give either a crystalline or an amorphous cake. Disaccharides such as sucrose,
trehalose, and lactose; Trisaccharides such as raffinose; and other sugars such as
hydroxethyl starch (HES), dextran, and Polyvinylpyrrolidine (PVP), can be used as
amorphous bulking agents. They tend to remain amorphous during processing and on
storage under dry conditions. However, most of them except HES and dextran have
low collapse temperatures and will require drying at very low temperatures, making
the process time much longer, an attribute not desirable in pharmaceutical manufac-
turing. The use of lactose needs to be questioned for protein pharmaceuticals as it is a
reducing sugar and can easily form adducts with the amine groups on proteins. Dean
and co-workers used dextran in combination with dissacharides in the lyophilization of
actin and reported formation of a strong elegant cake structure [63]. Glycine and man-
nitol are the most commonly used crystalline bulking agents and are often preferred
over amorphous bulking agents because of their relative ease of freeze drying. Manni-
tol and glycine both are easily crystallizable, are easy to reconstitute, and possess high
eutectic temperatures ranging from approximately −1◦C to −3◦C, an attribute very
useful in carrying out the primary drying at a high product temperature without col-
lapse and loss of elegance. Although mannitol is used more commonly than glycine,
mannitol-based formulations are susceptible to vial breakage during lyophilization if
(1) proper freezing protocols are not designed, (2) high fill volume is used, and (3)
mannitol is present at high concentration. Both bulking agents, mannitol and glycine,
form various polymorphs on lyophilization. However, variation in crystal form is nor-
mally of little concern from a freeze drying perspective; however, the hydrate form
of mannitol, if present, could prove to be deleterious to storage stability of the prod-
uct [22–25]. If mannitol hydrate is not desolvated during the freeze-drying process,
desolvation can occur during storage, thereby releasing water of hydration, depressing
the glass transition temperature Tg of the product, and compromising the stability.
In our experience, secondary drying at temperatures in excess of 50◦C appears nec-
essary to efficiently desolvate the mannitol hydrates [84]. The formulation scientist
and the process engineer should not only ensure that the intended crystallization of
excipients are complete during the freezing phase but also appreciate the formulation
factors that favor complete crystallization. Presence of other solutes in the formula-
tion, regardless of whether they remain amorphous or crystallize, will tend to inhibit
or impede the crystallization of the bulking agent; hence, as a general formulation
rule, the weight ratio of crystalline bulking agent to all other solutes should be a
factor of ≥3.
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18.5. BUFFERS

The attributes expected from a buffer for formulations intended for lyophilization are
no different from those with liquid dosage forms:

1. The buffer is expected to be nonvolatile so that its components are not lost
during mixing, filtration, fill, and finish, especially during lyophilization. If
acetic acid or hydrochloric acid is used to adjust the pH, the lyophilization
process can cause significant shifts in pH.

2. The buffer is expected to have high T ′
g –collapse temperature, so that the overall

formulation T ′
g –collapse temperature values are not significantly depressed,

enabling frozen storage of bulk drug substance and freeze drying at normal
temperatures. Alternatively, only a very small amount of buffer is used so that
depression of Tg′ is minimal.

3. The buffer must not crystallize on freezing, causing shifts in pH, and should
not have a pKa that is highly temperature-sensitive.

Tris-HCl buffer is quite sensitive to temperatures; with a decrease in temperature
from 25◦C to 0◦C, an increase in pH by 0.8 unit is normally observed [26].
Buffers are included in the formulations with the intent of controlling and keeping
the pH constant; however, shifts in pH may occur during the freezing stage as a
result of selective crystallization of one of the buffer components. Such shifts in
pH can lead to degradation, compromising the quality of the product as both the
solubility and stability of the molecule are dependent on pH [27,28]. As stated
above, the classic example is a phosphate buffer system, where sodium phosphate
buffer may show a dramatic decrease in pH by four units due to crystallization of
dibasic component, Na2HPO4 · 2H2O [29], while the potassium phosphate system
exhibits only a modest increase in pH of about 0.8 pH unit on freezing, even
under equilibrium conditions. However, as one would expect, under nonequilibrium
conditions and lower buffer concentrations, the pH shifts are moderated since the
degree of crystallization decreases as the concentration decreases [29]. Gomez et
al. have demonstrated that crystallization behavior of phosphate buffer is dependent
on the initial concentration, cooling rates, and sample size [30]. Data collected on
large-volume phosphate systems using freezing rates representative of freezing in
vials are summarized in Table 18.1. Data indicate that the higher the concentration
of buffer, the more prone is the buffer to larger pH shifts. Potassium phosphate
buffers also may undergo large shifts in pH during freezing. As indicated in
Table 18.1, if the initial pH is 5.5, the 100 mM potassium phosphate buffer
increases in pH by 3.1 units during freezing. Larsen [27,28] has shown with a
low-temperature electrode that citrate buffers in general are resistant to pH shifts
on freezing; here, only a slight increase in pH (from 6.0 to 6.4) was observed.
Crystallization was also observed with succinate buffer on warming of frozen
solution [26].
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TABLE 18.1. Shifts in pH During Nonequilibrium Freezing of Phosphate Buffers

Concentration, mM Initial pH Frozen pH �pH

Sodium Phosphate
100 7.5 4.1 −3.4

8 7.5 5.1 −2.4
Potassium Phosphate

100 7.0 8.7 +1.7
100 5.5 8.6 +3.1
10 5.5 6.6 +1.1

Sources: Data taken from Gomez et al. [30].

18.6. STABILIZERS

Proteins in the solid state are susceptible to conformational changes, in addition to
chemical degradation such as oxidation and deamidation. A stabilizer is an excipient
that is added to the formulation to maintain the physico chemical stability of the drug
active during processing and on storage.

18.6.1. Minimizing Oxidation

Protein oxidation is the covalent modification of a protein induced either directly by
reactive oxygen species or indirectly by reaction with secondary byproducts of oxida-
tive stress. Several residues on the proteins and peptides such as methionine, cysteine,
histidine, tyrosine, and tryptophan are susceptible to oxidation under some conditions.
The mechanism by which they undergo oxidation is quite complex and is potentially
different for each amino acid, but they all have one thing in common. They all require
the conversion of molecular oxygen into reactive oxygen by transition metals [iron(III)
or copper(II)] or an appropriate electron donor. Methionine undergoes metal-induced
oxidation to methionine sulfoxide or sulfones and other products, histidine residues
are easily oxidized in metal-catalyzed autooxidation pathways to 2-oxohistidine, tryp-
tophan and tyrosine may be degraded by light-catalyzed oxidations [41–44], and
cysteine oxidizes to form either “nonnative” intra- or intermolecular disulfide bonds.

Chemical degradation by oxidation involves partial unfolding of the protein struc-
ture unless the oxidative residues are on the surface of the protein. In cases where
prior structural change is required for the oxidation processes, stabilization can be
facilitated by stabilizing the protein’s native state through the modulation of solution
conditions such as pH, temperature, and the presence of cosolutes [64]. Alternately,
one may remove the sensitive residue by site-specific mutagenesis, replacing the labile
residues with stable residues [65]. Despite modulating solution conditions to stabilize
the structure, and even though the freeze drying is carried out under vacuum and
the vials are backfilled with a blanket of N2, some level of oxidation occurs in the
solid state during processing and on storage. Oxygen trapped in the amorphous phase
during freezing that was not removed during drying will be available for reaction,
and not much oxygen, on a weight basis, is required for significant oxidation of a
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large molecule such as a protein. Specific chemical components may be included in
the formulation to retard the oxidation rate, but one needs to be aware of their limita-
tions. Ethylenediaminetetraacetic acid (EDTA) is commonly used as a chelating agent
to complex with trace metals, and it works effectively in many instances. However,
in some cases the complex can bind to the metal binding site on the protein and
generate reactive oxygen exactly where it will do the damage. Similarly, ascorbates
function as antioxidants but also may act as a prooxidant. Scavengers (i.e. thiourea)
for reactive oxygen species such as hyroxyl radical or singlet oxygen may be included
to retard the oxidation process. Li et al. found mannitol to be an effective scavenger
for the dithiothreitol prooxidant system [44]. Care needs to be taken to eliminate or
minimize the sources of transition metal and reducing agent contamination. Obvi-
ously, oxygen content in the solution being processed and leaching of metals from
the equipment needs to be minimized. Poly(ethylene glycols) and nonionic surfactants
are commonly included in the formulations to stabilize, but they are known to con-
tain peroxides. Hence, both bulk drug substance and the excipients should be tested
for purity, and tighter purity specifications for transition metal ions, prooxidants, and
peroxides need to be established.

18.7. DESIGN OF FORMULATION

The first step toward the design of a robust formulation is the identification of insta-
bility(ies) during the various phases of freeze drying. This information is critical to
the efficient selection of appropriate excipients and screening of formulation candi-
dates; otherwise, much time will be wasted in following a trial-and-error approach.
In a single well-designed experiment one can identify the problem. Perform a freeze
drying run on a protein solution without any excipients, take out a few vials after the
end of the freezing phase, and complete the freeze drying with the rest of the vials.
Examine freeze–thaw and freeze-dried stability to isolate the problem.

If the freeze–thaw studies determine that the protein molecule is sensitive to
freezing-induced denaturation and variations in freezing process parameters does not
completely resolve the problem, addition of a stabilizer is required. Sometimes a com-
bination of stabilizer and optimization of freezing protocol will be more effective than
addition of stabilizer alone. As indicated in Section 18.3.1, several adverse reactions
can occur during freezing, and a number of distinct “stresses” may develop during
freezing. Thus, the proper choice of stabilizer is not always a straightforward task.
Certainly, instability could be due to a shift in pH in the frozen state caused by selec-
tive crystallization of one of the buffer components if a protein’s structural integrity
is sensitive to pH shifts.

18.8. SELECTION CRITERIA FOR VARIOUS MATERIALS

18.8.1. Buffers

One should avoid the use of buffers that tend to crystallize on freezing or at least
use small amounts such that the weight ratio of buffer to other solutes is so low that
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TABLE 18.2. Effect of Sucrose on pH Shift in Sodium phosphate Buffer Systems
During Nonequilibrium Freezinga

Weight Ratio, Sucrose : Buffer pH Shift at −10◦C

0.0 −3.4
0.36 −3.3
1.0 −2.9
2.0 −2.5
6.0 0.0b

Source: Data taken from Gomez et al. [30].
a The buffer concentration is 100 mM with an initial pH of 7.5; pH shift is final pH
minus initial pH.
bNo crystallization of buffer observed in freeze-dried sample (X-ray powder diffraction).

TABLE 18.3. Glass Transition Temperatures Tg of Selected Excipients Measured by DSCa

Compound Tg,◦C Reference

Citric acid 11 54
Glycine (∼30) 13
Lactose 114 55
Maltose 100 55
Mannitol 13 21,56
Raffinose 114 55
Sorbitol −1.6 56
Sucrose 75 55
Trehalose 118 55
Maltodextrin 860 169 55
PVP k90 176 55

a Consult the references listed at the end of this chapter for details on the techniques. Value in
parentheses is extrapolated fom mixtures using the Fox equation and is highly approximate.

crystallization does not occur. The influence of the presence of other solutes on buffer
crystallization and resulting pH shift is indicated by the data in Table 18.2 [30]. The
fact that the buffer capacity increases with the concentration may motivate one to
add high levels of buffer salts, but such additions must be carefully reviewed. High
buffer concentrations increase the possibility of pH shifts during freezing; even if
crystallization does not occur, high levels of amorphous buffer salts are problematic
since salts normally depress the glass transition temperature of the freeze concentrate
[33,34] of the formulation, thereby lowering the collapse temperature. The common
buffer HEPES is a good example of this effect. In these situations, the Fox equation
[Eq. (18.1)] may be used to estimate the magnitude of the reduction in T ′

g and collapse
temperature

1

Tg
= W1

Tg1
+ W2

Tg2
(18.1)
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where W1 is the weight fraction of component 1 and Tg1 is the glass transition tem-
perature of pure component 1. For example, if the T ′

g of a buffer salt is on the order
of 20◦C lower than that of the remainder of the formulation, a buffer level of ∼25%
of the total solids would lower the collapse temperature by about 5◦C, which, in turn,
would increase the primary drying time by a factor of ∼2. Clearly, the formulator
should employ low levels of buffer, as this practice would minimize both the impact
of the buffer on collapse temperature and prevent crystallization-induced pH shifts.
Additionally, the formulator needs to know that proteins have ionizable groups whose
pKa values range from 1 to 12 and for high-concentration protein formulations, with
the protein itself acting as a universal buffer, and one perhaps does not need to add a
buffer. Acetate buffer has a very low T ′

g –collapse temperature (ranging from −80◦C
to −64◦C) and is somewhat volatile in nature (i.e., acetic acid); phosphate buffers
crystallize and have the potential for significant pH shifts, and thus are not the best
choices for freeze drying. Buffers that do not crystallize during freezing and have
ninimal pH change include citrate, histidine, and Tris. Biological buffers like HEPES
and MOPS are also good choices. Citrate buffer is perhaps the best choice, as long
as the pH range is adequate, as citrate does not crystallize and has a high collapse
temperature [26].

18.8.2. Surfactants

If aggregates or particulates are observed after the freeze–thaw cycle, the instability
could be due to partial unfolding caused by adsorption of protein at one of the several
interfaces that are created during the process of freeze drying and/or spray–freeze
drying and during reconstitution of the powder. Unfolding can occur at the ice–liquid
interface that forms during freezing. Reconstitution of the dried powder releases the
air that was trapped during freezing and forms an air–liquid interface. Spray–freeze
drying creates a large air–liquid interface during atomization in addition to the inter-
faces created during normal freezing, drying, and reconstitution. Of these potential
sites for adsorption, the ice–liquid interface is generally the most problematic in con-
ventional freeze drying. Several techniques have been used to determine and confirm
whether protein is involved in ice–liquid interface denaturation.

Webb et al. [35] studied the amount of protein that would maximally adsorb at
the air–liquid interface during atomization of the solution in spray drying applications
using electron spectroscopy and rhINFγ solution. They also investigated whether any
correlation exists between amount adsorbed and amount denatured as aggregates. They
reported that approximately 0.54 mg of rhIFNγ/mL would adsorb at the air–liquid
interface during atomization, and this number closely corresponded to the actual level
of aggregates, suggesting that all the protein adsorbed at the interface subsequently
results in aggregation. Using several proteins and Teflon beads as hydrophobic sur-
faces, Chang et al. [18] demonstrated that the particulate levels after freeze–thaw were
well correlated with particulate levels after shaking protein solutions with the Teflon
beads. Using phosphorescence lifetime measurements, Strambini and Gabellieri [7]
demonstrated that conformational damage may, indeed, result from the interaction of
proteins with the ice surface.
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Figure 18.1. Effect of freezing rate on protein precipitation during freezing. (Courtesy
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Surfactants are widely used in the protein formulations for a variety of purposes:
(1) as a wetting agent in the reconstitution medium to aid in reconstitution of pow-
der; (2) to prevent loss of native protein due to adsorption at the surfaces of filters,
equipment, and containers, especially in formulations with low protein concentrations;
and (3) as a chaperone to aid in refolding of structurally altered forms and thus pre-
vent aggregation. In all these applications, it is a nonionic surfactant, typically either
polysorbate 20 or 80 that is used, usually in the range from 0.01% to 0.1% w/v.

There are several examples in the literature that clearly demonstrate that addition
of surfactants protects the protein from interface-induced denaturation and therefore
prevents the formation of particles or aggregates. Mumenthaler et al. [36] studied the
effect of interfaces on the integrity of protein with spray drying and freeze drying of
human growth hormone (hGH) and found that most of the aggregates, soluble and
insoluble, were formed during atomization, and addition of 0.1% polysorbate 20 to
the formulation greatly reduced formation of both soluble and insoluble aggregates
due to interfacial denaturation.
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Chang et al. [18] studied the effect of freezing rate on protein precipitation
of various proteins (LDH, PFK, GDH, and IL-1ra) and found a linear correlation
between the turbidity and freezing rate. They also found that the precipitation of
protein can be eliminated by the addition of 0.01% polysorbate 20 (see Figs. 18.1
and 18.2). Jameel et al. studied the effect of freeze–thaw on the emission spectra
and elution profiles of rhFVIII (recombinant human factor VIII) molecule in the pres-
ence and absence of polysorbate and found that the decreased fluorescence intensity,
which is reflective of conformational changes, and formation of aggregates due to
freeze–thaw can be eliminated by the addition of polysorbate 20 (see Fig. 18.3).
Kerwin et al. reported that aggregation of hemoglobin during freeze-thaw can be
essentially eliminated by addition of polysorbate 80 at concentrations from 0.0125%
to 0.1% [39]. In the absence of polysorbate 80, particle formation increased with the
increase in the number of freeze–thaw cycles, and after five of these cycles, par-
ticle concentration increased by more than an order of magnitude when frozen to
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Figure 18.3. Elution profiles of rhFVIII post-freeze–thaw with and without polysorbate 80

post-freeze–thaw: (a) pure rhFVIII without exposure to freeze thaw; (b) after exposure to

freeze–thaw in the absence of polysorbate 80; (c) after exposure to freeze–thaw in the

presence of polysorbate 80.
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−20◦C and increased by a factor of ∼5 when freezing to −80◦C. Investigation into
the mechanism of stabilization of haemoglobin by polysorbate 80 suggested that the
stabilization mechanism does not involve binding of surfactant to the protein. How-
ever, it was speculated that a competitive displacement mechanism may be operative.
However, in all cases, addition of low levels (∼0.01%) of surfactants, either polysor-
bate 20 or 80, greatly minimized particulate formation. Thus, it is certainly prudent to
test the effect of surfactants in situations where protein aggregation is a problem dur-
ing freeze–thaw or during solution handling. If the addition of surfactant and practical
variations in the freezing process does not eliminate the formation of aggregates and
particulates or loss of activity, then the protein may be susceptible to be cold lability
and addition of cryoprotectant may be required.

18.8.3. Cryoprotectants

The protein structure or conformational stability of a protein is normally a delicate
balance between various interactions. These interactions are sensitive to extreme tem-
peratures (hot and cold) on either side of an optimal temperature, which is termed
the stable temperature (see Fig. 18.4). When proteins are exposed to elevated tem-
peratures, the free energy for unfolding decreases and the native conformation is
ultimately lost on thermal denaturation. Similarly, some proteins termed cold-labile
tend to undergo spontaneous unfolding at cold temperatures, and the process is called
cold denaturation [8,45]. Solutes such as sugar, polyols, certain amino acids, methy-
lamines, and “salting out” salts are added in molar concentrations into the formulations
to protect proteins against denaturation. When these solutes are used to prevent con-
formational changes and degradation during freezing, they are termed cryoprotectants
and work same way as in nonfrozen aqueous solutions against thermal or chaotrope

Figure 18.4. Schematic representation of the protein stability curve (Becktel and Schellman,

1987) illustrating the temperature dependence of the free energy of unfolding, �G.
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unfolding. They work effectively in the concentration range of 300–600 mM by a
mechanism called preferential exclusion of solutes proposed by Arakawa and Timash-
eff [46] and reviewed and demonstrated by Carpenter and Crowe [47,48]. According
to Timasheff and co-workers, the solutes are excluded from the vicinity of protein, and
their presence increases the chemical potential of the protein. This increase in chemical
potential is a function of surface area; the larger the surface area, the higher will be the
increase in chemical potential. Since the denatured form of protein will have a larger
surface area, the chemical potential of the denatured form will be higher than that of
the native form; hence the native form is thermodynamically favored. This hypoth-
esis was tested for various protein systems by different research groups. Chang and
co-workers found that sucrose was able to protect recombinant interleukin-1 receptor
antagonist against the formation of aggregates from species whose tertiary structures
were slightly perturbed but whose secondary structures were largely intact, similar to
the molten globule state [83]. Anchordoguy et al studied a multimeric protein, LDH,
and bovine serum albumin (BSA) as model proteins with polyvinylpyrrolidone (PVP)
as a cryoprotectants, and found that both BSA and PVP were able to protect the
quaternary structure of LDH against the dissociation into subunits during the freezing
phase of lyophilization [15].

Since the increase in chemical potential of a protein due to the presence of a
cryoprotectant does not necessarily correlate quantitatively with the effectiveness of
that compound as a cryoprotectant, it is always advisable to screen several com-
pounds [e.g., glycine, mannitol, disaccharides, poly(ethylene glycol)s (PEGs), PVP,
certain amino acids, methylamines, and “salting out” salts) as potential cryoprotec-
tants. High-molecular-weight PEGs are more effective than LMW ones; the classic
example is lactate dehydrogenease [49]. In cases where the protein undergoes chemical
degradation through oxidation, PEGs would not be a good choice as they may contain
peroxides. Note that for cryoprotection, it is the concentration of the cryoprotectant
in solution that is the key concentration variable, regardless of the concentration of
protein in the formulation.

Depending on the protein molecule and its particular instabilities, one might need
to include more than one excipient to stabilize. For example, PEG stabilizes the
proteins during freezing due to preferential exclusion of PEG from the surface of the
protein, while sugars such as trehalose protect the proteins during drying perhaps by
hydrogen bonding to the dried protein. However, one has to be aware of the fact
that freeze-concentration-induced phase separation between the excipients can occur,
and such phase separation may result in loss of protein native structure [66]. An
excellent example is provided by hemoglobin. Heller et al. have demonstrated that
when PEG and dextran were used in the hemoglobulin formulation, freezing-induced
phase separation occurred between PEG and dextran, which, in turn, caused changes
in protein structure. They also demonstrated that addition of sugars that remained
amorphous, such as sucrose and trehalose, did not prevent the loss of native structure.
Surprisingly, mannitol in quantities that crystallize did protect the protein’s structure.
It was suggested that the mechanism involved division of the interstitial concentrated
solution volume into small and segregated regions by crystalline mannitol, thereby
inhibiting the nucleation and/or growth of the PEG–dextran phase separation [61,62].
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Such phase separation problems can be moderated by increasing cooling rate, allowing
less time for the system to phase-separate.

18.8.4. Lyoprotectants: Stabilization During Drying
and Storage

In addition to possible factors unique to the protein of interest, the long-term storage
stability of a lyophilized product depends on two critical factors that need to be
addressed during the drying phase: (1) the physical state, that is, creating a glass with
high Tg and low residual moisture content, and (2) retention of native structure in the
dried state.

We freeze-dry to increase storage stability relative to the solution state, assum-
ing that the restricted molecular mobility of the solid state will lead to stabilization.
In general, stability of an amorphous solid (i.e., glass) is several orders of magni-
tude more stable than the corresponding aqueous solution, and at least with small
molecules, crystalline drugs are much more stable than glasses [52]. In an attempt
to remove water to create a glassy solid with high Tg during secondary drying, the
hydrogen bonding between protein and water is broken. Thus, it is often argued that
the hydration shell responsible for keeping the native structure intact is lost, causing
a significant thermodynamic destabilization of the protein molecule that may result
in aggregation. The use of lyoprotectants as “water substitutes” allows a hydrogen-
bonding interaction with protein similar to that between water and the protein to occur,
so that protein is thermodynamically stabilized. The stabilization mechanism can be
interpreted both thermodynamically and kinetically. The thermodynamic interpreta-
tion of stabilization by water substitutes is that the stabilizer by hydrogen bonding
with protein similar to water maintains or restores the free energy of unfolding such
that thermodynamically native conformation is preferred over the unfolded form. The
kinetic interpretation of stabilization via the vitreous hypothesis argues that since pro-
tein is molecularly dispersed in the amorphous component of the stabilizer, which will
be very viscous and behave as a glass, the mobility will be restricted. Because of this
viscous microenvironment around the protein, the mobility is restricted and the rate
of conformational changes leading to unfolding of protein will be retarded or arrested
and the protein will be stabilized.

Nonreducing di- and trisaccharides, such as sucrose, trehalose, or raffinose, are
normally good lyoprotectants [19,20] as they would be expected to function as good
water substitutes and good glass formers. Polymers are generally much less effective,
possibly because of their steric hindrance in forming hydrogen bonds to the protein.
One requirement of a stabilizer is that it be inert in the sense that it should be incapable
of chemical reaction with the protein; hence, reducing sugars such as lactose, maltose,
and glucose should not be used in protein formulations. It was reported that although
the use of lactose provides high Tg and stabilizes hGH against the formation of
aggregates lactose reacts with the hGH forming a Schiff base adduct [17]. Similarly,
Shihong et al. studied the effects of reducing sugars on the chemical stability of
recombinant human relaxin in the lyophilized state and reported covalent adducts of
glucose with amino groups on the side chains of the protein (Lys and Arg) formed
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via Maillard reaction [67]. Under conditions of acid pH, particularly below pH 5,
trehalose is a much more effective stabilizer than sucrose or raffinose, which hydrolyze
to their reducing sugar components much more rapidly in the solid state than does
trehalose, thereby leading to degradations initiated by reducing sugars [50]. This issue
is discussed in more detail later. For stabilization during drying or storage, the key
concentration variable is the weight ratio (or mole ratio) of saccharide to protein, with
the weight ratio of stabilizer to protein normally ranging between 1 : 1 and 10 : 1.

The residual water content in the cake significantly influences the storage stability
of the product. In addition to its role as a reactant promoting the chemical reactions,
water also acts as a plasticizer affecting the physical state of the product. The effect
of residual moisture content on the Tg of the commonly used amorphous stabilizers
is illustrated in Figure 18.5. It can be seen that with the increase in water levels,
there is a roughly linear decrease in the Tg values, making the system “less glass-
like” at a given temperature, and eventually causing the glass to transform into a
fluid at the storage temperature, compromising the stability requirement that protein
be dispersed in the glassy phase [56]. In situations where it is not practically feasible
to achieve low levels of residual moisture content in the product, use of trehalose
will be beneficial as the Tg of trehalose (118◦C) is much higher than that of sucrose
(74◦C), and any depression in Tg values will yield Tg values that are still high enough
to meet the stability specification that the product glass transition temperature be
well above all anticipated storage conditions. However, as long as the residual water
content is maintained low and the product is not plasticized by other LMW formulation
components, a sucrose formulation should be able to provide the required Tg to achieve
stability at normal storage conditions. Because of a very low Tg, use of sorbitol as
a major formulation component should be avoided. One should also be aware of the
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fact that the incomplete crystallization of bulking agents such as glycine or mannitol
may also depress product glass transition temperatures.

In order to determine the optimum amount of the stabilizer to meet the two
important requirements mentioned above, a wide range of sugar: protein weight ratio
with different sugars must be screened as this optimum weight ratio depends on both
the nature of the protein and the presence of other excipients. In addition to physical
properties, the screening process should involve evaluation of native structure of the
protein in the solid state to get an early read of the effectiveness of both the formulation
and the process; Raman and FTIR spectroscopy are commonly employed to evaluate
the secondary structure of the protein in solid state. It has been shown by various
groups [51–55] that stability during long-term storage in the dried solid is correlated
with retention of native protein during freeze drying. Prestrelski et al. reported FTIR
data on rIL-2 that exhibited a good correlation between storage stability and structure,
with a more native conformation associated with greater storage stability [53]. Even
with samples stored well below the Tg of the dried product, damage rose rapidly
when the protein was unfolded in the dried solid. However, one will not always
observe a good correlation between what is assessed with FTIR and the aggregation
level observed postreconstitution. In many cases FTIR spectra may suggest changes
in secondary structure, but on reconstitution one may not find a loss of activity or
aggregate formation. Thus, the structural perturbations noted in the solid are usually
reversed by dissolution; that is, the protein refolds to the native structure. On the other
hand, FTIR spectra may suggest no change in native structure and complete protection
by the stabilizer, but one may still observe degradation postreconstitution. In those
situations, one might circumvent the problem by including surfactant in the diluent;
the surfactant may act as chaperone and prevent any intermolecular interactions and/or
function as a wetting agent that expedites the dissolution process [18].

If oxidation is a major degradation pathway, stabilization requires attention to
the chemical composition of the system, including both the effects of impurities and
addition of “stabilizers” as described earlier. David et al. characterized the solid-
state reaction product from a mannitol-based lyophilized formulation and determined
that degradation arises from oxidation. They concluded that reducing sugar impuri-
ties in mannitol were responsible for the oxidative degradation of the product via a
mechanism that involves Schiff base intermediates [68].

18.9. IMPACT OF FORMULATION ON PROCESS

It is clear that one of the goals of formulation design should be to provide the high-
est collapse temperature that is practical within the constraints of maintaining protein
stability. Higher concentration of protein in the formulation is desirable for two rea-
sons: (1) Increasing the protein concentration in the formulation tends to increase
the collapse temperature as the T ′

g value of a protein is typically −10◦C, and (2) a
high concentration of protein tends to protect the protein against freezing induced
denaturation. Thus, from a process throughput perspective, it is desirable to have a
high weight ratio of protein to stabilizer; however, one of the stability requirements is
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that the stabilizer : protein weight ratio be high enough that the protein is molecularly
dispersed in the amorphous component of the stabilizer with significant dilution. It is
also true that exceeding the total solid mass by >10% will have significant impact on
the drying process performance and that, at times, it becomes difficult to dry. Striking
a fine balance between these competing requirements is one of the challenges that
a formulation scientist and a process engineer need to juggle during the design of
formulation and process. Details of formulation optimization are discussed in the next
section.

Drying with retention of structure requires the product to be dried below the col-
lapse temperature, which depends on the composition of the formulation. Selection
of excipients should not be based exclusively on their ability to stabilize the protein
but must also recognize their ability to meet the manufacturing requirements. Com-
mercial lyophilization processes require the selection of those excipients that possess
relatively high collapse temperatures and are sufficiently robust in physical state, such
that slight variations in process conditions do not cause problems. The lower the T ′

g,
the longer and more expensive will be the process. Moreover, drying of formula-
tions with extremely low collapse temperatures may not be feasible in commercial
lyophilization operations. The rate of sublimation is directly proportional to the dif-
ference in vapor pressure of ice at the product temperature and chamber pressure, and
inversely proportional to product resistance:

dm

dt
= (Pice − Pc)

Rp + Rs
(18.2)

Equation (18.2) means that an efficient process is the one that runs at high product
temperature, and a robust formulation is the one that gives high maximum allowable
product temperature, specifically, collapse temperature, and low product resistance.

18.10. PRACTICAL CONSIDERATIONS IN THE DESIGN OF
FORMULATIONS AND STABILITY TESTING

18.10.1. Formulation Design

18.10.1.1. General Principles. One should generally strive to minimize
the complexity of the formulation, which normally means restricting the number
of components to only those whose functions are important to product quality.
Commonly, buffers are employed, and bulking agents and/or saccharide stabilizers
may be included. Surfactants are often added to avoid product loss due to adsorption
and/or degradation, particularly when the drug is a protein at very low concentration,
and thus perform a stability function even though surfactants are seldom classified as
stabilizers. Other types of materials may be added in special cases of instability, such
as antioxidants and chelating agents, to sequester ions that may accelerate oxidation
(i.e., iron). With proteins, one may add components to stability issues peculiar to a
given compound, such as Ca2+ to stabilize conformation. Highly specific scenarios
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are beyond the scope of this chapter; here, we consider only stabilization principles
of general applicability.

Although buffers are intended to control pH, as noted earlier, massive pH changes
can occur during freezing when one component of the buffer system crystallizes. This
problem is minimized by use of only a small amount of buffer relative to the sum
total of other solutes that remain amorphous. Under such conditions, the buffer rarely
undergoes crystallization, and instead remains amorphous, thereby avoiding the large
pH shift that could otherwise occur. Stabilizers of various types are often necessary,
but some data are necessary to allow the formulator to rationally proceed with for-
mulation development. Thus, assessment of potential instability during process and
storage is critical during the early phase of a project. One typically characterizes
the purity (i.e., type and level of degradation products) in the starting solution and
then carries out a freeze-drying process where samples are taken at various stages of
the process for assessment of degradation. Samples are taken after freezing, thawed,
and assayed. Samples are also taken after freeze drying is over, sometimes at vari-
ous times during secondary drying, and these samples are assayed to determine the
degradation during the freeze-drying process. Next, the freeze-dried samples are sub-
jected to a brief accelerated stability test at 40◦C or 50◦C, but at least 10◦C below
the glass transition temperature, for 2 or perhaps as long as 4 weeks. The purpose
of this test is to evaluate the scope of the stability problem, if any, and not to do
formulation screening. Thus, one studies the pure drug, or if the fill concentration
is much below 1%, a combination of the drug and 3% mannitol as a bulking agent.
The stability during freeze–thaw and during freeze drying and reconstitution is exam-
ined. The preliminary assumption is that if the degradation after freeze drying and
reconstitution is greater than that during freeze–thaw, the difference is attributable
to degradation during the drying process, likely during secondary drying. The hidden
assumption is that degradation during thawing is equivalent to that during reconstitu-
tion, a plausible but hardly exact approximation. If the drug concentration is low and
significant degradation is noted during freeze–thaw, addition of a nonionic surfactant
(i.e., polysorbate) might improve the stability. In addition, one might add compounds
that behave as “excluded solutes” (i.e., as noted earlier, amino acids, nonreducing
disaccharides, PEGs) in an attempt to thermodynamically stabilize the native con-
formation and thereby minimize degradation. If degradation appears to occur during
drying, addition of a nonreducing saccharide stabilizer is indicated. Finally, if there is
additional degradation during storage, and moisture content has been well controlled,
the formulation requires addition of a nonreducing saccharide stabilizer in an amount
of the same magnitude as the amount of drug. Historically, stabilizers have tradition-
ally been nonreducing saccharides, which tend to resist crystallization, are chemically
inert, and also hydrogen-bond effectively, thereby tending to maintain miscibility with
the drug, particularly proteins [69]. Polysaccharides have not been found particularly
effective [69]. The relevant properties are summarized in Table 18.4. Obviously, tre-
halose has some potential advantages over both sucrose and raffinose in that the
glass transition temperatures are higher than for sucrose, and trehalose is not suscep-
tible to acid hydrolysis. Although none of the saccharides listed in Table 18.4 are
reducing sugars, acid hydrolysis leads to the formation of the constituent “reducing”
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TABLE 18.4. Properties of Common Stabilizers and Bulking Agents

Stabilizer or History of
Bulking Agent T ′

g
◦C Tg

◦C Commercial Use Comments

Stabilizers
Sucrose −35 75 Extensive Not stable to acid hydrolysis
Trehalose −28 118 Some Stable to acid hydrolysis
Raffinose −27 114 None Not stable to acid hydrolysis

Bulking Agents
Mannitol −30 13 Extensive Good cake, vial breakage
Glycine (−62) 31 Moderate Fair cake, no vial breakage

Source: Data taken from Pikal [69].

monosaccharides, which can then lead to the sequence of chemical reactions with
amine functionality commonly denoted as Maillard reactions , with subsequent degra-
dation of the drug [69,70]. The data (Fig. 18.6) demonstrate that sucrose and raffinose
hydrolyze readily at low pH, even in the solid state, but trehalose is relatively stable.
Thus, for low-pH applications, trehalose is vastly superior to sucrose, and because
of the relatively high Tg, trehalose is also superior to sucrose in applications where
moisture control is difficult. However, in our experience [71], and in some literature
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Figure 18.6. (Continued)

studies [72], sucrose is found to provide superior stabilization, at least for proteins.
Furthermore, as long as the formulation is above pH 5 and one has the ability to
control residual moisture, the problems of hydrolysis and reduction of Tg by water do
not manifest themselves, and therefore, in most cases sucrose seems to be the best
choice for a protein stabilizer.

Historically, mannitol has been the favorite choice for a bulking agent, although
glycine also is quite satisfactory. Both have eutectic temperatures only slightly lower
than 0◦C, and both crystallize quite well even in the presence of other components,
as long as they are the major component. However, it is critical that crystallization
of the bulking agent be essentially complete as the failure to completely crystallize
could produce a system with a very low glass transition temperature T ′

g and therefore
very low collapse temperature, particularly for glycine, and with a low glass transition
temperature for the amorphous phase in the final freeze-dried product, particularly for
mannitol. These problems arise because of low values of T ′

g for the pure components,
as well as low glass transition temperatures in dried amorphous solids for both man-
nitol and glycine [69]. While mannitol is unquestionably the most popular bulking
agent, it does have one disadvantage; it tends to break vials when the fill depth is
high [69,73]. This problem can be minimized or entirely eliminated if the system
is not subjected to temperatures much below the T ′

g of mannitol until after most of
the mannitol has crystallized. Specifically, the initial stage of freezing should involve
forming ice above −30◦C and then increasing the temperature to around −20◦C to
allow complete crystallization of mannitol from a “slush” rather from a glassy system
that can transmit mechanical stress from the expansion that occurs when mannitol and
ice both crystallize.
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18.10.1.2. Optimum Levels of Bulking Agents and Stabilizers. In gen-
eral, it is advantageous to freeze-dry a system whose solids content is between about
3% w/w and 10%. Less than 3% may provide less elegance and may risk “blowout,”
but more than 10% may dry slowly because of high product resistance to vapor trans-
port. Also, experience has shown that stabilization is normally better with higher
volume (weight) ratios of stabilizer to protein (or presumably, other drug type). Thus,
if possible, we attempt to use stabilizer : drug weight ratios ranging from 1 : 1 to 10 : 1.
Ratios much higher than 10 : 1 tend to be impractical if the drug is present at anything
except trace amounts. Note that while greater stabilization will result from higher
levels of stabilizer, one does not always need the maximum stabilization, and at least
with monoclonal antibodies, sufficient stabilization is sometimes achieved with weight
ratios of only 0.5 : 1 [74]. With a bulking agent, at least with mannitol or glycine,
crystallization of essentially all the bulking agent is critical, and to achieve com-
plete crystallization, the crystallizable bulking agent needs to be present in significant
excess; a weight ratio of 3 : 1 of bulking agent to all other amorphous solute compo-
nents is recommended. Even at 3 : 1, annealing during the freezing process might be
necessary to achieve the needed degree of crystallinity. Suggested guidelines for lev-
els of bulking agents and saccharide stabilizers, consistent with the abovementioned
principles, are given in Figures 18.7 and 18.8. Note that for high-dose drugs, to main-
tain total solute concentration below about 10%, it may be necessary to use levels
of stabilizer lower than what might be desired for maximum stability. The significant
question, however, is whether the level selected provides the stability needed. Finally,
it should be emphasized that these are general guidelines, not hard rules, and on some
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occasions it may be necessary to formulate well outside these guidelines. For example,
we have successfully freeze-dried from systems of 30% w/w solids.

While the discussion above has focused on selection of a single stabilizer, typically
either sucrose or trehalose, we note that more recent studies suggest that enhanced
stability may be produced by including a few percent of a “small molecule,” such
as glycerol or sorbitol, in the disaccharide stabilizer system [78,79]. Although such
addition plasticizes the disaccharide : protein system ratio and lowers the Tg, it appears
that “fast dynamics” is antiplasticized [80], and the stability clearly improves [78,79].
Thus, whenever a disaccharide stabilizer is selected, it would be useful to also evaluate
a disaccharide stabilizer system to which has been added glycerol or sorbitol at roughly
2%–5% of the disaccharide content.

Combinations of stabilizer system and bulking agents can also be effectively
utilized whenever a drug is present in a very small amount. Thus, with low levels
of drug, a high stabilizer : drug weight ratio can be utilized with the total amorphous
solute still being very low in concentration. Thus, a bulking agent, such as mannitol,
can also be added, even at the recommended 3 : 1 weight ratio of bulking agent to
amorphous phase, without driving the total solids content beyond the recommended
10%. Thus, one might develop a formulation for a drug at 1 mg/mL by using a 10-
mg/mL stabilizer system (i.e., disaccharide-based) and a 50-mg/mL bulking agent (i.e.,
mannitol). The total concentration is about 6%, well below the “limit” of 10%, and
is consistent with the recommended relative amounts of both stabilizer and bulking
agent. Yet, such a system could be dried well above the collapse temperature of
the amorphous phase without giving the appearance of macroscopic collapse. If so,
elegance would be preserved, the sample would maintain good pore structure and
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would therefore undergo secondary drying well, and it would reconstitute well. As
long as drying above the amorphous phase T ′

g would not pose a stability problem, the
net result would be a process that significantly reduces the process time yet maintains
all valid measures of product quality.

Patient compliance and convenience requirements may warrant flexibility in
presentations, such as multiple protein concentrations, and multiple doses from the
same configuration. These will pose additional challenges on formulation design.
For instance, the presence of a bacteriostatic agent necessary for a multidose
presentation may have stability implications for the active drug. Isotonicity is critical
for subcutaneous administrations but not critical for IV administrations, where
isotonicity is usually controlled by the large-volume parenteral used in administration.
Adjustment of isotonicity with sodium chloride needs to be questioned as its presence
in the formulation significantly alters the freeze-drying properties of the formulation.
In such situations an effective strategy would be to keep the bacteriostatic agent and
any tonicity modifiers such as sodium chloride out of the formulation and include
them only in the diluent [69]. Similarly, changes in diluent volume and composition
can be used to deliver multiple protein concentrations from a single lyophilized
concentration.

18.10.2. Stability Testing

18.10.2.1. Practical Considerations. One needs to recognize that many
pharmaceutical systems, including the excipients, are not absolutely pure. Impurities
may include trace transition metal ions that may catalyze oxidations, synthetic
intermediates, and degradation products, as well as dissolved oxygen—even in freeze-
dried solids. The phase chemistry is often complex with multiple crystalline phases
and most important, we may have components that are nominally crystalline
but remain partially amorphous during processing and recrystallize slowly on
storage. Stability is normally characterized in systems with modest overall levels
of degradation, simply because degradation in excess of about 10% is not normally
consistent with regulatory constraints. Thus, the system has typically not undergone
sufficient degradation to define reaction order. Further, the very concept of reaction
order loses validity with either crystalline or amorphous solids [71]. Most reactions
are complex, making it difficult to even define a rate constant, and in many cases the
empirically defined rate constant may, in reality, be a combination of rate constants
for fundamental reactions and/or combinations of rate constants and equilibrium
constants. Thus, extrapolation of data from high temperatures using the Arrhenius
equation is far from rigorous. Given the limited accuracy in assays, even via HPLC, it
is normally better to measure levels of degradation products than simply characterize
loss of parent. Assay for degradation product provides much higher sensitivity and
allows degradation to be quantified in situations where the level of degradation is
slight. However, one needs to ensure that all significant degradation products are
being measured by a comparison of amount of loss of parent to the sum total of all
degradation products, thereby performing a “mass balance.” Good temperature control
during stability studies is also important if quantitative comparisons are to be made.
The usual temperature control of about ±1◦C is marginal. Simple calculation shows
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that a ±1◦C temperature variation will typically result in a variation in rate constant
of 10%–25%! Finally, unless one has some preliminary information on stability in
the types of formulations being evaluated, a preliminary stability study is needed to
properly choose the study temperatures and assay times. Guessing about conditions
may well lead to poor or useless data and a large waste of time and material.

18.10.2.2. Kinetics of Degradation in the Amorphous Solid State.
While classically one thinks of kinetics in terms of reaction order, the concept of
order has meaning only in liquid or gaseous solutions [71]; with solids, the elucida-
tion of kinetics refers to the evaluation of the time dependence of the reaction rate,
or alternately, the time dependence of the loss of parent or appearance of degradation
products. With degradation in the amorphous solid state, or glassy state, the kinetics
is often “stretched time” kinetics, meaning that the relationship between parent (or
purity, P ) and time is given by an equation such as,

P(t) = P(t = 0) · exp(−k · tβ) (18.3)

where k is the rate constant on the stretched timescale tβ and β is a constant between
zero and unity. Stretched time kinetics is consistent with the fact that the amorphous
solid is composed of a distribution of microstates, each with a different degradation
rate, and these microstates are not in structural equilibrium [71,75–77]. Normally, we
find empirically, that β ≈ 1

2 , and the kinetics is “square-root of time kinetics.”

18.10.2.3. Control of Moisture and Oxygen. Nominally, when one seals
the containers in the controlled environment of the freeze dryier, the level of water
attained at the end of the process will be maintained, and oxygen will not contaminate
the headspace of the container. While moisture permeation from ambient does not seem
to be an issue, the moisture contained in the stoppers, usually as a result of steam
sterilization, will slowly diffuse out of the stopper and into the hygroscopic amorphous
product, thereby elevating the moisture content during storage. The available data [81]
suggest that an equilibrium level of moisture is reached after several weeks at 40◦C,
about 6 months at 25◦C, but longer than 24 months at 5◦C. The equilibrium level
of water is dependent on the stopper composition and stopper treatment history and
increases as the mass of amorphous product in the vial decreases. This problem may
be minimized by selection of low-moisture release stoppers and rigorous drying after
steam sterilization.

Oxygen permeation can be an issue, even with butyl rubber stoppers, and one
may observe several percent oxygen in the vial headspace after 2 years of storage
(Fig. 18.9). Even several percent oxygen in the headspace can be problematic, par-
ticularly with protein drugs, where the mass of oxygen needed to stoichiometrically
oxidize most of the dose in the vial can be very small. At least if oxidation is a
suspected degradation route, oxygen should be excluded from the vial headspace, and
the level of headspace oxygen needs to be monitored during stability testing to at least
ensure that variability in oxygen levels between different studies is not responsible
for significant variations in stability.
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18.10.2.4. Selection of Appropriate Accelerated Testing Conditions,
Temperature, and Time. The design of an accelerated stability test can prove
difficult, and if care is not exercised, the test results may be useless or misleading.
The test temperature needs to be sufficiently high such that the level of degradation
characteristic of that produced during the shelf life of the product is produced in a
relatively short period of time, but the difference between the test temperature and the
anticipated storage temperature should not be so great that nonrepresentative results
are obtained. For example, if one has a system where two (or more) degradation path-
ways are significant, but these pathways are characterized by very different activation
energies, one may find that the dominant reaction at the accelerated test condition is
not even important at the actual temperature of interest. Figure 18.10 illustrates such
a shift in dominant reaction for an example system that undergoes both a hypothetical
oxidation, with an activation energy of 15 kcal/mol, and a hypothetical deamidation
reaction, with an activation energy of 25 kcal/mol. At high temperature, particularly
above 50◦C, the reaction is predominantly a higher-activation-energy reaction, but in
the range of refrigerated storage, deamidation is insignificant, and oxidation is the
dominant reaction. Thus, if a formulation is being optimized using high-temperature
stability data, optimization is being carried out for a reaction that does not occur to an
appreciable extent at the intended storage temperature of 5◦C, and the test results may
well be meaningless. Clearly, one needs to verify that the degradation products that
are produced at the accelerated test conditions are essentially those, in roughly the
same proportions, as produced at the intended storage temperature. Early in a project,
this is difficult at best, and thus there is significant risk in accepting predictions based
on accelerated test conditions run at very high temperatures.

The time required for an accelerated test to produce the same level of a par-
ticular degradation product as would be found at the end of the shelf life at the
intended product storage conditions may be estimated from the Arrhenius equation
and assumed time dependence of the degradation process. Such estimates are provided
in Figure 18.11, where calculations were performed for both reactions with a low acti-
vation energy (15 kcal/mol) and a high activation energy (25 kcal/mol). Of course, the
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Figure 18.11b. Equivalent times for accelerated stability testing for storage at room tem-

perature (25◦C). (b) storage. Symbols key: Diamonds = 15 kcal/mol; circles = 25 kcal/mol; filled

symbols = exponential kinetics (First-order); open symbols = square root of time kinetics.

times are shorter with the higher activation energy, and are also much shorter with the
square root of time kinetics than for exponential (effective First-order) degradation
kinetics. Note that the equivalent times are relatively short, even when the activation
energy is low and the difference between accelerated test temperature and intended
storage temperature is only 10◦C–15◦C, particularly for the square root of time kinet-
ics. This is a significant point since degradation in glassy systems commonly follows
the square root of time kinetics. The implication of this observation is that one does
not necessarily need to employ accelerated test temperatures enormously higher than
the intended storage temperature to ensure rapid turnaround of data. However, it must
also be recognized that if the objective is to produce sufficient degradation to allow
evaluation of a precise rate constant that, in turn, allows a quantitative assessment of
differences in stability of trial formulations, one may need to produce significantly
more degradation during the accelerated test than would result during the shelf life of
a product. In such cases, the times would obviously need to be longer than indicated
by Figure 18.11.
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PROTEIN CONFORMATION

AND REACTIVITY
IN AMORPHOUS SOLIDS

Lei Zhang, Sandipan Sinha, and Elizabeth M. Topp

19.1. INTRODUCTION

Protein drugs are subject to a variety of chemical and physical degradation processes
that reduce potency, limit shelf life, and increase the potential for immunogenic side
effects. Chemical degradation produces covalent changes in particular amino acids
through reactions such as deamidation and oxidation. Physical degradation changes
protein conformation or phase behavior through noncovalent processes such as unfold-
ing and precipitation. Protein drugs are often formulated as lyophilized solids in an
attempt to control or prevent both chemical and physical degradation. Lyophilized
proteins are generally amorphous rather than crystalline, and are lower in thermo-
dynamic energy and therefore less susceptible to many types of degradation than
corresponding aqueous solutions. Nevertheless, physicochemical degradation can still
occur at rates sufficient to preclude a stable lyophilized formulation. An understanding
of protein physicochemical degradation in lyophilized solids is therefore central to the
efficient development of therapeutically active proteins into marketable lyophilized
drug products.

This chapter reviews common chemical degradation reactions of proteins in
lyophilized solids and the dependence of these reactions on protein structure in the
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solid state. Section 19.2 describes the mechanisms of reactions such as deamidation
and methionine oxidation and summarizes the literature on these reactions in
lyophilized solids. In solution, the rates of many protein chemical degradation
reactions can be highly dependent on higher-order structure [1–5], and a similar
dependence has been proposed for proteins in the solid state [6]. Section 19.3 reviews
and critiques the evidence for a relationship between higher-order structure and
chemical reactivity in amorphous solids. The chapter concludes with a brief summary.

19.2. CHEMICAL REACTIONS OF PROTEINS IN AMORPHOUS SOLIDS

19.2.1. Hydrolytic Reactions

Hydrolytic reactions break covalent bonds by reaction with water. Three major types
of hydrolytic reactions are common in solid formulations of proteins: deamidation,
peptide bond hydrolysis, and diketopiperazine formation.

19.2.1.1. Deamidation. Nonenzymatic deamidation of asparagine (Asn) or
glutamine (Gln) is a major degradation pathway of peptides or proteins in solution. In
deamidation, the amide group in the side chain of an Asn or Gln residue is hydrolyzed
to form a free carboxylic acid. The reaction occurs much more rapidly at Asn than
at Gln. Numerous studies on the reaction mechanism in solution have been published
[7–12]. Protein deamidation in the solid state has also been observed, and the data
support a similar mechanism.

Degradation of the model Asn–hexapeptide (VYPNGA) was studied in solid for-
mulations lyophilized from acidic solutions [11]. In samples lyophilized from pH 3
solutions, deamidation took place via direct hydrolysis of the Asn side chain to pro-
duce the Asp–hexapeptide (Fig. 19.1). As the pH of the solution prior to lyophilization
was increased from 3 to 5, intramolecular attack of the carbonyl carbon of the Asn
side chain by the amide nitrogen anion of the succeeding amino acid to form a suc-
cinimidyl intermediate became more prominent. This intramolecular attack formed a
succinimidyl group (cyclic imide) detectable as an intermediate in the product dis-
tribution. Because of the low level of water available for hydrolysis in the solid
state, the formation of iso-Asp–hexapeptide was not always observed, though iso-
Asp–hexapeptide is often the dominant degradation product in solution at pH 5 [7].
In solids with higher moisture content, however, iso-Asp and Asp degradation products
are frequently observed.

Li et al. studied the deamidation kinetics of seven model peptides (VYPNGA,
VYGNGA, VFGNGA, VIGNGA, VGGNGA, VGPNGA, and VGYNGA) in solution
and in lyophilized solid formulations containing polyvinylpyrrolidone (PVP) [13]. The
degradation of the model peptides from solution and solid-state formulations followed
apparent first-order kinetics. The rate of deamidation was significantly influenced by
the residues immediately N -terminal to asparagine (N -1, N -2) in the solid state but less
so in solution. Increases in the volume and hydrophobicity of the N -1 and N -2 residues
decreased the rate of deamidation in the solid state. An empirical model showed that
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Figure 19.1. Deamidation of asparaginyl peptides.

the influences of volume and hydrophobicity are approximately equal for the N -1
and N -2 residues. In a similar deamindation study on four other model peptides
(AcGQNGG, AcGQNDG, AcGQNEG and AcGQNQG; AC=acetyl), the group found
that AcGQNGG and AcGQNQG had up to 60 times slower rates of deamidation in
the solid state than in solution [14]. In contrast, the deamidation rates of AcGQNEG
and AcGQNDG in the solid state were similar to those in solution. The results suggest
that an N + 1 Glu or Asp residue may enhance local hydration, so that deamidation
of Asn in the solid formulations actually proceeds in a solution-like environment.

Human insulin has also been observed to undergo deamidation in the solid state.
Strickley and Anderson verified that insulin deamidation proceeds via formation of
a cyclic anhydride by using aniline trapping of the intermediate [15,16]. While the
succinimidyl intermediates formed during Asn–hexapeptide deamidation in the solid
state tended to accumulate [17], the cyclic anhydride intermediate did not. The cyclic
anhydride intermediate may react with water to form [desamidoA21] insulin, and may
also react with another molecule of insulin to form covalent dimers [15,16]. Consistent
with these findings, Pikal and Rigsbee observed that the deamidation of human insulin
occurs predominantly at AsnA21, except at high relative humidity, when deamidation
at AsnB3 is more prevalent [18].

19.2.1.2. Peptide Bond Hydrolysis. In the solid state, direct peptide bond
hydrolysis is not favored because of the low water content. However, peptide bonds
of Asp residues (especially Asp–Pro) are cleaved under acidic conditions at a rate at
least 100 times faster than other peptide bonds. Intramolecular catalysis by a carboxyl
group of the Asp residue is thought to be involved in the hydrolysis process. Either
the N -terminal and/or C -terminal peptide bonds adjacent to the Asp residue can be
hydrolyzed. Inglis [19] has described the mechanism for such hydrolysis as shown in
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Figure 19.2. Cleavage of the N -terminal peptide bond proceeds via a six-membered
ring intermediate, while the C -terminal peptide bond is hydrolyzed via an intermediate
containing a five-membered ring.

The presence of nucleophilic group (e.g., –OH) in the side chain also leads
to peptide bond cleavage via formation of a reactive intermediate with excipients.
Lyophilized human relaxin (Rlx) formulated with glucose can undergo hydrolytic
cleavage of the C -terminal serine (Ser) residue on the B chain (Trp28–Ser29–COOH)
on storage at 40◦C [20]. The resulting degradation product, des-Ser Rlx, was not
observed when mannitol or trehalose was used as the excipient. Hydrolysis of the
Trp28–Ser29 peptide bond was shown to be much more significant in the solid state
than in solution. This result suggests that a high content of glucose is necessary for
the reaction to occur. This reaction was thought to involve an initial reaction of the
Ser hydroxyl group with glucose, followed by subsequent hydrolysis of the Trp–Ser
bond via a cyclic intermediate.
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19.2.1.3. Diketopiperazine Formation. Diketopiperazine (DKP) formation
is another important mechanism for peptide bond cleavage. When a free N -terminal
amino group attacks the carbonyl of the penultimate peptide bond and cleaves that
bond, a DKP is formed from the two N -terminal amino acids, resulting in a “clipped”
peptide or protein that lacks these two residues. Proteins with the N -terminal sequence
H2N–Gly–Pro are particularly prone to DKP formation. The degradation of the unde-
capeptide substance P (SP) in the solid state proceeds through DKP formation. The
main pathway of decomposition consists of the sequential release of N -terminal dipep-
tides via their diketopiperazines, cyclo(Arg–Pro) and cyclo(Lys–Pro) [21]. Another
example of DKP formation is degradation of aspartame [R-aspartylphenylalanine
methyl ester (APM)] in the solid state. The major pathway is intramolecular cycliza-
tion to form exclusively DKP with the elimination of methanol [22]. Since water was
essentially absent in the solid state, no further hydrolysis products were observed. The
formation of DKP was confirmed by HPLC analysis of heated aspartylphenylalanine
(AP) samples.

19.2.2. Oxidation

The side chains of His, Met, Cys, Trp, and Tyr residues in proteins are potential sites
for oxidation in the presence of oxidizing agents. For example, hydrogen peroxide can
modify imidazole (His), thioether (Met), sulfhydryl (Cys), indole (Trp), and phenol
(Tyr) groups at neutral or slightly alkaline conditions, while under acidic conditions,
oxidation of Met to Met sulfoxide is the primary reaction. Depending on the reac-
tion conditions, Cys (RSH) can be successively oxidized to sulfenic acid (RSOH),
disulfide (RSSH), sulfinic acid (RSO2H), and sulfonic acid (RSO3H). Among the fac-
tors that influence the rate of oxidation, the spatial positioning of the thiol group in
the protein is particularly important. When one thiol group does not have contact
with another intramolecular disulfide bonds are not formed. These spatial constraints
may be particularly important in the relatively rigid environment of lyophilized solid
formulations.

Of all oxidative reactions, Met oxidation has probably been documented most
extensively. A major chemical decomposition pathway for human growth hormone
(hGH) in the solid state is oxidation at Met14 to form the sulfoxide [23]. Even
with minimal oxygen (0.05%) in the vial headspace, decomposition via oxidation is
comparable to or greater than that due to deamidation [24]. As in solution, atmospheric
oxygen can easily oxidize Met residues in the solid state, leading to chemical instability
and loss of biological activity.

Human insulin-like growth factor I (hIGF-I), lyophilized from phosphate buffer,
also undergoes oxidation at its Met residue [25]. The reaction was found to be second-
order with respect to the amount of protein and dissolved oxygen. Interestingly, the
reaction rate was similar in solution and in lyophilized formulations; however, Met
oxidation in the solid state constitutes a greater fraction of the total protein modification
than in solution. The reaction was also found to be accelerated on light exposure,
which increased the oxidation rate by a factor of 30. This increase suggests that
photooxidation may be involved in the generation of radicals. However, no further
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experiments were conducted to determine the nature of the radicals involved or the
mechanism of Met oxidation in solids.

An unusual example of solid-state oxidation is the oxidative deamidation of a
cyclic heptapeptide, acetylcysteine–asparagine-(5,5-dimethyl-4-thiazolidinecarbonyl)-
(4-aminomethyl-phenylalanine)-glycine–aspartic acid–cysteine cyclic disulfide,
in a lyophilized mannitol formulation [26]. The oxidation reaction occurs at the
aminomethyl phenylalanine moiety to form a benzaldehyde derivative. Since this
oxidative degradant was not detected in the neat solid drug stored under atmospheric
oxygen, oxygen was not likely to be the reactive species. Instead, the decomposition
of the heptapeptide may be due to the presence of reducing sugar impurities in the
mannitol excipient. The proposed mechanism involves (1) formation of a Schiff base
from the peptide primary amine reacting with the aldehyde group on the reducing
sugar, (2) tautomerization of the Schiff base to a more stable configuration, and (3)
hydrolysis of the new Schiff base to generate the aldehyde.

19.2.3. Condensation

In a condensation reaction, a small molecule such as water is eliminated. The con-
densation reaction between amino groups of amino acids (Lys and Arg) and carbonyl
groups of excipients (e.g., sugars, ploymers) or carboxyl groups in the side chain of
Asp or Glu is a particular problem in the solid state as the formation of Schiff bases
or amide bonds is accelerated at low water activity.

The nonenzymatic Maillard reaction involves the condensation of reducing sugars
with amino groups of amino acids (Lys and Arg) in proteins to form glycosylamino
acids, which may undergo subsequent rearrangement (Fig. 19.3). Maillard reactions
have been recognized as one important factor in determining long-term storage sta-
bility of lyophilized protein formulations containing sugars as excipients. Lyophilized
human relaxin (Rlx) formulated with glucose was observed to degrade via the Mail-
lard reaction to form adducts with glucose [20]. The resulting adducts were shown
by liquid chromatography/mass spectroscopy (LC/MS) to contain up to four glucose
molecules covalently attached to Rlx.

During stability studies of an asparagine-containing hexapeptide (VYPNGA) in
solid polyvinylpyrrolidone (PVP) matrixes at high temperature (70◦C) and low relative
humidity (∼0%), D’Souza et al. found that total recovery of the peptide and its
known deamidation products was only 30% of the peptide load [27]. Size exclusion
chromatography with fluorescence detection indicated the formation of a PVP–peptide
adduct that was stable in the presence of 6 M guanidine hydrochloride. Control stability
studies using N -acetyl phenylalanine, phenylalanine ethyl ester, and N -acetyl tyrosine
ethyl ester demonstrated that the reaction involves the peptide N terminus. Disruption
of the adduct in the presence of carboxypeptidase A further confirmed the formation
of an amide bond between the peptide and PVP. Solid-state NMR spectroscopy using
15N-labeled valine as a model of the peptide N terminus showed different populations
of 15N, suggesting that noncovalent peptide–polymer interactions precede amide bond
formation.

Recombinant bovine somatotropin (rbSt) was observed to form nonreducible
dimers in the solid state [28]. When lyophilized rbSt was stored at 30◦C and 96%
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relative humidity (RH), the rate of loss of monomeric rbSt was greater than or equal
to the rate of loss in solution. Hageman et al. [28] hypothesized that such covalent
interaction could be due to the condensation of a lysine ε-amine and a carboxyl side
chain of asparagine or glutamine. A similar mechanism was proposed for the aggre-
gation of lyophilized ribonuclease A during storage at 45◦C [29]. Townsend et al.
postulated that these covalent linkages did not result from an oxidation reaction but
from the lysine residues reacting with Asp or Glu. The loss of free lysine residues in
the insoluble aggregates, as determined by amino acid analysis, is consistent with this
mechanism.

Condensation reactions between amino groups and carboxyl groups were also
employed to form zero-length covalent crosslinks between protein molecules in
the lyophilized state without the use of chemical reagents [30]. By simply sealing
lyophilized RNase A under vacuum in a glass vessel and heating at 85◦C, up to
one-third of the total protein present became crosslinked, and dimer was the major
product.

19.2.4. β Elimination

Elimination reactions proceed via loss of elements (leaving groups) from the starting
material to form a new π bond in the product. In β elimination, elements are lost from
two adjacent atoms: the α carbon bonded to the leaving group and the β carbon adja-
cent to it. Cys, Ser, and Thr residues degrade via β elimination at alkaline conditions.
Lyophilized insulin has been observed to degrade rapidly with increased water content
to produce both covalent and noncovalent aggregates [31]. A fivefold increase in the
level of free thiols was measured in lyophilized insulin after incubation for 24 h at
50◦C and 96% relative humidity. Costantino et al. postulated that free thiols produced
by β elimination catalyzed the reshuffling of intact protein disulfides and led to inter-
molecular disulfide crosslinking. The proposed mechanism for β elimination involves
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hydroxide-ion-catalyzed cleavage of a carbon–sulfur bond (cysteine), resulting in two
new residues, dehydroalanine and thiocysteine. Dehydroalanine then reacts with lysine
to form a lysinoalanine crosslink, while thiocysteine undergoes further decomposition
to yield thiol-containing products, such as cysteine and hydrosulfide ion (free thiols).

19.2.5. Covalent Aggregation

Aggregation is not the result of a single chemical reaction. In fact, many different types
of chemical changes can induce the formation of aggregates. Aggregation via covalent
crosslinking can be categorized into two types: reducible (via disulfide exchange) and
nonreducible.

19.2.5.1. Reducible Aggregation. Disulfide exchange usually leads to
reducible aggregation, which is detected via aggregate disappearance on treatment
with a reducing agent such as dithiothreitol (DTT). Lyophilized bovine serum albumin,
ovalbumin, glucose oxidase, β-lactoglobulin, and humanized monoclonal antibody
(rhuMAb) have been observed to form covalent intermolecular disulfide linkages via
a thiol–disulfide exchange reaction [32–34]. Intermolecular thiol–disulfide exchange
is proposed to result from the ionized thiol on one albumin molecule attacking the
disulfide linkage of another

P1 S− P2 S S P2+ P2 S−P1 S S P2 +
where P1 and P2 are the first and second protein molecules [32]. Thiolate ions rather
than thiols are thought to be the reactive species, since a decrease in the initial solution
pH results in a slower aggregation rate. Free thiols are both necessary and suffi-
cient for the moisture-induced aggregation to occur, since S -alkylated BSA (no free
sulfhydryl groups) does not undergo aggregation. In solution, thiol–disulfide exchange
is reversible with poor regioselectivity, and equilibrium is reached rapidly [35–38].
However, in a study of thiol–disulfide exchange between tocinoic acid (TA) and glu-
tathione (GSH, reduced) in lyophilized solids, we observed that the exchange reaction
is irreversible and highly regioselective [39]. This suggests that limited conformational
flexibility in solids effectively prevents the backward reaction, and that the thiolate
ion preferentially attacks the less hindered site of the disulfide bond in the forward
reaction.

Lyophilized recombinant human keratinocyte growth factor (rhKGF) is prone to
aggregation at elevated temperatures [40]. Aggregation is proposed to proceed ini-
tially with unfolding of the protein, leading to formation of large soluble aggregates,
which can form disulfide bonds. These precipitates are converted to scrambled disul-
fides and/or nondisulfide crosslinked oligomers. Recombinant human albumin (rHA)
also undergoes intermolecular thiol–disulfide exchange [41]. The unfolding or loss
of tertiary structure in lyophilized rHA is suspected to have initiated the covalent
thiol–disulfide exchange.

19.2.5.2. Nonreducible Aggregation. Lyophilized human insulin can
undergo covalent dimerization at the AsnA21 site to form [AspA21–PheB1] and
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[AspA21–GlyA1] insulin dimers [15]. Dimerization occurs via attack of the free
N -terminal amine of an insulin molecule on the reactive cyclic anhydride intermediate
formed by deamidation of the C -terminal AsnA21. Lyophilized tumor necrosis factor
(TNF) is also susceptible to the formation of nonreducible aggregates consisting
of dimers, trimers, and higher oligomers, which stayed intact on treatment with
β-mercaptoethanol [42].

Schwendeman et al. observed a loss of lysine and histidine residues in studies of
the moisture-induced aggregation of tetanus and diphtheria toxoids [43]. In this case,
because the aggregates were not soluble under either reducing (10 mM DTT, 1 mM
EDTA) or denaturing (6 M urea) conditions, and because the toxoids had been treated
with formaldehyde (“formalinized”) during production, aggregation was thought to be
caused by formaldehyde-induced crosslinking of the proteins.

19.3. RELATING PROTEIN STRUCTURE AND REACTIVITY
IN LYOPHILIZED SOLIDS

Although chemical and physical instabilities of proteins in lyophilized solids are often
treated as independent processes, it is reasonable to expect that they are closely related
in many cases. For example, the production of isoAsp by deamidation at Asn residues
inserts a nonnative β-amino acid in the protein backbone, which may drive changes
in conformation. Conversely, the “exposure” of normally buried groups by protein
unfolding during lyophilization may promote their degradation during storage in the
solid phase. While there is abundant literature relating protein structure to various
chemical degradation reactions in solution [1–5], the parallel literature in the solid
state is much more limited, and is reviewed in this section. Establishing such relation-
ships in the solid state is complicated by the lack of high-resolution analytical methods
to determine protein structure in amorphous solids. The available analytical methods
are reviewed in Chapter 22 in this volume. In addition to the lack of high-resolution
structural methods, there is some ambiguity in the literature with regard to the use
of the term “stability” for solid protein samples. The term has been used to indicate
(1) the preservation of secondary structure (i.e., structural stability), (2) the lack of
detectable degradation products (e.g., aggregates, deamidation products) on recon-
stitution (i.e., pharmaceutical stability), (3) the retention of biological activity (i.e.,
pharmacological stability), (4) the preservation of primary sequence (i.e., chemical
stability), or (5) some combination of these. Here, we specifically examine the litera-
ture relating protein structure in the solid state (1) to particular chemical degradation
reactions (4).

Covalent protein aggregation in lyophilized solids has been particularly well stud-
ied, and it is generally accepted that aggregation is related to protein conformation in
the solid state [44], although the experimental evidence is somewhat mixed. Andya
et al. examined aggregation in lyophilized formulations of a recombinant human mon-
oclonal antibody (rhuMAb) [34]. A more native-like structure was maintained in the
solid state when the protein was lyophilized with sucrose or trehalose, as monitored by
FTIR. During storage, the protein formed aggregates linked by intermolecular disul-
fide bonds. Circular dichroism (CD) spectroscopy showed no evidence of changes
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in protein structure in the soluble aggregates, however. The authors proposed that
loss of protein structure facilitates the formation of intermolecular disulfide bonds
and covalent aggregation. They further proposed that the inclusion of sugars ful-
fills protein hydrogen-bonding requirements, preventing noncovalent association of
protein molecules that may precede covalent interactions. In studies of lyophilized
formulations of a monoclonal antibody (rhuMAb HER2), Cleland et al. observed that
protein degradation by aggregation and deamidation was reduced in formulations that
minimized protein unfolding during lyophilization [45]. The inclusion of excipients
such as sucrose and trehalose both inhibited deamidation and showed preservation of
native structure by FTIR. Chen et al. observed increases in protein deamidation and
aggregation in samples of human deoxyribonuclease (rhDNase) lyophilized without
calcium. However, calcium did not produce detectable changes in rhDNase structure
as measured by FTIR or CD spectroscopy [46].

Deamidation and other hydrolytic reactions have also been shown to have some
dependence on protein structure in lyophilized solids. In addition to the studies
described above in which both deamidation and aggregation occurred, several
additional reports examine the relationship between structure and deamidation in
lyophilized solids in greater detail. Krogmeier et al. studied deamidation in model
cyclic peptides containing the deamidation-prone Asn–Gly sequence in a β turn [47].
In lyophilized solids, deamidation was 1.2- to 8-fold slower in the cyclic peptides
than in their linear analogs, suggesting that secondary structure stabilizes the Asn
residue against deamidation in solids. Results were similar to previous studies of
cyclic peptides in solution [48]. The effect of peptide structure was less than the
effect of moisture, however; deamidation rates in the solid samples varied by several
orders of magnitude with changes in relative humidity (RH). As discussed above,
Strickley and Anderson conducted detailed studies of the mechanisms of degradation
of human insulin in solution and in lyophilized solids [15,16]. Both the solution
and solid reactions proceeded through a cyclic anhydride intermediate formed at the
C -terminal Asn residue of the A chain (AsnA21), which degraded further to produce
desamido insulin and covalently linked insulin dimers. The authors inferred that the
protein had sufficient conformational flexibility to permit the cyclization reaction,
even in glassy solids. The distribution of products (i.e., desamido vs. dimerized
insulin) depended on solid water content, effective “pH,” and excipient selection.
While an effect of protein conformation on the reactions was inferred, no measures
of protein structure in the lyophilized samples were reported.

There are very few studies exploring a possible relationship between protein
structure and oxidative reactions in lyophilized solids. Miller et al. studied the pho-
toxidation of recombinant bovine somatotropin (rbST) in solid powders exposed to
near-UV light (305–410 nm) [49]. Photooxidation exclusively targeted rbST disul-
fide bonds by mechanisms thought to involve photoionization of Trp followed by the
one-electron reduction of the disulfide. The authors reported some evidence for con-
formational changes in the solid as a result of these reactions. However, SDS-PAGE
under nonreducing conditions suggested the formation of a less compact structure fol-
lowing photooxidation. Fluorescence spectroscopy showed a loss of quenching of Trp
fluorescence after photooxidation, indicating a change in the Trp environment (i.e.,



REFERENCES 503

local structure) and/or chemical modification of disulfide bonds. However, similarities
in the amide I envelopes of Raman spectra and a lack of frequency shifts in fluores-
cence emission suggested a lack of conformational change. DePaz et al. investigated
oxidation in lyophilized formulations of subtilisin [50]. In solution, the enzyme is
susceptible to oxidation by H2O2 at a partially buried methionine (Met222), resulting
in loss of catalytic activity. Inclusion of disaccharides inhibited lyophilization-induced
unfolding of the enzyme, as measured by second-derivative FTIR spectroscopy. These
additives did not inhibit oxidation of Met222 during storage at 37◦C and 20% or 75%
relative humidity, however.

Taken together, these reports provide some indication of a relationship between
chemical degradation reactions of proteins in lyophilized solids and protein structure.
The evidence is somewhat stronger for covalent aggregation and deamidation than
for oxidative reactions. The development of higher-resolution methods for assessing
protein structure in the solid state, such as H/D exchange techniques, is expected to
improve our ability to address this question.

19.4. SUMMARY

Proteins in lyophilized solids are subject to a variety of chemical degradation pro-
cesses, including hydrolytic, oxidative, condensation, and β-elimination reactions.
These processes produce covalent modifications in individual amino acids and form
covalent aggregates when they occur intermolecularly. While it is generally accepted
that the preservation of native protein structure in lyophilized solids will minimize
both chemical and physical degradation reactions, the experimental evidence for this
claim is mixed. There is a need for higher-resolution methods for monitoring both
structural and chemical changes in proteins in the solid state. The development of
such methods is expected to improve our ability to understand and control protein
degradation reactions in lyophilized solids.
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ON SOLID-STATE PROPERTIES
AND STABILITY OF

FREEZE-DRIED DOSAGE FORMS
Evgenyi Y. Shalaev and Larry A. Gatlin

20.1. INTRODUCTION

Buffers are used in many freeze-dried formulations to control pH, in order to improve
stability during processing and shelf life as well as to facilitate dissolution on recon-
stitution. Buffering capacity and the potential for buffer catalysis are two main factors
that should be considered during formulation development of freeze-dried and other
injectable dosage forms. In addition to these general properties, freeze drying imposes
special requirements on buffer selection, including buffer crystallization behavior dur-
ing freezing, buffer impact on both the collapse temperature of the freeze-concentrated
solution and the Tg of the dried formulation, and the volatility of buffer components
under vacuum [1]. Buffer selection is an important step in formulation development,
as appropriate choice of buffer would help a formulator optimize both processabil-
ity, stability, and performance of a freeze-dried formulation. Buffer behavior during
freeze drying has being reviewed elsewhere, with an emphasis on crystallization and
pH changes [1]; this chapter deals with the impact of buffers on the stability of
freeze-dried formulations.

Factors that influence stability of freeze-dried materials are extensively discussed
in the literature and relatively well understood, albeit on a qualitative basis. Molecular
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mobility is usually considered to play a major role in destabilization of freeze-dried
systems [2–4]. It has been recognized, however, that molecular mobility is not the only
factor in stability of freeze-dried forms. Other stability-related properties to consider
include structure of the active component (e.g., crystalline long-range order for small
molecules, retention of secondary structure for proteins), and—more recently—media
properties, such as polarity and solid-state acid–base relationships [5,6]. It has been
observed that freeze-dried formulations prepared with different buffers have different
solid-state stability in many cases. Buffer type, buffer concentration, and solution pH
before lyophilization are important formulation variables during formulation devel-
opment of both clinical and commercial dosage forms. In this chapter, we consider
the impact of buffers on stability-related physical chemical properties of freeze-dried
formulations, including the glass transition temperature, acid–base relationships, the
structure of an active compound, and their correlations with stability.

20.2. MOLECULAR MOBILITY: THE GLASS TRANSITION
TEMPERATURE

The glass transition temperature Tg is an important reference point for describing
temperature dependence of both molecular mobility and stability, and determination
of the Tg is crucial for lyophilized formulations and other amorphous materials. In
some cases, freeze-dried formulations with higher Tg had better stability, although
multiple exceptions do exist (e.g., see Ref. [7]). Other measures of molecular mobility
were reported to provide better correlation with stability than the Tg, including the rate
of enthalpy relaxation and NMR spin–lattice relaxation time [8,9], although studies on
the impact of buffers on the alternative measures of the molecular mobility are lacking.
There are excellent general reviews on properties and significance of the Tg and other
measurements of the molecular mobility (e.g., relaxation time) in pharmaceuticals
[3,4,10].

The glass transition temperature of a complex mixture such as a freeze-dried
formulation depends on both the glass transition temperatures of the individual compo-
nents and their weight fraction. The relationships between composition of the mixture
and the Tg can be described by a number of different expressions; the Fox and
Gordon–Taylor equations are the most common. The lower the Tg of a buffer and the
higher its fraction in a formulations, the lower the Tg of the formulation. The Tg behav-
ior of lyophilized buffers as well as examples of correlations between buffer-induced
lowering Tg and destabilization of freeze-dried formulations are considered below.

Acidic forms of carboxylic acid buffers have relatively low Tg values. For
example, the Tg values of citric acid, tartaric acid, malic acid, and lactic acid were
reported to be 11◦C [11], 16◦C [12], −20◦C, and −60◦C [13], respectively. Similarly,
the Tg of succinic acid is probably below 30◦C, as can be estimated from data for
the Tg of binary PVP/succinic acid blends [14]. Some amino acid–based buffers
have somewhat higher Tg values than do carboxylic acids. For example, the Tg of
l-histidine, l-lysine hydrochloride, and glycine are approximately 37◦C [15], 45◦C
[16], and 7◦C [17], respectively. The Tg of the salt forms of the buffers are expected
to be higher; for example, the Tg values for sodium citrate salts were reported to
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be significantly higher than that of citric acid (Tg = 11◦C), at 69◦C, 115◦C [11],
and 158◦C [18] for monosodium citrate, disodium citrate, and trisodium citrate,
respectively. A similar trend was observed for another carboxylic acid, indomethacin,
where the Tg of the sodium salt (121◦C) was much higher than that for the free acid
(45◦C) [19]. In addition, the Tg of a buffer would depend on the nature of a coun-
terion; for example, a significant difference in the Tg of potassium and sodium salts
was reported, with a lower Tg for potassium indomethacin (109◦C vs. 121◦C) [19].

With such significant difference in the Tg of a free acid and salt form of a buffer,
one could expect that prelyophilization solution pH would have an impact on the Tg

of freeze-dried buffer. Indeed, for sodium citrate buffer, for example, the Tg of the
freeze-dried samples increased with an increase in prelyophilization solution pH (i.e.,
higher sodium ion content), with the Tg values increasing from 29◦C to 66◦C as the
prelyophilization solution pH increased from 3.0 to 4.3 [11]. The increase in Tg with
solution pH is related to the higher salt : free-acid ratio because a salt has a higher
Tg. Note, however, that the magnitude of the pH impact on the Tg of freeze-dried
form may depend on a buffer type; for example, no difference in the Tg values of the
freeze-dried formulations, which were prepared from solutions at pH 6.0 and 9.8, was
reported for four other buffers, namely, ammediol, Tris, tricine, and Ches [20]. An
interesting behavior was reported for borax buffer, when a significant increase in the
Tg was observed for borax buffer–sugar formulations lyophilized from solutions at
near-neutral and alkaline pH range 6–10. This was attributed to a chemical reaction
between borax ion and hydroxyl sugar groups with a formation of a new chemical
entity or a molecular complex having an elevated Tg [20,21].

Because of relatively low Tg of many common buffers, one would expect a buffer
to decrease the Tg of a freeze-dried formulation, especially if used at a relatively high
concentration. Indeed, plasticization of the freeze-dried formulations by buffers has
been reported [20,22]. In both cases, the decrease in the Tg correlated with increased
solid-state instability. For example, the impact of four different buffers on the Tg and
stability of lyophilized alkaline phosphatase in trehalose matrix has been studied [20].
These formulations were prepared from the same prelyophilization solution pH of
9.8. All four buffers studied decreased the Tg of freeze-dried formulations, although
to different extents; ammediol and Tris had a more significant plasticizing effect on
the Tg, followed by tricine and CHES. For example, the Tg was depressed by approx-
imately 50◦C in trehalose : ammediol 1 : 0.17 (w/w) mixture, whereas a much smaller
Tg depression of approximately 10◦C was observed for trehalose–Ches mixture at the
same weight ratio. The trend in stability correlated with the Tg of the freeze-dried for-
mulations. Tricine and CHES buffers provided a better stability, whereas formulations
prepared with ammediol and Tris buffers were less stable. In addition, an increase in
ammediol and Tris buffers concentration resulted in both depression of the Tg and
increase in solid-state instability.

Citrate buffer destabilized lyophilized amorphous quinapril, when an increase in
the degradation rate was observed with an increase in citrate concentration when the
initial solution pH was above 2.75 [22]. The reaction rate increased by a factor of
∼2 as the quinapril : citrate molar ratio decreased from 6 : 1 to 1 : 1. The decreased
chemical stability was related to the depressed Tg (and corresponding increase in
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the molecular mobility) at a higher citrate concentration. However, in formulations
that were prepared from solutions at pH 2.49, the reaction rate was the same and
independent of the quinapril : citrate ratio. In order to explain such a difference in the
effect of buffer concentration on stability, it was suggested that the reaction mechanism
varied at different pH values, with the mobility-dominated trans–cis transition to be the
rate-limiting step at pH 2.75–3.05, that is, in formulations where stability correlations
with the Tg were observed. This study highlights the need to treat any extrapolation
of the solid-state stability trend to a different pH range with caution.

20.3. MEDIA EFFECT: ACID–BASE RELATIONSHIPS

The pH of solution before freeze drying is an important formulation variable as it has
a significant impact on the rate of solid-state chemical reactivity in the freeze-dried
cake [23–26]. To describe the apparent parallelism in the pH–stability profiles in
solution and dried states, the term “pH memory” has been used [27,28]. However,
stability in the dehydrated state does not always parallel the pH dependence in solution
[29,30], suggesting that knowledge of pH–stability relationships in solution may not
be sufficient to predict the solution pH that would yield a freeze-dried formulation with
maximal solid-state stability. Indeed, the pH of the solution that yields a lyophile of
maximum stability could differ from the pH of maximum solution stability. Such shifts
in the “pH stability profile” from solution to lyophilized material can be attributed
to changes in either acid–base relationships during freezing and/or drying or the
degradation mechanism. Two possible mechanisms for change in the apparent acidity
from a solution to a freeze-dried material, namely, crystallization of buffer components
and a more speculative “true” medium effect as a result of either proton activity or/and
pKa change from solution to lyophile, are considered below.

Crystallization of buffer components is one of the mechanisms possibly responsi-
ble for changes in solid-state acidity and compromised solid-state stability. The ability
of buffer to maintain a target pH is defined by both buffer concentration and a ratio of
acid–base buffer species; therefore, any change in this ratio during processing (e.g.,
by crystallizing out a buffer component during cooling) would cause a significant
change in proton activity. Buffers that have a greater tendency to crystallize are usu-
ally expected to have a detrimental impact on stability of lyophilized formulations. In
particular, phosphate and succinate buffers tend to crystallize during freezing, therefore
producing significant pH changes and destabilization of an active ingredient, whereas
citrate, glycolate, and malate are more resistant to crystallization [1].

An example of the destabilizing impact of phosphate buffer is reported by Almars-
son et al. [31], who studied lyophilized formulations of a novel carbapenem compound
that were prepared with either phosphate, citrate, bicarbonate, or without buffer. The
rate of degradation of the formulation with phosphate buffer was significantly higher,
by a factor of 2, than with bicarbonate buffer (prelyophilization solution pH 6.5). The
stability of the formulation without buffer was slightly better than with bicarbonate
buffer. Also, the stability of lyophilized formulation with citrate buffer prepared at
pH 6.0 was better than that of either phosphate, carbonate, or no buffer formulations
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prepared at pH 6.5. The destabilization effect of phosphate buffer was attributed to
crystallization of disodium phosphate and a corresponding decrease in pH, although
direct tests that would allow confirmation of phosphate crystallization in the formu-
lation studied were not performed.

Another case of a detrimental impact of a buffer with a high crystallization
potential, namely, succinate, was reported in another study [32], where a significant
improvement in the stability of a lyophilized protein was achieved by replacing suc-
cinate buffer with glycolate. It was suggested that succinate buffer crystallized during
lyophilization, resulting in a pH shift to acidic values, which, in turn, caused signif-
icant protein unfolding (loss of α helix). Glycolate buffer, which did not crystallize
during lyophilization, prevented the pH shift and provided better stability.

An increase in buffer concentration is expected to facilitate buffer crystalliza-
tion, thereby increasing instability of the formulation. An example of the detrimental
impact of a higher phosphate buffer concentration on stability was reported in another
study [33], where an increase in the buffer concentration resulted in an accelerated
degradation of aspartame in lyophilized formulations that also contained agar and
microcrystalline cellulose. The degradation rate was higher in the formulation that
was prepared at a higher phosphate concentration (0.1 M) as compared to 0.01 M
buffer. In this study, phosphate concentration was the only variable; other formulation
variables, namely, concentration of the agar–microcrystalline cellulose matrix before
lyophilization (approximately 7%) and solution pH before lyophilization (pH 5), were
identical. Both buffer catalysis and the possibility of phosphate crystallization were
discussed to explain the destabilizing effect of the higher phosphate concentration,
although no definite conclusion on the mechanism was achieved. It should be noted,
however, that an increase in phosphate buffer concentration does not necessary result
in destabilization. For example, an apparent lack of destabilization of a protein with
increasing sodium phosphate buffer concentration has been reported [25] for human
growth hormone (hGH), when the buffer concentration varied from 0.114 to 0.454 mg
buffer/mg hGH. Although the stability of the formulations studied was significantly
different, with up to 50% difference in the reaction rate, no clear trend in stability
with buffer concentration was observed.

The nature of metal counterion may impact both buffer crystallization poten-
tial and stability of a freeze-dried cake. In particular, potassium phosphate buffer
has a lower crystallization tendency than does sodium phosphate, which might have
an impact on stability of freeze-dried formulations. Indeed, one such example was
described by Sarciaux et al. [34], who reported the aggregation of IgG after freeze
drying to be lower with potassium phosphate than with sodium phosphate buffer, pos-
sibly because potassium phosphate did not crystallize, thus minimizing the pH shift.
Similar results were reported [35] for β-galactosidase, where the denaturation extent
after freeze drying was significantly higher with sodium phosphate than that with
potassium phosphate. Also, an increase in a potassium phosphate buffer concentra-
tion, ranging from 0.02 to 0.15 M, did not have any noticeable impact on asparagine
deamidation of a lyophilized hexapeptide in PVP matrix (solution pH 6.6) [36]. A
possible reason for the lack of concentration effect is that potassium salt was used in
this study, which is more resistant to crystallization than is sodium salt.
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In addition to the crystallization effects, there is another possible mechanism that
could impact solid-state acid–base relationships and thereby stability of lyophilized
formulations. We suggest, after an earlier study [5], that media effects, in a traditional
physical organic chemistry sense, might contribute to differentiation in the stabilities of
lyophilized formulations prepared with different buffers. Indeed, during freeze drying,
composition of the formulation changes from a dilute aqueous solution, specifically,
a polar media with a high dielectric constant, to an organic matrix, a media with
a lower polarity. In solution, such changes in the dielectric constant of a system
cause significant changes in processes that involve polar or charged species, including
acid–base relationships. In particular, decrease in water content of a mixed solvent
may result in significant pH changes; the pH of acetate buffer in water–ethanol solvent,
for example, increased from approximately 4.5 to 7 as water content decreased from
100% to 0% [37]. Furthermore, the pKa of ionizable groups of buffers and other species
are media-sensitive, and can shift by several units with a change in a composition of
the solution. For example, the apparent pKa of acetic acid increases significantly with
decreased polarity (e.g., 4.76 in water vs. 10.32 in ethanol) [37]. It should be noted
that the magnitude of such changes depends on the chemical nature of a buffer; for
instance, the pKa of an amino group (–NH+

3 /–NH2 equilibria) exhibited relatively
minor changes with the dielectric constant [37]. Hence, a significant difference in the
magnitude of the apparent pKa changes on drying might be a source of a “buffer
effect” on chemical stability of lyophilized formulations. One way to evaluate this
contribution is to measure acidity in the lyophilized state by, for example, using
probe molecules and the Hammett acidity function as discussed briefly below.

The Hammett acidity function, proposed in the 1920s [38], is based on determi-
nation of ionization of pH indicators. The Hammett acidity function for a case of a
neutral acidic indicator molecules, HA ↔ H+ + A−, is

H− = log

[
cA−
cHA

]
+ pKa = − log aH+

[
fA−
fHA

]
(20.1)

where c, f , and a represent concentrations, activity coefficients, and activities, respec-
tively, for the protonated (HA) and deprotonated (A−) species of the indicator and
Ka is the dissociation constant of the acid HA. The Hammett acidity function and
pH indicators have been used to study acid–base relationships in strong acids and
nonaqueous systems [39–41], on solid surfaces [42–46], in frozen aqueous solutions
[20,47,48], and in the freeze-dried materials [49]. Despite the widespread use of the
Hammett acidity function in physical organic chemistry and related fields, its explo-
ration in freeze-dried pharmaceutical materials has been initiated more recently, and
there is a lack of information on the Hammett acidity function of formulations freeze-
dried with different buffers. One available example is considered here using results
reported in a study [50]; in which the Hammett acidity function was used to compare
solid-state acidity of lyophilized trehalose-based formulations with either citrate or
phosphate buffers prepared from solutions with pH values ranging from 5.5 to 7.5.
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The results are presented in Figure 20.1, where it can be seen that phosphate lyophiles
had lower Hammett function values (higher acidity) than citrate lyophiles. The rea-
son for a higher solid-state acidity of the phosphate buffer formulation is not clear;
note that crystallization of phosphate buffer was not detected in the systems studied.
From the practical perspective these results imply that, in order to achieve the same
solid-state acidity with citrate and phosphate buffer, a formulation with phosphate
buffer needs to be prepared at a higher solution pH. These preliminary results as
well as studies on the correlations between the solid acidity and chemical reactivity
of lyophilized formulations [51] suggest that the Hammett acidity function might be
a useful tool in formulation development, including buffer screening for lyophilized
dosage forms.

Finally, an interesting example of a buffering action in the solid state was reported
by Sugimoto et al. [52], who studied the degradation of lyophilized sodium prasterone
sulfate and observed that the solid-state degradation of an unbuffered formulation was
inherently autocatalytic. They attributed this finding to the fact that (1) degradation
produced acidic degradants and (2) prasterone sulfate is acid-sensitive. Therefore, they
suggested that the apparent autocatalytic effect observed was a result of acidification
caused by degradation during storage. The degradation was much slower in a formu-
lation with phosphate citrate buffer that supposedly neutralized the acidification of the
formulation at the initial stage of the degradation; a high drug : buffer ratio of 1 : 1
was used in this study.
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20.4. STRUCTURE OF AN ACTIVE INGREDIENT

In this chapter, the term structure is used in two different contexts depending on the
nature of an active pharmaceutical ingredient (API). For low-molecular-weight (LMW)
API, structure reflects long-range order (or a lack of thereof), dividing materials
between highly ordered crystalline and disordered amorphous states, with intermedi-
ate crystalline mesophase structures (e.g., liquid crystals). For proteins, which exist
in freeze-dried formulations in an amorphous state, structure means secondary and
ternary structure, such as α helices and β sheets. For LMW APIs, a crystalline mate-
rial is usually much more stable than the same molecule in an amorphous state [53].
Therefore, a lyophilized formulation with an active ingredient in the crystalline state
would manifest superior chemical stability. In addition, there are different noncrys-
talline states with variable degrees of order ranging between highly ordered crystalline
and very disordered amorphous state, such as liquid crystals, plastic crystals, and
conformationally disordered crystals [54]. The chemical stability of such states of
the intermediate order (i.e., crystalline mesophases) is expected to be intermediate
between crystalline (highest stability) and amorphous (lowest stability) states [54].
For proteins, a retention of a native-like secondary structure in a freeze-dried state
is usually considered as a prerequisite for long-term stability. Therefore, testing the
structural state of an active ingredient in lyophilized formulations, such as by small-
and wide-angle X-ray diffraction for small molecules or FTIR for proteins, is a must
in formulation development of freeze-dried dosage forms.

Although there are reasons to expect that solution pH as well as buffer type
and concentration can modify crystallization behavior of the active compound during
freeze drying, there is a lack of systematic studies on the impact of buffer on struc-
ture of an active ingredient in freeze-dried materials; a few examples are considered
below. Both promotion and inhibition of crystallization of an active compound dur-
ing lyophilization by excipients have been reported (see Ref. [55] for review). For
example, glycine and other amino acids facilitated crystallization of three different
compounds: atropine sulfate, cefoxitin sodium, and doxycycline hyclate [56]. On the
other hand, phosphate buffer inhibited crystallization of a nonionizable solute, man-
nitol [57]. For protein formulations, buffer effect on protein secondary structure was
reported in one study [35], where a better retention of native protein structure during
freezing was observed with potassium phosphate as compared with sodium phosphate
buffer, presumably because a more significant pH shift was expected with the sodium
buffer.

20.5. OTHER CONSIDERATIONS

It would be naive to expect that physical chemical properties considered above to
cover all mechanisms of buffer impact on stability of freeze-dried formulations. In
some cases, other mechanisms were invoked to explain the buffer effect, in addition
to molecular mobility, media effect, and structure considerations. A specific chem-
ical mechanism was suggested by Osterberg and Wadsten [58], who suggested that
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an ability of l-histidine buffer to scavenge metal ions and therefore minimize oxi-
dation of a protein could explain the stabilization effect of the buffer. On the other
hand, degradation of a buffer itself might produce highly reactive species and have a
destabilizing effect; for example, degradation of Tris buffer during accelerated stor-
age of a freeze-dried material generated formaldehyde [59]. An interesting result of a
significant “buffer effect” of an unknown nature was reported in another study [60],
where a slight increase in histidine concentration from 4 to 6 mM (concentration in
prelyophilization solution) resulted in substantial increase in stability. Finally, it would
be worthwhile to mention a subset of acid–base relationships, namely, general buffer
catalysis, which is commonly considered for solution stability but rarely for freeze-
dried states. The possibility of a general buffer catalysis in freeze-dried material was
also considered [36]. A significant buffer catalysis was observed in solution using
carbonate, whereas no buffer catalysis was observed in the lyophilized formulations,
where the stability of the peptide lyophilized with carbonate buffer (pH 9.5 and 10.4)
did not change as the carbonate buffer concentration increased from 0.02 to 0.15 M.

20.6. CONCLUSION

From the practical lyophilization perspective, citrate buffer appears to be a good choice
for formulations that are prepared at acidic or near neutral pH. It has a reasonably
high Tg, especially when prepared from solutions at higher pH values, has low crys-
tallization potential, and was reported to provide a better long-term stability than other
buffers. Injection-site tolerance, however, might be a potential issue with citrate buffer
[61]. Glycine or histidine might be a reasonable choice for alkaline region, although
the crystallization, Tg, and collapse behavior of these buffers have not been studied
in the same level of detail as phosphate or citrate buffers.

The most common buffer for injectable formulations, phosphate, was reported to
have a negative impact on the stability of lyophilized formulations. The detrimen-
tal impact of phosphate buffer is commonly explained to be a consequence of the
buffer crystallization and significant pH changes during lyophilization. It should be
mentioned, however, that direct evidence of phosphate crystallization during freeze
drying in real pharmaceutical formulations is scarce, in part because buffer is usually
a minor part of a formulation on a weight basis, and the sensitivity provided by X-ray
diffraction might not be sufficient to detect buffer crystallization.

Buffer type and concentration, as well as solution pH before lyophilization, are
important formulation variables that determine post-freeze-drying recovery, long-term
stability, and shelf life of lyophilized pharmaceuticals. In many cases, the impact
of a buffer on the solid-state stability of amorphous lyophilized products can be
understood through either molecular mobility (e.g., glass transition temperature) or
acidity expressed as solution pH before lyophilization. In addition, our ability to
predict and optimize stability of lyophilized products would benefit from studies in
new areas, such as buffer effect on the structure of active pharmaceutical ingredients
and determination of acid–base relationships directly in the lyophilized state using,
for example, molecular probes and utilizing the Hammett acidity function.
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21
STABILIZATION OF LYOPHILIZED

PHARMACEUTICALS BY
CONTROL OF MOLECULAR

MOBILITY: IMPACT OF
THERMAL HISTORY

Suman Luthra and Michael J. Pikal

21.1. INTRODUCTION

This chapter summarizes the current understanding of molecular dynamics in phar-
maceutically relevant amorphous systems, particularly those prepared by drying oper-
ations such as freeze [1,2] and spray [3,4] drying. A key application for such systems
is the vitrification of biotechnology products in a single-phase amorphous solid con-
taining a stabilizer (e.g., disaccharide). This process has proved to be the method of
choice for long-term stabilization of macromolecules such as protein drug products.
Amorphous systems are chemically and physically unstable relative to the crystalline
state, which presents a significant challenge in the development of amorphous pharma-
ceutical dosage forms. A critical issue is the need to better understand the solid-state
dynamics of the drug molecule and the relationship between these dynamics and degra-
dation processes. In this chapter, the motions in the glassy state below Tg are classified
and discussed, with an emphasis on comparison of dynamic processes that occur on
different timescales. For each class of mobility, extrinsic factors (e.g., temperature,
residual water) and intrinsic factors (e.g., formulation composition) that may influence
dynamics are first discussed, followed by an analysis of the correlation of chemical and
physical stability with mobility. Finally, the impact of annealing in reducing molec-
ular mobility and improving chemical stability is discussed. Since most amorphous
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solids for pharmaceutical use are produced by lyophilization, our discussion focuses
on lyophilized systems.

21.2. MOLECULAR MOTIONS IN THE AMORPHOUS STATE

Amorphous materials generally exhibit greater molecular mobility as compared to their
crystalline counterparts. Figure 21.1 is a schematic of the temperature dependence of
enthalpy as a supercooled liquid is cooled through the glass transition temperature
Tg. For T > Tg, the molecules continuously undergo configurational changes (i.e.,
vibrational and translational motions) and are free to access all possible states of
the system. Here, the average of an arbitrary property of the molecules over all the
states (i.e., the statistical ensemble) is equal to the time-averaged property of a given
molecule. Such a system is known as ergodic in statistical mechanics [5]. As the
liquid supercools, the viscosity increases progressively, leading to reduced molecular
mobility. This reduction in mobility increases the time required for the molecules to
sample all the possible states. Eventually, the system dynamically becomes a solid, but
one that is not in thermodynamic equilibrium. The ensemble average of the measured

Figure 21.1. Schematic representation of enthalpy (H) as a function of temperature (T) for a

glass-forming solid. On annealing at temperature T , from time t to t′, enthalpy decreases and

fictive temperature changes from Tf to T ′
f . (Figure adapted from Luthra et al. [88]. Reproduced

with permission from the Journal of Pharmaceutical Sciences, copyright  2008, John Wiley &

Sons.)
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properties (e.g., specific volume or heat capacity) is no longer equivalent to the time
average on the restricted timescale, and the system becomes nonergodic [6]. In the
glass transition region, the structure becomes arrested because the displacement of
an atom or group of atoms requires highly cooperative motions of the neighboring
atoms, which are not possible with in a reasonable timeframe with the thermal energy
provided. Such changes in molecular configurations that occur as a glass proceeds
toward the lower-energy state are known collectively as structural relaxation . The
characteristic relaxation time of this relaxation, known as the structural relaxation
time, becomes greater than the experimental timescale. As a result, the system falls
out of equilibrium and a glass is formed. In a glass, the timescale for molecular motion
typically varies between 10 and 104 s at Tg [6], orders of magnitude longer than the
picosecond–nanosecond rotation times characteristic of liquids.

In many respects, amorphous materials are like crystalline solids. While the long-
range order characteristic of the crystalline state is absent, short-range order exists.
The glassy state differs from the liquid state in that configurations in liquids change
essentially immediately in response to change in an external variable, such as tem-
perature. In glasses, however, the configurations are “frozen in” at Tg during cooling.
Unlike the scenario in the stable crystalline phase, configurational mobility does exist
in the glass, even though the timescale can be extremely long. Through these con-
figurational rearrangements, i.e. structural relaxation, the system slowly transitions
toward the supercooled liquid state [7], [8]. The glass transition temperature (Tg) has
traditionally been used to identify the temperature region in which the change from
liquid dynamics to solid dynamics occurs. It is important to stress that mobility, par-
ticularly mobility relevant to pharmaceutical stability, is not zero below Tg and that
the attainment of solid-like dynamics is not equivalent to zero mobility [9].

Two broad classes of dynamics in glasses have been identified: (1) primary or
global relaxation, also called “α relaxation” and (2) secondary relaxation, or “β relax-
ation.” Alpha relaxations are directly coupled to viscosity and involve highly coop-
erative reorientation via rotational and/or translational motions. Local high-frequency
dynamics of the glass, corresponding to collective small-length-scale motions occur-
ring with timescales of a nanosecond or less, are known as the “fast dynamics of
glasses” [10]. There is a lack of literature in the pharmaceutical arena that addresses
mobility in glasses over a broad range of timescales, and only limited experimental
support is available for the concept that dynamics other than the α-relaxation pro-
cess will also have a bearing on stability of biological agents prepared as a glass
[11]. However, extensive theoretical and experimental work has been carried out on
dynamics in the glassy and supercooled liquid states. The many different modes of
molecular motion (e.g., rotational or translational), changes in the length scale and
type of motions with temperature, and cooperativity or coupling of different classes of
molecular motions all complicate the analysis of molecular dynamics in glasses [12].
We shall attempt to address these issues in this chapter.

21.2.1. Alpha Relaxation or Global Dynamics: General Features

The characteristic timescale and length scale of α motions are long compared to
other classes of motion, the timescale varying from minutes near the glass transition
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temperature to many years well below Tg. The activation energies of “α” molecular
motion around Tg typically vary from 200 to 500 kJ/mol. Viscosity in supercooled
liquids is frequently used as a measure of molecular mobility in glasses and liquids,
with diffusion coefficient D and viscosity η related by the Stokes–Einstein equation:

D = kT

6πrη
= l2

2τ
(21.1)

Here, r is the hydrodynamic radius of the molecule, k is the Boltzmann constant, T
is the absolute temperature, l is the jump distance, and τ is the diffusional relaxation
time. The pathway in a given reaction can involve a large number of diffusional jumps
to produce the change in configuration required for a physical or chemical change [9].

Traditionally, glasses are defined in terms of viscosity, specifically, when viscosity
reaches above 1014 poise. However, through the Stokes–Einstein equation, a glass
can be defined using D as well, which in this equation is inversely proportional to τ.
Molecular mobility may be defined as the reciprocal of this relaxation time. Note that
the Stokes–Einstein equation is not a rigorous result, and large deviations from this
relationship between diffusion coefficient and viscosity may occur. The temperature
dependence of molecular motions above Tg is frequently described using the empirical
Vogel–Tammann–Fulcher (VTF) equation

τ(T ) = τ0 exp

(
D ′T0

T − T0

)
(21.2)

where τ is the mean molecular relaxation time, τ0 is the relaxation time at high tem-
perature in liquid state, T0 is the temperature at which the configurational entropy
vanishes, and here D ′ is related to the activation energy for molecular motion. Amor-
phous materials with large D ′ values show a weak dependence of relaxation time on
temperature and are known as “strong” glasses. Materials with small D ′ values show
a strong dependence of relaxation time on temperature, and are known as “fragile”
glasses. This classification of glasses, based on the temperature dependence of relax-
ation time, implies that not all glasses are equivalent in their deviation from Arrhenius
behavior; in other words, while strong glasses such as proteins and many polymers
deviate little from the Arrhenius relationship, the deviation is large for fragile materials
such as disaccharides. Figure 21.2 shows the relaxation times for glasses formed by
rapidly cooling from above Tg, as predicted from heat capacity data. The characteristic
dependence of relaxation time on temperature is shown for liquids above Tg (VTF)
and Arrhenius behavior below Tg (i.e., extreme strong glass behavior). Typical fragile
glasses (e.g., sucrose, Fig. 21.2) show a temperature dependence between these two
extremes. The preceding discussion emphasizes that the α-relaxation timescale of a
glass is a function of fragility as well as storage temperature and Tg [13]. The change
in Tg with heating and/or cooling rate is routinely used to determine the activation
energy for the glass transition, which can then be used to characterize the fragility of
an amorphous system [14]. Most organic molecules, including drugs and polymers,
are fragile, whereas systems with strongly bonded networks (e.g., SiO2) are strong
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Figure 21.2. Mean relaxation times for real glasses formed by rapidly cooling from above

Tg predicted from heat capacity data. (Figure adapted from Shamblin et al. [13]. Reproduced

with permission from the Journal of Physical Chemistry, copyright  1999, American Chemical

Society.)

glasses [7]. However, as noted earlier, proteins exhibit many features of strong glass
behavior, although they do not possess strong intermolecular bonded systems [15].

It is assumed that dynamics of glass-forming liquids is governed by the collective
motions of molecules over a length scale characteristic of cooperative motion (ξ). The
value of ξ increases as temperature decreases because of the decrease in configurational
entropy (or free volume) [16,17]. Hempel et al. concluded that the characteristic length
near Tg was about 1.0 and 3.5 nm, on the basis of complex heat capacity or dynamic
calorimetry measurements in about 30 glass formers [18]. Erwin et al. reviewed the
temperature dependence of relaxation times and length scales of cooperative motions
and reported average ξ values in organic small molecules to range between 1.6 and
6.4 nm near Tg, from dielectric spectroscopy and viscosity measurements [19].

The timescale of molecular motions in a glass varies from around 100 s (i.e.,
around Tg) to years at room temperature for many pharmaceutical systems. In almost
all cases, the molecular relaxation processes that occur in glasses are nonexponential,
an observation normally attributed to the spatial heterogeneity in independently relax-
ing substates. These substates are not in equilibrium and therefore relax independently
and at different rates, resulting in a distribution of relaxation times. Relaxation fol-
lowing a temperature change is described using an empirical non-exponential decay
function [7] called the Kohlraush–Williams–Watt (KWW) or “stretched” exponential
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function [20]:

φ(t) = exp

[
−

(
t

τ

)β
]

(21.3)

where φ(t) is the normalized relaxation function, τ is the characteristic structural relax-
ation time, and β is a measure of nonexponentiality and characterizes the distribution
of relaxation times. A value of β close to zero indicates a wide distribution of relaxing
microstates, while a value close to 1 indicates a homogenous system with populations
relaxing at similar relaxation rates [21]. Note that the KWW equation is an empirical
representation of a multiexponential decay process.

Enthalpy relaxation measured using differential scanning calorimetery (DSC)
and isothermal microcalorimetery (IMC) are the most common methods of assess-
ing global α motions in pharmaceutical glasses. The timescales of motions measured
using calorimetric techniques vary between 103 and 1010 s. The measurement of struc-
tural relaxation in pharmaceutically relevant glasses is a rather recent activity derived
from similar studies in polymer science. The motions measured in these techniques are
thought to represent those involved in viscous flow, typically whole-molecule trans-
lational and rotational motion. The molecular mobility is measured by (1) using the
area under the enthalpy recovery peak after systematic aging for selected times below
Tg in a DSC and (2) directly measuring the rate of enthalpy relaxation using isother-
mal microcalorimetry [22]. When an aged sample is heated in DSC, the enthalpy lost
during the aging process is recovered and appears as an “overshoot” superimposed on
Tg, with the magnitude of the overshoot dependent on the aging time.. The kinetics of
the relationship between the enthalpy recovered and storage time are analyzed by a fit
of the KWW equation [Eq. (21.3)] to calculate the molecular mobility parameters τ

and β. The experimental values of τ and β may easily be obtained as a function of the
aging temperature. The kinetic model (i.e., the KWW equation) assumes that the relax-
ation time is a constant during the experiment, that is, independent of time. However,
during the calorimetric experiment, aging does occur, and τ increases. A theoretical
analysis has shown that aging during the experiment translates into fitted values of
τ and β as too large and too small, respectively, with values of τβ as more accurate
[22,23]. Thus, τβ is a more robust parameter for characterizing structural relaxation
in calorimetric experiments, or, indeed, in any experiment where aging occurs in the
experiment itself. A review by Kawakami et al. provides a detailed account of the
theoretical and experimental analysis of structural relaxation parameters using various
thermal techniques including DSC and IMC [23].

Dielectric relaxation spectroscopy (DRS) is a noninvasive and rapid technique
used to characterize molecular motions over a broad range of frequency (from 10−11

to 105 s) from above Tg to below Tg, at least in ideal situations. The wide accessible
frequency range of dielectric techniques contributes to their popularity in the study of
molecular dynamics. The wide frequency range is obtained through a combination of
different analyzers: the reflectometry frequency analyzer (RFA) for the high-frequency
range (106 –109 Hz), the impedance analyzer for the low and medium frequency range
(102 –106 Hz), and thermally stimulated current (TSC) for the ultralow frequency range
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(10−5 –102 Hz) [24]; TSC is discussed in the next section. These methods essentially
involve measuring the rotational motion of dipole-bearing groups. The dielectric tech-
niques probe molecular motions by stimulating the different electrical dipole groups.
This allows a clear differentiation between localized relaxing entities involved in
secondary relaxation processes and the larger species involved in the longer-length-
scale and longer-timescale primary relaxation. Dielectric relaxation studies involve the
application of an alternating signal to a sample and the measurement of the response
in terms of the in-phase and out-of-phase components. The response is described in
terms of the complex permittivity, which is expressed in terms of the real and imagi-
nary components. The inverse of the frequency corresponding to the maximum in the
imaginary permittivity is taken as the relaxation time. It is possible to estimate the
temperature dependence of the relaxation times by measuring the frequency-dependent
dielectric behavior over a range of temperatures. There are good introductory reviews
[25] and books [26] available on the measurement of dielectric relaxation proper-
ties and the application of the techniques to pharmaceutical systems. Bhugra et al.
correlated the relaxation times obtained using TSDC with the relaxation times data
measured using IMC and DSC in indomethacin and ketoconazole [27]. The authors
observed that all measures of molecular mobility below the glass transition temper-
ature, although divergent at lower temperatures, extrapolated to essentially the same
relaxation time at the glass transition. The data suggested that the relaxation times
measured below Tg are dependent on the technique used to measure the molecular
mobility, and the relaxation times followed the trend TSDC < TAM < MDSC.

Dynamic mechanical analysis (DMA) (10−2 –102s) is used to characterize the
viscoelastic nature of materials by measuring elastic and loss modulus. An oscillating
mechanical force is applied to the sample, and the resulting displacement of the sample
is measured. The viscosity data are analyzed using the VTF equation [Eq. (21.2)],
and relaxation times of the glassy state are estimated [28] assuming the temperature
dependence of the relaxation time and viscosity to be identical. Because of the limited
frequency scale, this technique cannot directly measure relaxation times of glasses.

21.2.1.1. Impact of Environmental Factors on α Mobility: Temperature
and Residual Water. As the temperature increases, viscosity decreases and transla-
tional motions become faster; that is, τ decreases [29,30]. The temperature dependence
of τ is very strong (large Ea) as compared to the β relaxation (low Ea) (Fig. 21.3). The
structural relaxation time (τ), which is the time required by a molecule to undergo
large-scale, or “whole molecule,” configurational motion, decreases at higher tempera-
tures, and the glass undergoes aging sooner. The concept of aging is discussed further
in Section 21.4. It has been suggested that at temperatures more than 50◦C below
Tg, the mobility relevant to pharmaceutical degradation becomes insignificant [7,31].
This suggestion is based on the fact that the relaxation time calculated from the VTF
equation becomes infinite at T = T0 and T0 commonly (but not always!) is ∼ 50◦

below Tg. However, it must be recognized that the VTF equation does not apply in
the nonequilibrium glassy state. The relaxation kinetics of glasses are determined not
only by the thermodynamic temperature but also by the instantaneous structure of the
glass. Tool suggested the use of a fictive temperature (Tf) as a means of characterizing
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this instantaneous structure, which depends on the thermal treatment, a parameter that
is a function of the entire thermal history of the sample [32]. Hodge suggested the
nonlinear functional form of the Adams–Gibbs model for the glassy state

τ(T , Tf) = A′ exp

{
B

T (t)[1 − TK/Tf(t)]

}
(21.4)

where B is the normalized activation energy for cooperative relaxation [33,34]. This
model has been shown to be appropriate for estimating τ in glasses [13]. It is impor-
tant to note that τ evaluated from calorimetric data using the KWW equation [Eq.
(21.3)] gives the most probable relaxation time [21]. The distribution of relaxation
times should always be recognized when working with amorphous pharmaceutical
materials, especially when attempting to use relaxation time constants for predicting
their physical or chemical stability [21]. Although the most probable relaxation time
at a particular temperature may be on the order of years, a small population may have
the τ value on the timescale of days, and this faster relaxing substate may be critical
to the stability problem of interest.

As indicated earlier, τβ is a robust measure of molecular mobility. However,
calorimetry measures heat regardless of its origin, so that processes other than
structural relaxation (i.e., chemical degradation) may also be measured by sensitive
calorimeters, rendering a fit by the KWW equation meaningless [35]. Liu et al. found
that the time derivative of the KWW equation represented the relaxation kinetics of
quenched trehalose in an isothermal calorimeter and provided physically reasonable
results for τβ [22]. In freeze-dried sucrose at higher temperatures, the authors found
that the KWW expression could not fit the data well and resulted in “nonphysical”
τ and β values. The authors made the empirical observation that when the change
in power (i.e., rate of heat production) with time is very rapid, the two-parameter
KWW derivative expression is not a particularly good description of the data, and
the modified stretched exponential (MSE) is a better model [22]. The temperature
dependence of τβ in sucrose, trehalose, and raffinose glasses showed that sucrose
is more fragile than trehalose and raffinose [22,36]. Considering the difference in
fragility, the authors suggested that stability differences between formulations may
be highly temperature dependent, even well below Tg. Because of the dependence of
τ above Tg, measured using DRS, Duddu et al. extrapolated τ to temperatures below
Tg using the VTF equation [36]. The VTF equation has traditionally been used to
describe the temperature dependence of τ in the supercooled liquid state (T > Tg)
[12], but, as discussed earlier, its use below Tg is not strictly correct. Similarly,
Andronis et al. determined viscosity and the frequency-dependent shear modulus of
indomethacin to be near and above Tg [28]. The viscosity data were fitted to the VTF
equation, and relaxation times of indomethacin in the glassy state were estimated [28].

For reactions occurring in amorphous solids, reactivity generally increases with
an increase in water content [37]. It is well known that water acts as a plasticizer,
hence increasing molecular mobility in the solid. Water can affect the stability of a
compound in the glassy state in other ways, by acting (e.g.) as a nucleophilic reactant,
as a catalyst for proton transfer, or by modifying the polarity of the solid [38,39].
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Only the effect of water on mobility is discussed here. The effect of water on Tg can
be roughly approximated using the Fox equation [40]

1

Tg
= w1

Tg1
+ w2

Tg2
(21.5)

where Tg is the observed glass transition temperature, w1 is the weight fraction of the
compound, Tg1 is the Tg of the compound, w2 is the weight fraction of water, and Tg2 is
the Tg of water (−108◦C [41]). Roy et al. studied the effect of moisture and reported
that the logarithm of the rate constant for degradation in freeze-dried monoclonal
antibody–vinca conjugate systems was proportional to T − Tg, with water acting as a
plasticizer and significantly impacting Tg [38]. Liu et al. reported the effect of water
on α mobility measured using IMC. In quenched trehalose, as the moisture content
increased from nearly zero to 2.7%, τβ (at 40◦C) decreased approximately from 31.2
to 17.6 (τ in hours), while Tg changed from 110◦C to 75.7◦C. Oksanen et al. measured
diffusion coefficients of water using pulse field gradient spin echo NMR [42]. In the
region of overlap where diffusion coefficients could be measured using both NMR
and gravimetric methods, the results were consistent and showed that as water con-
tent increased, the DH2O also increased. The rate of decomposition (dimerization and
deamidation) of lyophilized recombinant bovine somatotropin increased as residual
water content increased [43]. The authors described the effect of water in terms of
the impact of water on the flexibility of the protein, as well as the ability of the water
to solubilize/mobilize reactants. Taken together, the current evidence indicates that,
consistent with “intuition,” global mobility increases with increases in temperature
and residual water content.

21.2.1.2. Impact of Formulation Variables on α-Relaxations. As the
weight fraction of a higher Tg compound increases, the Tg of the whole system
increases. Proteins have relatively high Tg, but when formulated with low-Tg sugars
like sucrose, the Tg of the mixture varies with the composition [44]. This general-
ization implies that if a homogenous system forms on the addition of a higher Tg

additive, the α mobility of the system generally decreases. Shamblin et al. measured
enthalpy relaxation rates using DSC for sucrose alone and sucrose colyophilized with
PVP (polyvinylpyrrolidone), PVP/VA (polyvinylpyrrolidone–vinyl acetate), and tre-
halose at 10% concentration at various temperatures [35]. The molecular mobility
measurements revealed that relative to sucrose alone, the system mobility is reduced
by the presence of additives having a Tg greater than that of sucrose. Thus, while water
and low-molecular-weight (LMW) additives such as sorbitol [45] plasticize the glass,
high-molecular-weight (HMW) excipients such as PVP and dextran “antiplasticize”
the amorphous matrix, that is, lower the overall α mobility. Prestrelski et al. reported
that storage stability of recombinant human interleukin−2 increased when lyophilized
with excipients that have high glass transition temperatures, although dehydration
induced unfolding was still not prevented [46]. There is, however, at least one excep-
tion to the rule that structural relaxation time decreases with a reduction of Tg. In
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protein(IgG1) : sucrose systems, the addition of sucrose (Tg ≈ 74◦C) to the pure pro-
tein (Tg ≈ 130◦C) caused an increase in structural relaxation time at low to moderate
levels of sucrose, but at weight ratios of sucrose higher than 1 : 1, structural relaxation
time decreased with further addition of sucrose [44].

The discussion and the results reported above suggest that marked changes in the
various extrinsic and intrinsic factors can result in changes in molecular mobility of
glasses, with the effect governed by the nature and extent of molecular interactions.
The following section discusses the nature of these interactions and their effects on
chemical stability. Literature reports noting significant correlation of mobility with
stability are also discussed.

21.2.1.3. Correlation of Physicochemical Stability with α Mobility.
Every degradation reaction requires some degree of molecular mobility to occur at a
significant rate in an amorphous matrix below Tg [9]. The validity of this assertion
has been demonstrated for a number of compounds for which the lower mobility crys-
talline state was more stable than the amorphous form [47]. Traditionally, Tg has been
used as an indicator of molecular mobility in amorphous systems, and an attempt has
been made to correlate chemical stability with the difference between the storage tem-
perature and Tg, i.e., Tg − T [36,38,48]. For example, a correlation between residual
water content, Tg, and rate of deamidation of an asparagine-containing hexapeptide
(VYPNGA; Asn–hexapeptide) in lyophilized poly(vinyl alcohol) (PVA, Tg = 73◦C)
and polyvinylpyrrolidone (PVP, Tg = 148◦C) at 50◦C was reported [49]. It was found
that between the glassy state and near Tg, the deamidation rate increased by only three
orders of magnitude in PVA and two orders of magnitude in PVP, but the decrease
in viscosity was five orders of magnitude from glassy to rubbery states. The authors
suggested that this difference in degradation rate and viscosity changes at Tg was due
to the incomplete coupling of deamidation rate to matrix mobility. In general, it is not
wise to consider Tg alone as a measure of molecular mobility, since this neglects the
contributions of fragility, thermal history, and other contributions [6,50].

As discussed above, τβ is a more reliable measure of molecular mobility, at least as
compared to Tg. If it is assumed that the molecular motions responsible for instability
and structural relaxation are coupled to viscosity, a coupling between instability and
structural relaxation is expected

k ∝ (mobility)c (21.6)

where k is the degradation rate constant and c is the coupling coefficient between insta-
bility and relaxation. For diffusion controlled reactions in which the Stokes–Einstein
equation is valid (i.e., that the diffusion coefficient is inversely proportional to vis-
cosity), one expects, c = 1 [51]. Note that if degradation and relaxation both occur
on a “stretched” timescale, as is normally observed, the value of k is defined in
terms of stretched time and mobility would be defined in terms of τβ, consistent with
Equation (21.6).

Pikal et al. reported that an amorphous freeze-dried cefamandole sodium system
had a lower chemical degradation rate and a higher relaxation time than did a similar
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formulation of cephalothin sodium prepared under the same freeze-drying conditions
[50]. Shamblin et al. reported a coupling coefficient of 0.43 between dimerization
and structural relaxation parameters in ethacrynate sodium formulations colyophilized
with sucrose, trehalose, and PVP [51]. Duddu et al. found that aggregation in IgG1
formulations colyophilized with sucrose and trehalose was correlated with reduced
correlation time (t/τ) [36]. The authors reported the interesting observation that at
t/τ < 100, aggregation in sucrose formulations was less than in the trehalose system,
even if the molecular mobility was higher in the former. This finding, as with many
others in the literature where chemical degradation does not correlate well with α

mobility, suggests there are factors other than dynamics of α motions that are critical
for stability behavior [44,51].

Yoshioka et al. have assessed the relative importance of molecular mobility and
activation energy in determining the reactivity in lyophilized insulin systems [52,53].
The authors used a formalism that combines the rate in the solid state, in which
diffusion is limited, and the rate in solution (high diffusivity) as proposed by Karel
et al. [54]

k ′ = k

(
αDr

k + αDr

)
; k = A exp

(−�H

RT

)
(21.7)

where k ′ is the apparent rate constant for degradation in the amorphous matrix, Dr is
the diffusion coefficient, and α is a coefficient relating k ′ and Dr; k is the rate constant
in solution state, in which it is assumed that diffusion is not a rate-limiting factor. As
in conventional activated state theory, k is related to activation energy (�H ) and the
frequency factor A. A ratio of diffusion coefficients between the two states is given
in terms of the corresponding ratio of relaxation times by

Dr2

Dr1
≈

(
T2

T1

) (
τ1

τ2

)ξ

(21.8)

where ξ is the coupling coefficient indicating the degree of decoupling between Dr

and structural relaxation time, and is analogous to the constant c in Equation (21.5).
The Vogel–Tammann–Fulcher (VTF) equation and the Adam–Gibbs–Vogel (AGV)
theory correlate Dr with τ above and below Tg, respectively. These relationships in
Equation (21.7) yield the following expression for the reaction rate constant, which
can then be used to estimate t90, the time to degrade to 90% of initial:

k ′ = A exp(−�H /RT )αT (1/τ)ξ

A exp(−�H /RT ) + αT (1/τ)ξ
= −− ln(0.9)

t90
(21.9)

Using nonlinear regression and assuming reasonable values of �H , the dependence
of k ′/k at Tg can be estimated using Equation (21.9). At lower moisture levels,
degradation in insulin formulations lyophilized with trehalose showed a smaller k ′/k
ratio at Tg, suggesting that the degradation rate was governed by molecular mobility
[52]. However, at higher moisture levels, larger values of k ′/k were taken as proof
that “activation energy” was the rate-limiting factor. Another study in lyophilized
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aspirin–sulfasalazine formulations containing PVP, dextran, and isomalto oligomers
of different molecular weights was performed by the same group [55]. The t90 values
calculated from the bimolecular reaction rates and the temperature dependence of τ

estimated using the AGV equation were compared as a function of Tg/T . It was
suggested that at T > Tg, the reaction rates were limited by the “activation energy”
barrier. However, at T < Tg, prediction of the degradation rates could be based on
the temperature dependence of τ, assuming that degradation is diffusion-limited.

Generally, it has been assumed that the temperature that marks the transition from
a solid-like state to a liquid-like state is Tg. The critical mobility temperature Tmc, is
defined as the temperature above which NMR relaxation behavior resembles that of a
liquid, and is also sometimes used to assess mobility; Tmc is related to NMR mobility as
Tg is to viscosity. Protein aggregation in lyophilized solids has been shown to correlate
better with Tmc than with Tg. In this system, the values differed by 20◦C–30◦C,
with Tg > Tmc [56]. The result suggests that the formulations contained highly mobile
protons even at temperatures below Tg. Aggregation rates of lyophilized BSA [57]
and β-galactosidase [58] lyophilized with poly(vinyl alcohol) (PVA) changed abruptly
around Tmc; Tmc is more closely related to protein stability than is the calorimetric Tg

in lyophilized serum γ-globulin (BGG) formulations containing PVA and dextran. The
Tmc of formulations containing higher-molecular-weight excipients is generally higher.
In other studies, Tmc has also been used to evaluate the effects of different polymeric
excipients [e.g., PVP, dextran, carboxymethylcellulose, and methyl cellulose (MC)]
on the molecular mobility of polymer and water protons in lyophilized solids [56].
The authors concluded that polymers with higher hydrophilicity bind water molecules
more strongly, decreasing the overall plasticizing effect of water on the lyophilized
formulation.

21.2.2. Local Secondary Dynamics: General Features

In glasses, the “slow” molecular mobility includes the very slow main relaxation (α)
and the faster secondary relaxations (β) or Johari–Goldstein (JG) relaxations cor-
responding to intramolecular reorientations. There is no universal classification of
secondary relaxations in terms of details of atomic and molecular motion. In this
section, we discuss secondary dynamics data measured using three techniques: (1)
dipolar techniques, including DRS (from 10−11 to 105 s) and TSC (from 103 to
105 s), (2) NMR spin–lattice relaxation (from 10−6 to 10−3 s), and (3) inelastic
neutron scattering (from 10−10 to 10−7 s).

The Johari–Goldstein process is a form of β relaxation often observed in glass-
forming materials at lower temperatures [59]. It has been postulated that β relaxations
occurring at high frequencies originate in intramolecular motion, such as rotational
motion of a methyl group or a polymer side chain, but such processes have also been
observed in supercooled simple liquids. In 1970, Johari and Goldstein demonstrated
secondary relaxations in rigid molecules having no conformational flexibility, and con-
cluded that at least some types of secondary relaxations must involve rearrangements
in the orientation and position of at least one or more molecules in a local region [59].
Such relaxations were later known as “JG β relaxation” after these authors. Although
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β relaxation has been observed for many years, references to it in the pharmaceutical
literature have been sparse. Johari later attributed β relaxations occurring in the glassy
state to “islands of mobility,” that is, the noncooperative hindered motion of some
molecules in large cages of other molecules, in other words, motion in low-density
regions [60]. Consistent with this view, Williams and Watts assumed that the molecule
as a whole takes part in the β-relaxation process [61]. Even small rigid molecules like
disaccharides, which constitute most of the matrix in the lyophilized formulations,
can have β mobility in addition to α mobility. In principle, such β mobility might
be important to the reaction pathway involved in instability, and therefore, might be
well correlated with stability. Beta relaxations are believed to be local, noncooperative
processes in the sense that motion of the molecule in question does not require simul-
taneous motion of a large number of neighboring molecules constituting the matrix.
In comparison to the α motions, the secondary relaxations may have a very small
activation energy (10–30 kJ/mol) [62]. Johari et al. reported the activation energy of
β relaxations for small rigid molecules to be small, in the range of 40–70 kJ/mol [59].

Most of the initial studies on secondary relaxations were carried out using DRS
and thermally stimulated current depolarization (TSDC), which allowed processes of
very small relaxational strength (e.g., rotational mobility) to be explored. Thermally
stimulated current spectroscopy can measure the dynamics of molecular motions aris-
ing from the homogeneous substates that form the complete distribution of states
[63]. Figure 21.3 illustrates the thermal sampling or windowing technique of TSDC
in salicylic acid for obtaining the relaxation times for the different mobility substates
[62,64]. Each elementary relaxation peak was analyzed to measure the corresponding
temperature-dependent relaxation time of the relevant molecular motion for that sub-
state as a function of temperature [24,62]. Bhugra et al. found TSDC to be a useful
tool for characterizing molecular mobility in the sub-Tg region for indomethacin and
ketoconazole [27].

Nuclear magnetic resonance relaxation times, such as, spin–spin relaxation time
(T2) and spin–lattice relaxation times (T1 and T1ρ), have been used as measures of
molecular mobility in glassy solids [57,65,66]. The spin relaxation times are a measure
of molecular dynamics because thermal motions lead to stochastic variations in the
spin Hamiltonian, driving nuclear spin transitions. The average time that a molecule
spends in a given position before it diffuses to another location or configuration is
called the correlation time (τc). For heteronuclear spin systems, that is, formulations
in which different spins are probed (e.g., 13C and 1H), the following relationship holds
between relaxation time and the correlation time [67]:

1

T1
= 3γ4

I h2

10r6
II(2π)2

[
τc

1 + ω2
I τ

2
c

+ 4τc

1 + 4ω2
I τ

2
c

]
(21.10)

Here, γI is the gyromagnetic ratio of 13C, h is Planck’s constant, rII is the internu-
clear distance between two 13C nuclei, and ωI is the Larmor frequency of 13C. The
correlation time of motions probed by T1, T1ρ, and T2 relaxation times are on fre-
quency scales on the order of 100–500 MHz, 20–100 kHz, and less than 10 kHz
(ms to s), respectively [68]. In a typical plot of T1 (or T1ρ) versus correlation time of
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Figure 21.3. Thermal sampling or windowing technique of TSDC: partial polarization (PP)

components of the β relaxation of salicylic acid. The polarization temperatures (Tp) used were

varied between −143◦C and −48◦C with 5◦C intervals. The polarization time of 5 min and

polarization window of 2◦C with 4◦C/min heating rate were employed. The higher-temperature

dotted peaks, with increasing intensity, were obtained respectively with Tp = −43◦C, −38◦C,

−33◦C, and −28◦C, corresponding to the superposition of the α and β relaxations. The inset

schematically depicts the experimental procedure used in the TS technique. (Figure adapted

from Ramos et al. [62]. Reprinted from Journal of Non-Crystalline Solids, copyright  2006,

with permission from Elsevier.)

motion, T1 undergoes a minimum [67]. As the temperature increases from deep in the
solid state, the correlation time decreases, and T1 decreases; that is, mobility increases.
This is known as the slow motional regime. On the other side of the minimum in the
fast motional or “liquid” regime, T1 increases with increasing temperature. The posi-
tion of the minimum depends on the frequency of observation or Larmor frequency.
Preliminary measurements of T1 as a function of temperature help determine whether
the temperature range of interest for a given system is in the fast or slow regime of
motion. Within that system, the impact of different formation variables on mobility
can be analyzed with respect to the trends in spin relaxation times. When comparing
different chemical systems, however, it is necessary to measure correlation times to
unambiguously judge differences in mobility between systems.

Cicerone et al. have introduced the concept that dynamics on the nanosecond
timescale may be important for protein stabilization in glasses [10,11,69]. Dynamic
neutron scattering provides information about fast local dynamics by probing atomic
fluctuations [70]. Cicerone et al. have used the high-flux backscattering spectropho-
tometer (HFBS), which enables very high-energy resolution studies of the high-
frequency dynamics of many systems. A comprehensive review of the technique has
been reported [10,71]. In the backscattering spectrometer, the sample is bombarded
with a monoenergetic beam of neutrons, which interact with the protons of the sample.
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Sciences, copyright  2002, with permission from Wiley.)

Only the neutrons with a particular final energy deflected by the protons are detected.
The motions in the sample are probed by varying the energy of the incident neutrons
and measuring the gain or loss in energy that they undergo in their interaction with
the sample [71]. The motions are analyzed in terms of the Debye–Waller factor (a
harmonic oscillator model), and the hydrogen-weighted mean-square atomic displace-
ment < u2 >. The higher the neutron scattering parameter < u2 >, the greater the
amplitude of the local fast motions.

21.2.2.1. Impact of Environmental Factors on β Relaxation. Both T1

and T1ρ measurements as a function of humidity show that as water content in a glass
increases, T1 decreases and molecular mobility increases (Fig. 21.4). This suggests that
motions faster than α motions are also affected by the water content of the solid sam-
ple [72]. Decreases in 13C T1ρ as water content increased have also been reported for
insulin alone and for insulin : trehalose systems. In studies of lyophilized bovine serum
γ-globulin, T1ρ decreased through a minimum as temperature increased for samples
stored at higher RH (75% and 86% RH). Duddu et al. measured the activation energy
of β relaxation as a function of water content in a PVP–water system [73]. As the water
content increased 	 up to 31%, the activation energy increased from 36 to 46 kJ/mol,
suggesting that thermally activated rotational diffusion of water played a major role
in the β relaxation of PVP. The carbon T1 relaxation times in lyophilized lysozyme
decreased with increasing relative humidity, that is, residual water content, indicat-
ing increased local mobility. The correlation of decrease in T1 relaxation times with
increased rate of aggregation (loss of activity) for this system is shown in Figure 21.5.
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21.2.2.2. Impact of Formulation Variables on β Relaxation. It has been
proposed in the literature that inclusion of a lower-molecular-weight (LMW) additive
such as glycerol in an amorphous solid produces antiplasticization of fast dynamics
[74]. These additives are thought to fill some of the free volume of the glass, hence
decreasing mobility. What is not clear, however, is the mechanism by which these
additives serve as an antiplasticizer for β motions, decreasing β mobility, while at
the same time acting as a plasticizer for α motions. In keeping with this concept,
Cicerone et al. observed that adding glycerol to glassy trehalose glass matrices at
5% w/w suppresses the short-time local dynamics [10]. Using incoherent neutron
scattering, the authors measured the amplitude of motions that occur on a nanosecond
timescale. The amplitude < u2 > was found to be smallest for matrix with 5% glycerol
at all temperatures (Figure 21.6). The “spring constant,” which signifies stiffness of
a glass assuming the motions to be harmonic vibrations, was also estimated to be
largest for the glass containing 5% glycerol. As the glycerol concentration increased,
the Tg decreased monotonically, presumably reflecting an increase in α mobility. As
discussed above, water increased the β mobility. Interestingly, glycerol, which is also
a small molecule, decreased the β mobility. The results suggest that the size of the
small molecule and/or the nature of its interactions with the matrix are/is critical in
determining the behavior observed.

21.2.2.3. Correlation of Chemical Stability with β Relaxation. In the
past, solid-state NMR has been used successfully to study hydration and stability of
proteins [75]. Some support for the assertion that faster relaxation in the glassy state
adversely affects chemical and physical stability has been provided using various NMR
parameters, for example, T1, T2, and T1ρ of protons and carbons. In a 2006 report,
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Figure 21.6. Debye–Waller factors from trehalose glasses with glycerol; 0 (+), 0.05 (�), 0.10

(�), 0.15(�), and 0.20 (•). Inset shows spring constants of glasses. The x axis also shows the

variation in Tg of the matrix as a function of glycerol fraction [10]. Reprinted from Biophysical

Journal, copyright  2004, with permission from Elsevier.

Yoshioka et al. studied the correlation between storage stability and 13C T1ρ (rotating
frame spin–lattice relaxation time) of freeze-dried insulin formulations, using solid-
state nuclear magnetic resonance (ssNMR) [76]. The effects of trehalose and dextran
on T1ρ were compared at various humidity levels. The authors demonstrated that
the degradation rate of insulin in formulations containing dextran was greater than
in those containing trehalose at low relative humidity (12% RH), while no differ-
ence in stability was observed at 44% RH. Similar 13C T1ρ measurements for insulin
alone and for insulin : dextran, formulations also showed no difference in stability.
The insulin : trehalose system showed biexponential relaxation behavior; the authors
proposed that the longer T1ρ was due to the carbonyl backbone, which was affected by
trehalose; in other words, the mobility of these insulin carbonyl carbons was restricted
in the presence of trehalose. The authors attributed the improvement in stability with
trehalose to the inhibition of β relaxations, as evidenced by higher T1ρ values.

Cicerone et al. studied the stability of two enzymes, horseradish peroxide and
yeast alcohol dehydrogenase, in glycerol–trehalose glasses with various compositions
by measuring the deactivation times of the enzymes at various temperatures [11]. The
deactivation times showed a maximum at 5% glycerol concentration in the trehalose
matrix. Later, Cicerone and Soles reported a neutron scattering study in which they
observed the suppression of the short-time local dynamics at 5% glycerol, suggesting
that there is a correlation between the preservation of enzymes and the suppression
of short-time local dynamics [10]. Improvements in stability for both enzymes were
consistent with a decrease in mobility in the glassy matrices associated with fast
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dynamics as measured by neutron scattering studies. Pikal et al. reported that an
hGH : sucrose formulation was much more stable than an hGH : trehalose formulation,
but showed that the sucrose formulation had greater molecular mobility as measured
using structural relaxation rates [77]. However, the lower-amplitude fast dynamics
measured using neutron scattering was found to be slower in the sucrose system than
in the trehalose system (Fig. 21.7). These measurements, reflecting fast dynamics,
correlated well with stability; that is, well below Tg, fast dynamics controlled stability
rather than global mobility. Dirama et al. presented a molecular dynamics simula-
tion over short times (ns) in trehalose : glycerol glasses and reported that the (95 : 5)
trehalose : glycerol matrix, which best stabilized the enzyme guest, had the strongest
H-bonding network and the greatest suppression of fast dynamics [78]. Abdul-Fattah
et al. measured the impact of drying method and formulation in systems containing
sucrose and IgG1 [79]. As the protein fraction increased in the IgG1 formulation,
< u2 > increased significantly, while the structural relaxation time τβ increased only
slightly, indicating a slight decrease in global mobility. The authors concluded that
the fast dynamics and global dynamics were partially decoupled for these samples.
In stabilizer-rich formulations, stability differences were best correlated to differences
in “fast dynamics” molecular mobility. Small amounts of sorbitol in IgG1 : sucrose
and IgG1 : trehalose formulations improved the storage stability even though global
mobility increased on addition of the plasticizer [45], suggesting that mobility other
than α relaxation is involved.



MOLECULAR MOTIONS IN THE AMORPHOUS STATE 539

Figure 21.8. Schematic of α and β motions as a function of temperature. (The dashed-line

curve) shows the degradation reaction rate; segment 1 represents the temperature window

when reactivity is correlated with β mobility; segment 2 shows the temperature window when

reactivity is correlated with α mobility [90].

The idea that fast dynamics affects chemical stability is physically appealing.
However, the question remains as to why chemical and physical degradation pro-
cesses in solids, which typically occur on a timescale of months or years, show better
correlation with fast motion occurring on a micro- or nanosecond timescale than with
global mobility, which has a timescale more similar to those of degradation processes.
Fast dynamics are present at all temperatures, yet only seem to only control stability
in the glassy state well below Tg. The schematic shown in Figure 21.8 is an attempt to
explain this apparent dilemma. It is well appreciated that α motions have a very strong
temperature dependence, so as temperature decreases to much below Tg, the global
motions occur on timescales of years and should be insignificant for pharmaceutical
stability. However, β mobility is still quite fast at temperatures below Tg. We suggest
that there are two “reaction pathways” between the initial and final states, one involv-
ing large-length-scale, highly cooperative “α motions” and the other involving many
small length scale “fast dynamics” motions. At high temperature, the α-motion path-
way is fastest and dominates reaction behavior. However, as temperature decreases,
the α-motion process slows greatly until the fast dynamics pathway is fastest and
dominates reaction behavior much below Tg. This pathway reflects small-length-scale
motion on a nanosecond timescale having very small cooperativity and low activation
energy [77]. Depending on the system and the degradation mechanism, the crossover
temperature can vary.
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Figure 21.9. Variation in mean relaxation time with temperature for quenched sucrose

glasses aged for 16 h at different temperatures. Note that the relaxation time increases as

the aging temperature approaches Tg, reflecting the more rapid access to supercooled liquid

state at a higher aging temperature. (Figure adapted from Shamblin et al. [13]. Reproduced

with permission from the Journal of Physical Chemistry, copyright  1999, American Chemical

Society.)

21.3. IMPACT OF ANNEALING ON MOBILITY AND STABILITY
IN GLASSY STATE

On aging, glassy systems experience an increase in relaxation time and a decrease
in overall molecular mobility. The spontaneous process by which different properties
of a glass stored below its Tg continue to change over time, in an attempt to attain
equilibrium, is called physical aging or structural relaxation [8]. In contrast, the term
annealing refers to heating an amorphous material at a temperature below Tg. A glass
will approach the equilibrium glassy state asymptotically during an annealing pro-
cess. The structural relaxation time (τ), which is the time required for a molecule to
undergo large scale configurational motion, increases and mobility decreases on aging
at temperatures below Tg. Figure 21.9 shows the effect of aging temperature on relax-
ation time in sucrose. As the aging temperature increases, the approach of the glass
toward the equilibrium liquid is faster. Diffusivities of small molecules in polymer
matrices have been known to decrease fully investigated with aging. Mardaleishvili
et al. demonstrated this decrease in their study on poly(methyl methacrylate) (PMMA)
films with an initiator for formation of free radicals via a photochemical reaction by
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annealing at two different temperatures [80]. This was followed by sample irradiation
at a wavelength of 365 nm to initiate free-radical formation, which was measured as
a function of time. The sample annealed at the higher temperature for a longer time
showed the smallest rate of accumulation of free radicals. Hill et al. compared the
extent of the Maillard reaction between lysine and glucose in annealed and untreated
glasses [81]. The authors suggested that the matrix became densified on aging, which
slowed the rate of reaction, although the effect was not significant.

The first report of stabilization by high-temperature treatment in pharmaceuticals
was presented by Pikal et al. [82] and briefly discussed again in a review [83]. The
authors noted that the stability of moxalactam disodium was superior when secondary
drying was conducted at 60◦C rather than 40◦C, although the moisture contents at
the two temperatures were essentially identical. As a follow-up to this observation, a
more extensive study was performed in a system of moxalactam disodium formulated
with 12% w/w mannitol, and the relationship between physical aging and chemical
stability was systematically investigated [84]. The authors reported that as annealing
temperature and time increased, the global mobility measured using τβ increased.
The chemical stability assay results showed a 1.7-fold decrease in decarboxylation
rate in moxalactam : mannitol systems on annealing at 70◦C (Tg = 122◦C) for 8 h. A
similar observation was made in a related study, which showed a small increase in
the chemical stability of a lyophilized cefovecin formulation on annealing [85].

In another study, Smits et al. measured T1ρ relaxation times in starch as a function
of aging time at different humidity levels [86]. At 30% RH, Tg > T, so as the material
was annealed, molecular mobility decreased, and T1ρ increased. At 60% and 90% RH,
the Tg decreased to below T and annealing did not occur, presumably because of high
water sorption under these conditions. This study demonstrated the potential utility of
NMR in the evaluation of physical aging.

Luthra et al. investigated the effect of controlled annealing on molecular mobility
in lyophilized aspartame: disaccharide glasses [29,87]. The broad objectives of this
research were (1) to study the correlation between the state of aging and global and/or
local dynamics in the two component lyophilized systems and (2) to determine whether
the annealing conditions required for achieving a minimum in fictive temperature Tf

(TNM modeling, DSC) [29,88], a maximum in τβ (IMC) [29], and a minimum in local
mobility measured using NMR [87] also produced the maximum for chemical stability.
The optimum aging conditions determined from both DSC and the best-fit parameters
of the TNM model showed that annealing at a temperature about 15◦C–25◦C below Tg

resulted in maximum structural relaxation [88]. Figure 21.10 shows that global mobil-
ity decreased in aspartame formulations as annealing proceeded. Accelerated stability
tests on annealed formulations showed that thermal annealing of samples under pro-
tocols that were predicted using mathematical modeling and shown calorimetrically
to produce optimum annealing for “mobility” were also close to those conditions that
produced optimum chemical stability [89]. It is significant to note that improvement
in sample purity was achieved via annealing after a short storage time in these studies
(Fig. 21.11). In other words, although some degradation did occur during annealing,
the lower degradation rate produced by annealing resulted in better purity at the end
of the stability study for the annealed sample.
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Figure 21.10. Structural relaxation parameters (τβ, in hours) of annealed aspartame : sucrose

(annealed for 20 h, �) and aspartame : trehalose (annealed for 10 hs, �) formulations,

measured using isothermal microcalorimetry at 50◦C [29].

Figure 21.11. Appearance of 5-benzyl-3,6-dioxo-2-piperazineacetic acid (DKP) as a function

of time at 50◦C storage temperature. Aspartame : sucrose formulation subjected to annealing

postlyophilization at 60◦C for 20 hs. Key: (�) not annealed, k = 0.90 ± 0.05; (�) annealed,

k = 0.25 ± 0.03. (Figure adapted from Luthra et al. [89]. Reprinted from the Journal of

Pharmaceutical Sciences, copyright  2008, John Wiley & Sons, Inc.)
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21.4. SUMMARY AND CONCLUSIONS

The current understanding of the relationship between structural relaxation dynamics
in amorphous solids and pharmaceutical stability in these systems is incomplete. In
this chapter, we have attempted to develop a perspective on the effect of motions
present in solid state on the stability of pharmaceuticals. Since molecular mobility,
which is a key parameter affecting chemical stability in the amorphous state, is affected
by thermal history, variations in processing conditions that influence thermal history
also play an important role. Global and local dynamics are present in all lyophilized
pharmaceutically relevant systems. There are documented cases for which the α motion
seems to control stability, while in other cases “fast dynamics” correlates better with
stability. While progress has been made in understanding this complex area and new
concepts in stabilization have emerged, additional work is needed to define the motions
most relevant to stability and to develop methods to quench them effectively.
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22.1. INTRODUCTION

The development of stable formulations is a prerequisite for a safe application of
proteins in pharmacotherapy. Proteins are complex molecules, susceptible to various
degradation reactions, including chemical modifications, aggregation, fragmentation,
or conformational changes during production or storage [1,2]. These instability reac-
tions are to be avoided, as they can result in a loss of activity, severe side effects,
and immunogenicity [3–5]. A drying step is frequently required for stabilization, with
the goal to preserve the native protein structure. In this context, lyophilization is still
the prevailing technology, but also spray-drying or other drying technologies, which
produce free-flowable powders, such as for the inhalative application route, are on the
upswing [6–8]. However, proteins do undergo degradation in the solid state as well,
as reviewed in Chapter 19 in this volume.

As compared to analysis after reconstitution, direct structural analysis of proteins
within solid matrices can be beneficial to gain deeper insight into the effect of the
manufacturing process or the impact of added stabilizers on the proteins in their stor-
age environments [9,10], with the goal to find optimum stabilizing conditions. When
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analyzing the protein only after reconstitution, reversible structural changes, which can
negatively affect storage stability, could be overseen. A loss of the native structure on
drying often correlates with loss of structure and biological activity after reconstitu-
tion [11,12] or long-term storage. Furthermore, changes in the secondary structure are
sometimes associated with chemical instability (see Chapter 19). For several proteins
it could be demonstrated that preservation of the native structure during lyophilization
can be correlated with an improved storage stability of the formulation (Table 22.1).

Only few methods are suitable for this approach, because the high optical den-
sity of the solid matrices and the related scattering effects render the use of most

TABLE 22.1. Examples from the Literature Showing Correlation Between Maintained Protein
Structure After Lyophilization and Improved Storage Stability

Method for Storage
Solid-State Stability

Protein Excipients Characterization Assessed by Reference

Interleukin-2 (IL-2) Glucose, sucrose,
trehalose,
raffinose,
stachyose, β-CD,
dextran 10, 40

FTIR SDS-PAGE,
HP-SEC

67

Interleukin-1
receptor
antagonist

FTIR — 16

Antibody Sucrose, trehalose,
histidine

FT-Raman HP-SEC 12

IgG1, recombinant
human serum
albumin (rHSA)

Sorbitol FTIR, KBr HP-SEC, IEC 68

Actin Glucose FTIR, KBr CD, activity testing 10
sucrose
trehalose
dextran

Recombinant
humanized
monoclonal
antibody

Trehalose, sucrose FTIR, KBr HP-SEC,
SDS-PAGE, CD

31

Recombinant
human
interleukin-11

Sucrose, trehalose,
hydroxy-ethyl
starch

FTIR, KBr HP-SEC,
RP-HPLC

69

Recombinant
humanized IgG

Lactose FTIR, KBr HP-SEC 27

Monoclonal
antibody

Sucrose FTIR, KBr HP-SEC 70

Abbreviations : HP-SEC = high-pressure size exclusion chromatography, RP-HPLC = reversed-phase
HPLC; IEC = ion exchange chromatography; CD = circular dichroism.
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spectroscopic techniques such as UV–visible absorption and CD spectroscopy difficult
or impossible. The most frequently used technique for solid-state protein analysis is
Fourier transform infrared (FTIR) spectroscopy. Other methods are near-infrared (NIR)
spectroscopy, Raman spectroscopy, solid-state nuclear magnetic resonance (ssNMR)
spectroscopy, hydrogen–deuterium (H/D) exchange in the solid state, and fluores-
cence spectroscopy. The basic principles of these methods are explained briefly with
focus on their use for solid-state protein characterization, and their use for solid-state
structural protein analysis is illustrated by selected applications.

22.2. FOURIER TRANSFORM INFRARED (FTIR) SPECTROSCOPY

Fourier transform infrared spectroscopy measures the light energy absorbed by protein
molecules in the infrared region due to vibrational motions. Therefore, FTIR spectra
are characteristic of bond types and highly sensitive to changes in the protein backbone,
specifically, secondary structure. Only three of possibly nine absorption bands are typ-
ically used for analysis: amide I (1600–1700 cm−1), amide II (1500–1600 cm−1),
and amide III (1220–1330 cm−1) [13]. The amide I band, which arises as a result of
C=O stretching vibrations with minor contributions from C–N stretching, is directly
correlated to the protein backbone conformation. Secondary structure analysis of pro-
teins in both solutions and solids is generally performed after taking the second
derivative or deconvolution of the amide I band. The amide II band, arising from
N–H bending and with C–N stretching vibrations, has been used to characterize pro-
tein secondary structure by employing H/D exchange experiments. The exchange of the
imide hydrogen with deuterium leads to a band shift from approximately 1545 cm−1

to 1450 cm−1, enabling quantification of H/D exchange kinetics. The amide III band
reflects a number of coordinated vibrations, and although it has been used for quanti-
tative secondary structure analysis, it has failed to gain importance because of its weak
signal. For further in-depth description of FTIR spectroscopy, the interested reader is
referred to the literature [13,14].

Fourier transform infrared spectroscopy enables measurement of protein structure
in samples of almost any physical state and morphology, including dried formulations.
It can measure samples that scatter light in the UV region, as long-wavelength IR
radiation is less prone to light scattering and stray light is not modulated at the
appropriate frequency by the interferometer and therefore is excluded by the Fourier
transformation [15]. Suitable sampling techniques for solid-state analysis of proteins
are potassium bromide (KBr) pellets, diffuse reflectance infrared Fourier transform
(DRIFT), attenuated total reflectance (ATR), and photoacoustic FTIR (PA-FTIR).

Dried protein samples are predominantly analyzed in potassium bromide (KBr)
pellets, where sample preparation plays an important role for the quality of the FTIR
analysis. Potassium bromide pellets are prepared by compressing a mixture of about
1–5 mg of dried sample (at least 0.2–0.5 mg protein) in 100–300 mg KBr, with
the exact ratio depending on the particular formulation. For sample preparation it is
essential to keep the residual moisture of the KBr pellets as low as possible. This
can be achieved by storing KBr and the pressed pellets in a desiccator, as well as
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by attaching the KBr pellet compactor to a vacuum pump. The mechanical stress
imposed on the protein during grinding and compressing may affect the protein, but
in general does not induce major structural changes [16]. A slight loss in the band
intensity in the FTIR spectra of dried lysozyme and α-chromotrypsinogen after KBr
processing was observed, mainly when employing high pressure during compression
and exposing the protein formulation to moisture [17].

For diffuse reflectance FTIR (DRIFT), the protein sample is mixed with KBr or
another IR-transparent salt. Compression is not necessary, which reduces the mechani-
cal stress for the protein. The IR light scattered by the salt–protein mixture is absorbed
by the protein and collimated by the detector [13].

Attenuated total reflectance (ATR) FTIR is another setup for measuring solid
protein samples, without further sample preparation [13]. The penetration depth in ATR
measurements is limited (1–2 µm), and therefore mainly protein in close proximity
with the ATR crystal, typically ZnSe, Ge, or diamond, is measured.

Another approach requiring only minimal sample preparation is photoacoustic
FTIR spectroscopy (PA-FTIR), which is used mainly in polymer science. On illumi-
nation with modulated radiation, the sample produces heat through nonradiative decay.
The resulting thermal gradient within the sample heats gas molecules in contact with
the sample and causes acoustic waves, which are detected by a sensitive microphone.
The acoustic waves can be mathematically transformed to absorbance spectra [18].
The measurements are rather insensitive to scattered light, and it is possible to deter-
mine semiquantitatively the depth from which the signal originates [18]. By using
PA-FTIR van de Weert et al. [19] demonstrated that lysozyme was homogenously
distributed through PLGA microspheres and that only minor amounts of lysozyme
were associated with the surface of the particles [19]. Correct background subtrac-
tion, which is essential for the quality of the spectra, is more difficult in the solid
state as compared to the liquid state. For instance, the background spectrum of the
excipients can be impacted by their morphology, such as the presence of different
polymorphic forms or amorphous material. Generally, it is difficult to produce mor-
phologically equal placebo samples for this purpose, especially, when the excipient
spectrum is overlapping with the amide I region of the protein. This holds true for
amino acids (e.g., glycine or histidine) and also for polymers such as hydroxyethyl
starch or poly(lactic-co-glycolic acid) (PLGA) [20].

Further care is needed when comparing spectra collected by different techniques,
as the sampling technique can impact the peak position and intensity (Fig. 22.1). The
differences between ATR-FTIR spectra and transmission spectra collected either from
KBr pellets or by the mull method were attributed to artifacts of the ATR method. Even
after correction for penetration depth and refractive index dispersion, the secondary
structure was determined less accurately by ATR-FTIR [21].

Alternatively to the sampling methods described above, solid samples and also
partially hydrated protein formulations can be analyzed after suspending them in
fluorinated hydrocarbon (mull method) [22,21] or directly without further sample
preparation between two calcium fluoride windows [22].

An illustrative example of the application of FTIR spectroscopy to monitor struc-
tural changes in dried matrices is given by Prestrelski et al. [24], who compared the
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Figure 22.1. Second-derivative FTIR spectra of lyophilized lysozyme (a), BSA (b), and IgG (c)

showing the KBr pellet transmission (dashed line), mull transmission (dashed–dotted line),

and corrected attenuated total reflectance (dotted line) [21].
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structure of several proteins in the solid state and after rehydration. Fourier transform
IR revealed that GCSF was conformationally stable during both drying and rehydra-
tion, α-lactalbumin reversibly unfolded during the drying process, but was native-
like after reconstitution, whereas γ-interferon and LDH denatured irreversibly during
lyophilization, leading to aggregation in the rehydrated solution [24,25]. Furthermore,
FTIR spectroscopy indicated that the initial secondary structures are correlated with
drying-induced structural changes of proteins. In predominantly α-helical proteins
(e.g., rhGH) or proteins with both α-helical and β-sheet structures (e.g., rhDNase), an
increase in β-sheet in favor of α-helices can be generally observed. For β-sheet-rich
proteins such as rhuIgG, the overall structure is less affected, as β-sheets are more
stable on drying [22,26,27].

One of the major applications of FTIR spectroscopy is the evaluation of the
stabilizing properties of excipients on the preservation of the secondary structure
of a protein in the dried matrix, including studies on protein–excipient interactions
[28–30]. When the retention of the native structure of a protein can be correlated with
improved storage stability, the stabilizing properties of excipients can be estimated
and the formulation optimized for long-term storage. Lyophilization of a recombi-
nant human antibody (rhuMAb) without excipients resulted in reversible solid-state
structural alterations detected by FTIR, and resulted in elevated aggregate formation
during 12-month storage at 30◦C. The structural alterations on lyophilization and cor-
respondingly the aggregate formation on storage could be prevented by adding sucrose
or trehalose [31]. Examples from the literature, where the retention of the native sec-
ondary structure in the solid state can be correlated with improved storage stability,
are listed in Table 22.1. Nevertheless, the retention of the native structure in the solid
state is not always a general predictor for stability, as was illustrated, for example, by
moisture-induced aggregation of lyophilized tetanus toxoid on storage. The stability of
this toxoid does not correlate with the initial solid-state structure determined by FTIR,
as the aggregation mechanism is independent of the initial protein conformation [32].

22.3. NEAR-INFRARED SPECTROSCOPY

Near-infrared (NIR) spectroscopy has gained immense popularity as a simple, fast,
noninvasive, and nondestructive technique, which allows measurement of both phys-
ical and chemical properties of samples, including residual moisture content, crys-
tallinity, molecular interactions in solids, and protein structure [33,34]. The region
between 13,300 and 4000 cm−1 is generally referred to as the NIR region . With respect
to protein structural analysis in the solid state, NIR spectroscopy measures overtone
(5000–13,000 cm−1) and combination bands (4000–5000 cm−1) of absorption bands
involving C–H, N–H, and O–H bonds. These bands are the outcome of forbidden
transitions from ground vibrational energy levels and are therefore several-fold less
intense than their corresponding mid-IR absorption bands. The low molar absorptivity
of NIR light permits generally rapid measurements in the reflectance mode, such as
through a glass vial.

The combination bands (4000–5000 cm−1) and first overtone bands (5600–
6600 cm−1) of proteins measured by NIR are often overlapping, with the result that
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they are broad and unresolved. To extract information from NIR spectra, data analysis
techniques such as multiple linear regression (MLR) analysis, principal-components
analysis (PCA), and partial least-squares regression (PLS) analysis are helpful tools.
For an in-depth description of NIR spectroscopy and data analysis, the interested
reader is referred to the literature [33,34].

The assignment of bands to certain structural elements is more complex than
in FTIR spectroscopy because of the overlap. However, it was feasible to assign
several NIR bands to α-helical (4369 and 4604 cm−1) and β-sheet structures (4323,
4417, 4525–4535 cm−1) [35]. So far, freeze-drying-induced conformational changes
of several proteins and the stabilizing impact of excipients on different proteins were
monitored by NIR spectroscopy [35–37]. Izutsu et al. [35] detected a slight reduction
in α-helical structures with a concomitant rise in β-sheet structures on lyophilization
and at elevated temperature, by comparing NIR spectra of seven proteins in solution
and in the solid state. These studies have shown the potential of using NIR as non-
destructive, fast technique for monitoring structural analysis of proteins. Limitations
of NIR compared to FTIR are the relatively weak and overlapping signals in NIR.
However, it is possible to simultaneously monitor changes in secondary structure of
proteins and other physicochemical parameters of lyophilized formulations, such as
crystallinity. For routine application, such as in process control by direct measurement
of lyophilized products within vials, further studies are required.

22.4. RAMAN SPECTROSCOPY

Owing to technological advances, Raman spectroscopy has emerged as an important
tool to monitor secondary structure of proteins. Like FTIR, Raman spectroscopy has
the flexibility to study protein structure in different physical forms, including the solid
state. A major advantage of Raman spectroscopy is that solid samples can be directly
measured independent of their morphology and structure. An excellent review by Wen
enlists the more recent advances of Raman spectroscopy [38]. Raman spectroscopy
detects vibrational transitions within molecules and can be regarded as a comple-
mentary technique to IR spectroscopy. While FTIR is based on absorption, Raman
spectroscopy is a two-photon process; after absorption the molecules transit to virtual
states and emit photons with changed energies as Stokes Raman scattering (weaker
energy), which is typically used in conventional Raman spectroscopy, and anti-Stokes
Raman (higher energy) [38]. The Raman effect is independent of the wavelength of
the incident light. So, light of any single wavelength from deep UV to near infrared
can be used, thus offering great selectivity. However, Raman signals are weaker for
higher wavelengths, as the intensity of the scattered light is proportional to λ−4. A
prerequisite for Raman scattering is a change in the electronic polarizability of the
molecules within the vibrational mode [39,40]. Raman-active bands are found within
proteins –CH, –CH2, disulfide bridges, and aromatic amino acids, which have a high
polarizability and symmetric vibrational modes [38]. Thus, changes in the conforma-
tion of disulfide bridges and hydrogen bonding of tyrosine can easily be monitored,
which is a unique advantage of Raman spectroscopy [39].



556 STRUCTURAL ANALYSIS OF PROTEINS IN DRIED MATRICES

For Raman spectroscopy of proteins, mainly light in the NIR region (mostly
1064 nm lasers in FT-Raman) is employed to overcome disturbance from fluorescent
impurities [38]. Raman spectroscopy enjoys a few advantages over FTIR. Raman
spectroscopy provides information on highly polarizable group (having symmetric
vibrational modes), which may or may not be IR-active. This attribute of Raman
spectroscopy helps to identify the disposition of the side chains of amino acid residues,
such as hydrogen bonding, and freedom of S–H bonds.

One disadvantage is that Raman scatter intensity is intrinsically low. As a result,
a large fraction of protein in the dried formulation is required to obtain good-quality
spectra. Care also needs to be taken when adjusting the intensity of the laser, as the
samples can be locally destroyed above a certain threshold.

Forbes et al. [41] analyzed the impact of thermal stress on secondary structure,
as well as the activity of trypsin in solution, spray-dried, and crystallized solid sam-
ples. Spray drying resulted in a small drift in the amide I band at 1688 cm−1, as
well as the occurrence of a new band at 1785 cm−1 in FT-Raman spectra, which
was also observed for heat-stressed samples but not on crystallization of trypsin. The
changes in secondary structure detected by FT-Raman were associated with loss of
biological activity of trypsin [41]. By analyzing the amide I band in Raman spec-
tra Sane et al. [12] quantified drying-induced structural changes in dried antibody
formulations, mainly an increase in turn and unordered structures at the expense of
ß-sheet structures. The extent of these structural changes in the presence of excipi-
ents correlated with the long-term stability of the antibody formulations, assessed by
HP-SEC [12].

22.5. MICROSCOPIC TECHNIQUES (IR, RAMAN)

Infrared spectroscopy and Raman spectroscopy can be combined with microscopy.
Herewith the information on protein structure can be correlated to a certain location
in the sample. Furthermore, when linked to a freeze-drying microscope, IR and Raman
spectroscopy allow in situ monitoring of freezing or freeze-drying induced structural
changes in the protein.

Schwegman et al. [42] employed IR microscopy to monitor changes in the sec-
ondary structure of lysozyme in situ during freezing, freeze–thawing, and freeze
drying, and on reconstitution. Without excipients a reduction of spectral similar-
ity (calculated from the area of overlap) on freezing and freeze drying was mea-
sured, whereas the similarity was almost fully recovered after reconstitution of the
lyophilized samples (Table 22.2). This indicates that the structural changes in the
freeze-dried state were at least partially reversible. In presence of mannitol, the
secondary structure in the freeze-dried state was better preserved, but not after recon-
stitution, whereas a combination of mannitol with sucrose also preserved the sec-
ondary structure after reconstitution [42]. In situ measurements have the advantage
that the impact of formulations on protein structure can be measured for the differ-
ent process steps and thus can be a valuable tool for the screening of formulation
excipients.
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TABLE 22.2. Spectral Similarity of Lysozyme FTIR Spectra During Different Stages of Lyophilization
Calculated from Area of Overlap for Different Formulationsa

Excipients Frozen Solution Freeze-Dried Reconstituted

None 91.3 73.4 96.0
20 mg/mL mannitol 90.1 88.7 90.1
20 mg/mL mannitol — 87.2 96.4
10 mg/mL sucrose — — —

a Values (expressed as percentage) taken from Schwegman et al. [42].

22.6. SOLID-STATE NUCLEAR MAGNETIC
RESONANCE SPECTROSCOPY

Previously, solid-state NMR (ssNMR) spectroscopy was used almost exclusively for
characterizing small molecules, but it is rapidly emerging as a technique for char-
acterizing macromolecular formulations. Solid-state NMR measures the absorbance
of radiofrequency radiation by certain atomic nuclei (1H, 13C, 15N) within a strong
magnetic field. It can provide atom-level detail about protein structure and degrada-
tion in liquid and in lyophilized formulations [43]. In solution NMR, each structure
is reported as an ensemble of many structures, all of which are consistent with exper-
imentally derived restraints. An energy-minimized-averaged structure is then derived
by aligning the structures and then finding the average position in Cartesian space. In
ssNMR the molecules are fixed in space and therefore result in broad peaks. This can
be attributed to the strong coupling interactions and chemical shift anisotropy (CSA).
These problems are overcome by development of suitable probes (e.g., 13C- or 15N-
labeled proteins) and spinning the sample at an angle of 54◦44′ between the spin axis
and the direction of the magnetic field. This angle is also known as the “magic angle”
and the technique as “magic-angle spinning” (MAS). Also, by cross-polarization of
magnetization from protons to carbons (13C), the sensitivity to the carbon nucleus can
be enhanced leading to the expansion of capabilities of ssNMR as a viable method
for looking at solids [44,45].

For biological systems, ssNMR application has been limited mainly to elucidation
of structure of proteins with low water solubility, including membrane proteins and
α-amyloid fibrils [46–50]. In lyophilized powders the molecular orientation is more
random, making it more difficult to obtain detailed information on protein structure as
compared to membrane proteins or amyloid fibrils. Still, ssNMR is very useful with
respect to protein structural information in solid formulations. Although limited in
its applications for lyophilized formulations it has been used for assessing secondary
structure, chemical reactivity, and molecular mobility of both protein and excipient in
amorphous solids [51,52]. Examples of the use of solid-state NMR are analysis of site-
specific interaction between excipients and proteins [53], as well as molecular mobility
studies of excipients and protein within dried matrices [54,55]. The main application
of ssNMR focuses on the detection of chemical changes, which are discussed further
in Chapter 19.
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22.7. HYDROGEN–DEUTERIUM (H/D) EXCHANGE

Hydrogen–deuterium exchange has long been used to analyze protein structure, pro-
tein folding/unfolding mechanisms, and protein–ligand interactions in solution [56].
Traditionally H/D exchange was used in conjunction with NMR, but more recently
H/D exchange in combination with FTIR [57] and with mass spectrometry [58,59]
has emerged as powerful technique capable of investigating protein structure and
dynamics in solids. When comparing mass spectrometry with NMR in H/D exchange
experiments, mass spectrometry (ESI and MALDI) has superior sensitivity, requiring
minute quantities of protein for analysis, and can handle larger proteins and their com-
plexes, On the other hand, NMR requires high protein concentrations but can provide
information at the amino acid level, that is, determining exchange rates at specified
amide linkages.

Hydrogen–deuterium exchange is based on the rate at which the protein backbone
amide hydrogens undergo exchange with deuterons when incubated in presence of D2O
vapor (e.g., solid samples) or solution (liquid samples). The amide hydrogens of the
protein backbone are involved in numerous hydrogen bonds and therefore stabilize the
secondary and tertiary structures of the protein. For each individual amide hydrogen,
the exchange rate will depend on its solvent accessibility and its involvement in
intramolecular hydrogen bonding to any other part of the protein [60]. Typically, a
H/D exchange experiment involves exposing the protein sample to a D2O environment
(vapor or solution) for predetermined time intervals followed by withdrawal of samples
and quenching by a low-pH buffer (typically pH 2.4) at low temperature (typically
0◦C) to arrest backexchange with nondeuterated solvent [61]. After H/D exchange
the proteins can be analyzed (e.g., by LC-ESI MS) as intact proteins or subjected
to pepsin digestion after H/D exchange, which enables the assessment of deuterium
uptake by different regions of the protein.

French et al. [57] used the isotopic shifts for the amide II/II’ band in FTIR
spectra to characterize the accessibility of human granulocyte colony-stimulating factor
(rhGCSF), as well as recombinant consensus interferon (rConIFN) and trehalose in
spray-dried powders to H/D exchange. At 33% RH the H/D exchange was found
to decrease with increasing trehalose content, suggesting increased protection of the
protein amide bonds due to hydrogen bonding with trehalose. At 75% RH the H/D
exchange increased for both proteins, and it could be shown that trehalose has slight
a stabilizing effect on α-helical structure. The H/D exchange data correlated well with
results obtained at the two RH values with conventional FTIR [57].

Li et al. [62,63] used LC ESI-MS to perform H/D exchange studies with calmod-
ulin as model protein lyophilized with calcium chloride, trehalose, sucrose, dextran,
and mannitol. By pepsin digestion it could be shown that calcium chloride primar-
ily stabilized the calcium binding loops, whereas trehalose stabilized mainly the α

helices at 33% RH. In comparison, FTIR did not show appreciable perturbation of
the secondary structure in any of the formulations [63]. A comparison of excipients
furthermore revealed that trehalose and sucrose showed greatest protection against
H/D exchange, with the effect exerted primarily on the α-helical portions. Dextran
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also showed slight protection, whereas mannitol lost its protective effect because of
its recrystallization on storage [62].

22.8. SOLID-STATE FLUORESCENCE SPECTROSCOPY

Only a few studies have been reported on the employment of fluorescence spec-
troscopy for analyzing protein structure in the frozen state [64] or in lyophilized
protein formulations [65,66]. Trypthophan fluorescence is affected by its microenvi-
ronment; therefore, it is possible to measure changes in tertiary structure of a protein.
Note that drying itself creates a change in microenvironment (i.e., removal of water),
so altered fluorescence signals do not necessarily point to protein conformational
changes. The major obstacle is the high optical density of the dried formulations and
the larger interference by scattered light. These issues can be overcome by measuring
dried samples in the frontface mode.

22.9. SUMMARY AND CONCLUSIONS

Several methods are available for analyzing protein structure in the solid state.
Although FTIR is still the key method for measuring secondary structure and
aggregation in the solid state, technological advances and new insights in NIR
spectroscopy, Raman spectroscopy, ssNMR, and H/D exchange have cleared the
way for their utilization in solid-state protein analysis. In particular, noninvasive
methods such as NIR spectroscopy could be further developed with respect to routine
application in quality control of dried formulations within vials. Both IR and Raman
microscopy allow in situ monitoring of protein structure during freezing or freeze
drying. More specific information can be gained by H/D exchange studies, which can
assess the stabilizing impact of stabilizers on defined positions within the protein,
and by ssNMR, which can provide insight into site-specific interactions of excipients
with proteins. Most importantly, solid-state analysis can give insight into structural
changes of proteins in the dried state, which could be overlooked when focusing
only on the reconstituted liquid formulations. Therefore, it can help optimize dried
formulations with respect to improved stability.
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THE IMPACT OF FORMULATION AND

DRYING PROCESSES ON THE
CHARACTERISTICS AND

PERFORMANCE OF
BIOPHARMACEUTICAL POWDERS

Vu L. Truong and Ahmad M. Abdul-Fattah

23.1. INTRODUCTION

In simple terms, the solid-state properties of pharmaceutical powders can be divided
into delivery and/or stability-impacting properties, as highlighted in Figure 23.1 [1–4].
Additionally, there are solid-state properties that can be indirectly impacted by storage
stability or affect delivery such as powder flow properties, powder appearance (e.g.,
color, cake appearance in a lyophilized cake), reconstitution time, and change in
pH after reconstitution. Solid-state properties are impacted by both formulation and
processing conditions used to dry the drug (or the “thermal history” to which the drug
is subjected through during drying). Chapter 28 reviewed the various drying methods
that have been applied to biopharmaceuticals, the kinds of stresses associated with each
drying methods that are applied to the drug, and the different solid-state properties
that arise from each processing methods. In the present chapter, we examine how
formulation and drying-induced variations in some important solid-state properties
such as molecular mobility, protein structure, and surface properties can affect the
storage stability of biopharmaceuticals in the glassy state.

Formulation and Process Development Strategies for Manufacturing Biopharmaceuticals,
edited by Jameel and Hershenson
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Figure 23.1. Examples of stability- (a) and delivery-impacting (b) solid-state properties.

23.2. THE IMPACT OF FORMULATION ON SOLID-STATE PROPERTIES
AND STORAGE STABILITY OF BIOPHARMACEUTICALS

The most important parameter to be considered during formulation is choosing the
right type of stabilizer. A suitable stabilizer needs to be compatible with the active
biopharmaceutical ingredient (ABI). Pharmaceutical stabilizers that are inert and do
not covalently react nor tightly bind to the ABI are typically preferred. Inappropriate
selection of stabilizer could lead to unwanted reactions, leading to loss of activity.
For example, using lactose as a stabilizer for human growth hormone (hGH) lead
to Maillard reactions and activity loss [5]. As a general requirement, the stabilizer
needs to be in the same phase as the ABI to achieve long-term storage stability
[6,7]. This is also supported by the observations that mannitol + glycine [6–8] or
polyethylene glycol (PEG) + dextran [9], when used as sole stabilizers tended to
crystallize and phase-separate from the ABT in the formulation, which resulted in
poor stabilization. Once the appropriate stabilizer has been selected, other aspects
that need to be considered include, but are not limited to, the ratio of stabilizer to
active ingredient, the pH and type of buffer system, and the presence or absence of
surfactants [7,10–12].

“Stability-impacting” solid-state properties such as moisture adsoprtion/desorption
behavior protein structure (secondary and/or tertiary), molecular mobility (global
and/or local motions), and surface properties (total surface accumulation of active
biopharmaceutical) may change if the excipients and/or excipients:protein ratio are
changed. One or more of the stability-impacting solid-state properties usually controls
the storage stability of the ABI. Hence, a change in one or more of these properties
may alter the storage stability profile of the ABI.
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23.2.1. Structure, Moisture Sorption Behavior, and Storage
Stability

There is sufficient evidence in literature to support a correlation between preservation
of protein secondary strutures (alpha helices, beta sheet s, beta turns, etc.) in the solid
state and storage stability [13–16]. According to the water substitution hypothesis, a
good stabilizer can form hydrogen bonds at specific sites on the surface of proteins
and substitute for the thermodynamic stabilization function of water that is lost during
drying. Protein unfolding would therefore be inhibited during the drying process by
the addition of sufficient amount of stabilizer, which effectively increases the free
energy of denaturation; that is, as water is removed, greater maintenance of protein
secondary structure is achieved with the addition of the stabilizer. With greater preser-
vation in secondary structure, better storage stability of the ABI is expected. Secondary
structure in the solid state is commonly assessed by Fourier transform infrared spec-
troscopy (FTIR), and more recently by Raman spectroscopy. With FTIR studies, the
spectral correlation coefficient value (r), a semiquantitative measure of the degree of
structural preservation, can be determined. The closer r is to 1, the more “native” the
secondary structure is [7,10,17]. Pikal et al showed an inverse relationship between
initial r value and physical degradation of hGH freeze-dried with different stabilizers,
as well as with increasing levels of trehalose [18,19]. The storage stability (physical
stability) of Met-hGH freeze-dried with different stabilizers at both 50◦C and 60◦C
also improved as initial r values (i.e., post-freeze drying) approached 1 [20]. Different
stabilizers produced a similar outcome with the storage stability of recombinant human
interleukin-11 in lyophilized form [21]. Formulations of interleukin-2 (IL-2) freeze-
dried from different starting pH values also showed a similar relationship between
storage stability and r [13]. There is currently growing speculation on a similar rela-
tionship between protein tertiary structure and storage stability in the solid state [22].
The interaction between protein and stabilizer increases up to a certain point, after
which saturation of the binding sites on the protein surface is reached. No further
thermodynamic stabilization is expected beyond this point [14,18,23]. For example,
studies by Cleland et al. [24] show an improvement in the storage stability (chemical
and physical) of a recombinant humanized monoclonal antibody (rhuMAb HER2) as
a function of stabilizer ratio in the lyophilized formulations. Improvement in storage
stability was consistent with an improvement in secondary structure with more added
stabilizer, but beyond a certain rhuMAb:stabilizer molar ratio, no further improvement
in secondary structure and storage stability of HER2 in the solid state was observed.
Similar findings were made by Chang et al. [14].

Among the impacts of stabilizer replacing water-binding sites on the protein
surface during dehydration is alteration of the moisture sorption property of the powder
[16,25,26]. Studies on powder moisture sorption properties typically report monolayer
hydration values (M0) [27,28]; M0 is the amount of water necessary to saturate the
protein surface with a monolayer by binding to specific polar sites. The presence
of a water monolayer inhibits the undesirable interactions between polar groups on
adjacent protein molecules, thereby preserving their biological activity. Hence, M0

is believed by some researchers to be the point for maximum shelf life in the dry
state, above which the rate of chemical and/or physical reactions begin to increase
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Figure 23.2. Correlation between chemical stability of hGH and M0 in freeze-dried formula-

tions with different fractions of sucrose. (Figure constructed from data in Constantino et al.

[26] and Pikal et al. [29].)

significantly because of greater solubility and mobility of reactants [27,28]. In studies
on hGH systems with sucrose and trehalose, M0 was observed to decrease moderately
up to a certain point (50:50), after which an increase was observed [26]. Figure 23.2
shows an improvement in the chemical stability of hGH in different sucrose-based
formulations with an increase in M0, brought about by an increase in the fraction of
sucrose in the freeze-dried formulations [26,29]. Moisture levels were less than 1%
w/w in these formulations. A similar relationship was observed with physical stability
(aggregation rate constants) of hGH in the same formulations, and with both physical
and chemical stabilities of hGH in trehalose-based formulations [26,29].

The previous observations with proteins such as hGH indicated that storage sta-
bility was a function of both protein secondary structure and M0. To our knowledge,
however, there is no published study showing a clear-cut relationship between all
three parameters simultaneously.

23.2.2. Molecular Mobility and Storage Stability

Multiple studies show a strong correlation between molecular mobility in the solid
state and storage stability [14,16,18,30–32]. Formulation, moisture content, and ther-
mal treatment all influence molecular mobility in the solid state. Molecular mobility is
covered in depth elsewhere in this book. Briefly, molecular mobility has been divided
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into global motions and local motions (fast dynamics) [18,31–34]. Global motions
(also known as α relaxations) refer to motions that take place over a timescale of
seconds or more and involve diffusion and/or rotation of entire molecules or large
segments of molecules (i.e., motions related to viscosity of the medium). A good
measure of α relaxation is relaxation time (τ) which proportional to the reciprocal of
molecular mobility by global motions [18]. Local motions (also known as β relax-
ations), on the other hand, refer to motions of side chains and smaller groups within
the molecule, and occur over faster timescales (e.g., on the order of nanoseconds). A
good measure of β relaxation is the mean-square amplitude of atomic motions<µ2>,
a value measured by incoherent elastic neutron scattering [33–35]. Other reported
measures of β relaxation are rotating frame spin–lattice relaxation time (T1ρ), a value
measured by 13C solid-state nuclear magnetic resonance spectroscopy [36].

It is well known that the glass transition temperature (Tg) is a function of both
moisture content and formulation composition [16,37]. The higher the moisture con-
tent, and the closer Tg is to the storage temperature (T ), the greater the global motions
are (Fig. 23.3), thereby enhancing physical and/or chemical degradation during storage
(16, 37, 38). Consistent with the glass dynamics theory, several studies have shown
that a good correlation exists between moisture content and/or molecular mobility with
storage stability. The physical stability of a recombinant humanized monoclonal anti-
body (rhuMAb E25) spray-dried with different stabilizers was a function of both type
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Figure 23.4. Relationship between chemical degradation and T − Tg in a Vinca alkaloid

antibody. (Figure constructed from data in Roy et al. [40].)

of stabilizer and moisture content [39]. Roy et al. showed that at various temperatures
and moisture contents, the degradation of lyophilized vinca alkaloid-antibody congu-
gate, leading to free vinca or dimer formation, was a function of T − Tg (Fig. 23.4)
[40]. Miao et al. found a similar relationship between the rate of nonenzymatic brown-
ing reaction (Maillard reaction) and T − Tg at different moisture contents in both
freeze-dried and spray-dried systems of lactose/trehalose l-lysine/d-xylose [41]. In
other studies, direct measurements of global molecular mobility showed an improve-
ment in the storage stability with an increase in relaxation time (i.e., lower global
molecular mobility) [18,19,30,37].

In addition to the dependence of storage stability on global molecular mobility,
a few case studies have emerged demonstrating the importance of fast dynamics in
storage stability of biopharmaceuticals. Yoshioka et al. (36) showed that the chemical
stability of insulin was better in trehalose-based formulations than in dextran-based
formulations, owing to faster local dynamics with dextran. It has been suggested that
plasticizing glasses by the addition of an appropriate amount of small-molecule plasti-
cizer (such as glycerol or sorbitol) can lead to an improvement in the storage stability
of the ABI (while maintaining T below Tg of the formulation). The stabilization mech-
anism associated with plasticizers is thought to be the coupling of these excipients to
the bulk glass surrounding and the dynamic suppression of molecular vibrations [42].
For example, Cicerone et al. [35] demonstrated that the physicochemical stability of
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an IgG in different formulations improved with the addition of small quantities of
sorbitol to freeze-dried sucrose-based systems. The addition of appropriate amounts
of sorbitol caused a decrease in the mean-square amplitude of atomic motions, that is,
a decrease in molecular mobility by fast dynamics (Fig. 23.5). The dynamic suppres-
sion of local motions and the correlation to improved storage stability, could suggest
that the plasticizer (conceptually) acts as a molecular shock absorber, dampening the
vibrations of the sucrose-based excipient matrix, and reducing the physical stresses
brought about by fast dynamics.

23.2.3. Correlation of Storage Stability to Other Solid-State
Properties

Surface properties of dried formulations also play a role in the storage stability of
biopharmaceuticals. A measure of specific surface area (SSA), density, and surface
composition of dried powders can provide insight into the accumulation of the active
biopharmaceutical ingredient at the powder surface [43]. The most commonly used
technique in the pharmaceutical industry for measuring surface composition is X-ray
photoelectron spectroscopy (XPS) [also known as electron spectroscopy for chemical
analysis (ESCA)] [44–46]. Other tools have also been used such as auger electron
spectroscopy, secondary-ion mass spectroscopy, and fluorescence techniques [47,48].
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Figure 23.6. Relationship between protein secondary structure, protein surface accumu-

lation, and physical stability of Met-hGH in different freeze-dried formulations. (Figure

constructed from data in Abdul-Fatah et al. [20].)

The physical stability of Met-hGH in different formulations was found to improve
with lower accumulation of Met-hGH at the surface of the dried powders (Fig. 23.6).
The relationship between stability-impacting solid-state properties and storage stabil-
ity in different amorphous formulations can become more complex because more than
one factor may be involved in determining the stability profile of the active biophar-
maceutical ingredient. For example in the met-hGH study, where surface enrichment
was observed, stability could be improved with more “native” protein secondary struc-
ture content. This suggests that neither water substitution theory nor glass dynamics
hypothesis alone will suffice for the interpretation of storage stability outcome. A study
by Chang et al. [14] showed that the physicochemical stability of an IgG1 freeze-dried
with sucrose improved as the weight fraction of sucrose increased, consistent with a
decrease in molecular mobility and a more native protein structure in the solid state
(Fig. 23.7). Moreover, the same study done with recombinant human serum albumin
(rhSA) showed similar trends as with IgG.

23.3. IMPACT OF DRYING METHOD ON SOLID-STATE PROPERTIES
AND STORAGE STABILITY OF BIOPHARMACEUTICALS

It has been shown that not only does the formulation components strongly influence
the solid state properties, including stability-impacting properties, but also the drying
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from data in Chang et al. [14].)

process method that is used to arrive at the dry state [1–4]. However, there are few
cases in the literature demonstrating that changes in solid-state properties brought
about by changes in thermal history (especially drying method) impact the solid-state
stability of the ABI. Causal relationships between thermal history and storage stability
have not been fully appreciated because there has been a lack of storage stability data
for identical systems dried by different methods as well as a lack of thorough char-
acterization of the systems after drying. One study reports marginally better storage
stability of interferon alpha-2a produced by precipitation followed by vacuum drying,
as opposed to the same formulation freeze-dried [49]. However, there were insuffi-
cient comparative solid-state characterization data such as moisture content or protein
secondary structures to support causal relationships [49]. Another study reports supe-
rior storage stability of a recombinant humanized monoclonal antibody (rhuMAb) in
freeze-dried formulations compared to their spray-dried counterpart preparations [50].
No differences were observed between the secondary structure of rhuMAb formula-
tions prepared by spray drying or freeze drying, as studied by Raman spectroscopy.
However, no further attempt was made at exploring other factors that may lead to
such differences. It can be argued that the storage stability profile of the ABI in a for-
mulation dried by different methods can differ depending on a number of factors such
as drying stresses encountered during the drying process, thermal history during the



574 IMPACT OF FORMULATION AND DRYING PROCESSES ON POWDERS

drying process (e.g., a high-temperature annealing step after drying), polyamorphism,
and phase separation. To understand the underlying factor(s) involved, we shall fur-
ther review the stability-impacting solid-state properties that are shaped by the drying
methods used to manufacture the dry powder.

Several studies have shown that both spray drying and vacuum drying produce
powders with a higher moisture content than does freeze drying [51,52]. Therefore
unless an additional (secondary) drying step is employed to further reduce the final
moisture content, the differences in storage stability profiles may be driven mainly
by differences in moisture content. Whether differences exist in moisture sorption
behavior due to drying methods remains a topic of debate, as is the implications
of these differences, if any, on storage stability. One study shows little difference
between moisture sorption isotherms of a freeze-dried system of hGH with trehalose
and surfactant and its equivalent spray-dried preparation. However, the same study
shows greater differences in moisture sortion behavior due to formulation (e.g., use
of different stabilizers, presence or absence of surfactant) (Fig. 23.8) [53]. A study by
Miao et al. shows that spray-dried preparations had higher M0 values (as modeled by
both GAB and BET isotherms) than did their equivalent freeze-dried preparations in
different systems (lactose/reactant, lactose/trehalose/reactant, and trehalose/reactant)
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(Tween) [53], Abdul-Fattah et al., unpublished data.
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[54]. Furthermore, the rate of nonenzymatic browning in the three systems (irrespec-
tive of spray-dried or freeze-dried) equilibrated at different relative humidity (RH)
levels was lower in freeze-dried powders at all RH values (33.2%, 44.1%, 54.5%, and
65.6%), and independent of Tg (Fig. 23.9).

Different drying methods can result in powders with significantly different spe-
cific surface areas (SSAs) [44,45,55,56]. Also, different drying methods can result
in powders with significantly different surface composition [44,45,56]. It is expected
that powders with very high SSA and high composition heterogeneity will be inferior
in storage stability, and the theoretical basis behind such relationship is explained in
detail elsewhere [20,43]. In a study by Scherer et al. [57], an optimized formulation
developed for a vaccine against influenza was dried by freeze drying, spray drying, and
foam drying. Storage stability of the vaccine monitored at 37◦C showed that the vac-
cine was most stable in foam dried powder and least stable in the spray-dried powder.
Although extensive characterization studies were not performed, SSA measurements
showed that the spray-dried powder had the highest SSA among all powders, while the
foam-dried powder had the lowest SSA (Fig. 23.10). Webb et al. determined a rough
correlation between the total surface accumulation of recombinant human interferon-γ
(rhIFNγ) in a trehalose matrix and its storage stability (physical), as a function of both
formulation and drying method [spray–freeze drying (SFD) and freeze drying] [58].
Freeze-dried preparations were more stable than their equivalent SFD preparations,
consistent with a lower SSA and total rhIFNγ surface accumulation.

In a recent study to address the drying method-induced variation in surface het-
erogeneity and how it impacts storage stability, we dried a model vaccine with and
without surfactant using spray drying, foam drying, and freeze drying with & with-
out annealing [59]. BET and ESCA were used to measure the specific surface area
(SSA) and the distribution of the vaccine on the solids’ surface (as indicated by the
nitrogen atom [‘N’] content), respectively Figure 23.11. In the absence of surfactant,
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Figure 23.10. Different drying methods applied to the same formulation resulted in different

solid-state structures and properties [57] Truong et al., unpublished data.

the spray-dried powder showed highest SSA, while the foam-dried powder showed
extremely low SSA, with intermediate SSA values among freeze-dried powders. A
high SSA combined with high percent surface N on the powder surface, indicates
higher enrichment of vaccine on the surface of the spray-dried powder. On addition
of surfactant, there was a significant drop in both SSA and percent surface N of most
preparations (except freeze-dried powder with an annealing step after the freezing
step). Foam-dried powder with surfactant remained lowest in terms of SSA. Overall,
the foam-dried powder with surfactant had the lowest vaccine surface coverage (nearly
none) as evidenced by the absence of N surface signal by ESCA. Storage stability
studies with surfactant-free powders at both 25◦C and 37◦C showed that foam-dried
powder had stability superior to that of the other powders. On addition of surfactant,
storage stability of the vaccine improved significantly with both foam- and spray-dried
powders. The same trend, however, was not observed with freeze drying. Perhaps this
result may be due to some sort of structural damage caused by ice to the vaccine
at the ice–water interface, which a surfactant failed to protect against. Overall, foam
dried powder with surfactant was the most stable powder in all preparations studied.
Thus this study shows a good correlation between storage stability of the vaccine and
surface heterogeneity triggered by different drying methods and formulation, except
when an ice–water interface is involved (Fig. 23.12).

A more extensive study [60] was performed in which sucrose-based formula-
tions of an IgG1 were dried by the same drying methods used with the vaccine study
above. Formulations were made with different protein-to-sucrose ratios in the pres-
ence and absence of surfactant. For the sake of simplicity, we will discuss important
findings for two surfactant-free systems that we will designate as stabilizer-rich (pro-
tein:sucrose ratio 1:4) and protein-rich (protein:sucrose ratio 4:1) systems. The dried
formulations were examined for protein secondary structure, surface properties, and
molecular mobility by both global dynamics and fast dynamics. Additionally, accel-
erated stability studies were performed to measure physical aggregation rate by size
exclusion chromatography. The findings for both systems are summarized as follows:
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1. The FTIR data showed that in the stabilizer-rich system, the foam-dried pow-
der experienced the greatest perturbation in secondary structure, followed by
freeze-dried, followed by spray-dried powders. Therefore, the FTIR data would
project a superior storage stability for spray-dried powder and poor storage sta-
bility for the foam. As was observed earlier with the vaccine study both SSA
and total protein surface accumulation were highest with spray drying and
extremely low with the foam (Fig. 23.13). No significant differences in global
molecular mobility, as well as amplitude of rapid motions, were observed
between spray-dried and freeze-dried powders. However, global motions dra-
matically slowed down and the amplitude of fast motions decreased with the
foam powder (Fig. 23.14), thus projecting superior storage stability of the foam
to all other powders in the 1 : 4 formulation. Such an outcome contradicts the
expected storage stability outcome from solid-state FTIR studies. Storage sta-
bility studies at 50◦C showed superior stability of foam compared to all other
powders, consistent with a lower global and molecular mobility as determined
by neutron scattering and TAM, respectively (Fig. 23.15). Moreover, in this
system there was a rough correlation of storage stability to total protein sur-
face accumulation (Fig. 23.16). Overall, foam drying resulted in lowest SSA,
heterogeneity, global and local dynamics, and the best stability.

2. In the protein-rich system, both freeze-dried formulations experienced a greater
perturbation in secondary structure, a result that projects poor storage stabil-
ity with freeze drying. Total protein surface accumulation, SSA, and global



IMPACT OF DRYING METHOD ON PROPERTIES AND STABILITY 579

Mobility, Global by TAM (slow dynamics)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Lyo Lyo & Anneal SD Foam

1/
τβ  (H

r−
1 )

 [
]

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

A
m

pl
itu

de
 o

f f
as

t m
ot

io
ns

 <
X

2 >

Mobility, Mean square displacement by Neutron scattering (Fast dynamics)

(<
A

o >
2 )

  [
   

  
]

Figure 23.14. Molecular mobility at 50◦C in a 1:4 system of IgG1:sucrose. (Figure constructed

from data in Abdul-Fatah et al. [60].)

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Aggregation rate @50ºC
Mobility-Mean square displacement by Neutron scattering (fast dynamics)
Mobility-Global by TAM (slow dynamics)

Spray
dried

Foam
dried Lyo

[

1/τβ 

(hr-1)
]

K
′ a

gg
r.
@

50
ºC

 (
%

 A
gg

r.
/m

os
0.

5 )

K′Aggr

TAM (1/τβ)

NS (<X2>)

or
 M

ea
n 

S
q.

 D
is

pl
. <

X
2 >

Figure 23.15. Correlation of storage stability at 50◦C to molecular mobility in a 1:4 system

of IgG1:sucrose. (Figure constructed from data in Abdul-Fatah et al. [60].)



580 IMPACT OF FORMULATION AND DRYING PROCESSES ON POWDERS

0

0.5

1

1.5

2

2.5

3

3.5

4

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Spray
dried

Foam
dried

Lyo Lyo & 
Anneal

K′Aggr

% surface 
protein

K
′ a

gg
r.
@

50
ºC

 (
%

 A
gg

r.
/m

os
0.

5 )

%
 (

w
/w

) 
of

 to
ta

l p
ro

te
in

 o
n 

th
e 

su
rf

ac
e

Figure 23.16. Correlation of storage stability at 50◦C to surface composition in a 1:4 system

of IgG1:sucrose. (Figure constructed from data in Abdul-Fatah et al. [60].)

molecular mobility all did not significantly differ by drying method in the
protein-rich system. Storage stability studies at 50◦C showed superior stability
of foam and spray-dried powders compared to freeze dried powders, consistent
with a more native-like protein structure in the solid state (Fig. 23.17).

In summary, for the stabilizer-rich system, chemical stability in the solid state did
not correlate well with protein secondary structure but correlated reasonably well with
molecular mobility (especially fast dynamics) and protein surface accumulation. Con-
versely, for the protein-rich system, only the solid-state secondary structure correlated
well with physical stability. More findings from this study showed a good correlation
between chemical stability and total protein surface accumulation in a stabilizer-rich
system with surfactant prepared by different drying methods. The observation that
preferential enrichment of protein on the surface of the spray dried IgG1 and the vac-
cine powder correlated with poorer stability further illustrates the impact of process
method on solid-state properties and storage stability. Collectively, the data showed
that given the same formulation that is dried by different process methods, the differ-
ences in solid-state properties can be significant, and can profoundly impact storage
stability.
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23.4. THE FUTURE—OPTIMIZING DRYING METHOD
AND FORMULATION TO OPTIMIZE SOLID-STATE PROPERTIES

The data suggest that the drying method does impact storage stability, according to the
type of formulation. In protein-rich systems protein structure may be the more influ-
ential determinant of storage stability, whereas molecular mobility and/or composition
heterogeneity may have a greater effect on storage stability in stabilizer-rich systems
and in systems with surfactants. However, it appears that formulation composition
has a more profound effect on storage stability than does thermal history by drying.
More research needs to be conducted in this arena to strengthen this conclusion with
a broader range of biopharmaceuticals and drying methods. Overall, storage stability
of biopharmaceuticals can be maximized by optimizing conditions of formulation as
well as thermal history.
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24.1. INTRODUCTION

Biotechnology derived protein drugs and vaccines, or biopharmaceuticals, have come
of age [1]. At the onset of the recombinant protein era in the 1980s, biotechnology
companies were so overwhelmed by issues relating to production, testing, and the
associated regulatory considerations that often the pharmaceutical development issues
failed to receive the scientific attention they deserved. That changed rapidly as com-
panies discovered that proteins behaved differently from small molecules in how they
needed to be formulated, tested, handled, and processed to the final drug product.
Specifically, biopharmaceuticals were found to be much more sensitive to degrada-
tion when subjected to perturbations considered normal for small molecules, causing
unavoidable failures in drug product processing. Such failures were monumentally
expensive as one considers the great difficulties encountered during production of pro-
tein drug substances in those early days, even notwithstanding the time, cost, and effort
involved. Over the years, as appreciation for complexities associated with biophar-
maceutical drug product manufacturing has increased, more emphasis on this aspect
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has been placed. Tremendous gains in knowledge and understanding of drug product
pharmaceutics, formulation characteristics, and associated processes have resulted in
design and execution of robust and consistent manufacturing processes. The follow-
ing chapters address various issues germane to manufacturing of biopharmaceutical
drug products in detail. Several case studies illustrating potential problems and solu-
tions are also presented. In this chapter, an overview of the underlying concepts and
considerations covering biopharmaceutical manufacturing processes is provided.

24.2. MANUFACTURING PROCESSES FOR BIOLOGICAL DRUG
SUBSTANCES

Biopharmaceutical drug substances are manufactured via highly specialized processes.
A production process for a recombinant protein or antibody generally consists of a
series of steps as shown in Figure 24.1. The protein is expressed in an appropriate
host system, either bacterial such as Escherichia coli or yeast, or mammalian cells.
A vial from the production cell bank is used to build an inoculum starting from
small flasks or bioreactors and then transferred to the intended manufacturing-scale
bioreactor containing the growth production medium. The cell-culture process operates
in a batch, fed-batch, or continuous-perfusion mode, runs for 2–30 days, and produces
the protein or antibody of interest in the cells or culture medium.

After the cell culture or fermentation steps in which sufficient growth of the
target antibody or protein is achieved, a concentration step is employed to collect the
protein of interest. In the case of a secreted protein, the cell supernatant is collected
and concentrated using techniques such as microfiltration or centrifugation. When the
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Figure 24.1. A flowchart of a biopharmaceutical drug substance manufacturing process.
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protein is expressed within the host cells (such as in E. coli ), the cells are collected,
are disrupted by homogenization, and the protein is extracted using a chaotrope.

At this point, a crude concentrate is generated for further purification. Often,
proteins derived from bacterial systems are in partially misfolded form requiring
additional refolding steps. Monoclonal antibodies and other soluble proteins from cell
culture, on the other hand, do not require refolding as these molecules are expressed
and excreted in their original glycosylated, soluble state. Purification steps usually
consist of several chromatographic steps (e.g., affinity, reversed phase, size exclusion
or ion exchange) coupled with other steps such as precipitation and diafiltration. For
cell culture- derived products, such as antibodies and subunit protein vaccine antigens,
additional steps are inserted to inactivate any adventitious viruses potentially carried
from the cells. Typically, a combination of low pH treatment and nanofiltration are
employed during the purification process for this purpose. The final purification step
generally consists of diafiltration, which, in one step concentrates the protein to a
desired concentration while removing unwanted small-molecule solutes carried over
from the purification process, and exchanging it into the preferred buffer solution for
formulation.

At the conclusion of the entire set of cell culture, recovery, and purification
steps, a bulk protein or antibody solution is obtained, which is designated as the drug
substance.

In general, a biopharmaceutical drug substance manufacturing process is an
involved, complex procedure requiring a variety of skills, facilities, equipment, and
prolonged timeframes (several weeks to months) to accomplish. Therefore, tight
process monitoring and controls are included at each stage to ensure the successful
completion of various steps in the process train. The involved and thorough nature of
a biopharmaceutical process explains the relatively high cost of producing a finished
biopharmaceutical.

Fermentation or cell culture and recovery operation can have significant influence
on molecular properties of the target protein. Misfolding, unintended incorporation of
undesired amino acids, inappropriate disulfide bond formation, altered glycosylation,
and proteolysis could occur in addition to the more usual changes such as aggregation,
deamidation, and oxidation.

During purification, the target protein is subjected to wide variations in solvent
exposure, pH, ionic strength, and concentration leading to accentuated degradative
stresses similar to those described above. Some of these changes carry over into the
eventual biophysical and biochemical characteristics of the biopharmaceutical. An
excellent review has discussed protein aggregation during bioprocessing in detail [2].
Although the authors have quoted examples for aggregation changes only, similar
effects are seen in proteins with respect to other degradation pathways as well.

24.3. ANALYTICAL CHARACTERISTICS OF BIOMOLECULES

Biomolecules are complex structures with three-dimensional or higher levels of con-
figuration required for full biological activity. In contrast to small-molecule drugs,
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one needs to analytically evaluate a biomolecule from many angles to ensure that
the set of characteristics that confer the desired biological activity to the molecule
are preserved. Therefore, when analyzing of a biomolecule, we think of defining its
analytical profile to define it completely.

Impurities in biological molecules originate from two major sources: the manu-
facturing process and degradation of the active molecule. From the previous section,
the reader can appreciate that biomolecules are generated from living cells. Although
we manage the expression and generation of the desired molecule in the cell by using
our extensive understanding of such systems and application of process controls, we
cannot beat the inherent variability of a biological system. This results in the gen-
eration of many variants (or isoforms) of the molecule that differ from the parent
molecule in very small increments, such as the deletion or alteration of an amino
acid residue in the molecule or the degree and type of its glycosylation. Such diver-
sity is similar to what is seen for native proteins (interferons, interleukins, or growth
hormones) present in the body. Additional changes in the molecule occur during its
passage through the various processing steps, resulting in generation of new isoforms
or increases in those already present. Impurities formed after isolation of the drug sub-
stance due to degradation could similarly change the isoform mix in the drug product.
Therefore, a biomolecule drug product generally displays multiple variants within its
analytical profile.

A comprehensive definition of analytical profile requires consideration of the
following areas of characterization:

1. Physiochemical and biochemical

2. Biological and immunological

While these topics are adequately addressed in detail elsewhere in this book, we briefly
discuss their potential application to the manufacturing aspects of drug products here.

Physical characterization of biomolecules by methods such as visual appear-
ance, pH, moisture level (for lyophilized products), ultraviolet spectrophotometry,
and particulate analyses is critical for assessing gross changes in drug products. These
parameters also are most observable operationally, both at the manufacturing floor
and during use by the health care provider or patient. The next level of information
is obtained from protein purity analyses. The list comprises methods that measure
soluble, insoluble, and dissociable aggregates (SDS-PAGE and size exclusion chro-
matography), charge heterogeneity (ion exchange chromatography, isoelectric focusing
and capillary electrophoresis), and protein integrity (reversed-phase HPLC, peptide
mapping, etc.).

In addition to the routine methods mentioned above, much conformational infor-
mation can be obtained by biophysical techniques such as circular dischroism, FTIR,
and differential scanning calorimetry. Structural information is supplemented by the
various mass spectrometric techniques.

Biological activity techniques, usually indicative of potency, are most comprehen-
sive gauges of conformational of the desired biomolecule. These are usually cell-based
assays relying on some property of the molecule to alter the cell’s growth, inhibition,
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or lytic potential. Because of the inherent complexity and variability of such assays, the
results are relatively imprecise. Therefore, the use of these methodologies is restricted
to monitoring large molecular changes as smaller effects are convoluted or masked by
their variability. Nevertheless, biological assays carry immense value for evaluating
the overall viability of the molecule.

Immunological assays are additional characterization tools for evaluating the func-
tionality of biomolecules. A set of enzyme-linked immunosorbent assays (ELISAs)
are used to detect interaction with various immunological epitopes. For MAb drugs
and recombinant vaccine antigens, immunological activities are considered important
for their functionalities. For therapeutic proteins, any decreases in their immunological
profile may signal loss of activity, or increases in the same may signal partial unfold-
ing of the molecule, potentially rendering it more immunogenic and less functionally
active.

24.4. PROCESS COMPARABILITY

The reader must appreciate by now the highly complex and involved nature of bio-
pharmaceutical processes and the associated analytical assays. In the early years of
biotechnology, the available analytical methodologies were unlikely to detect minor
changes in drug product caused by changes introduced in the manufacturing process
of drug substance or product. This led to the frequent use of the phrase that “process is
the product” to characterize biopharmaceutical manufacturing processes. This became
an enormous impediment to sponsors considering routine manufacturing changes such
as scale-up or move of a manufacturing process from one facility to another. Over
the years since then, as understanding of biotechnology processes have increased and
new analytical tools become available, more rational views have emerged leading to
the “comparability” concept. The ICH quality guideline on comparability states that
“demonstration of comparability does not necessarily mean that the quality attributes
of the pre-change and post-change product are identical, but that they are highly
similar and that the existing knowledge is sufficiently predictive that any changes in
quality attributes have no adverse impact on the safety or efficacy of the drug product”
[3]. This change in thinking has allowed both the regulatory authorities and industrial
sponsors to define and follow an appropriate path when process changes, either in drug
substance or product, are introduced. It also puts increased emphasis on creating an
in-depth scientific understanding of manufacturing processes for biopharmaceuticals.

24.5. BIOPHARMACEUTICALS DOSAGE FORM TYPES

Most biotechnology drug products on the market are administered to the patient by
injection. Based on the author’s evaluation of the FDA Website [4] and other drug
databases, a total of 83 approved products are included in this survey (Table 24.1).
Please note that this survey is not exhaustive; it includes most of the recombinant
drugs and vaccines, and the author has combined some products (e.g., mixed insulin
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TABLE 24.1. Dosage Forms for Marketed Biopharmaceutical Drug Products

Generic Name Proprietary Name Manufacturer Physical State(s) Route

Abatacept Orencia Bristol-Myers
Squibb

Lyophilized IV

Abciximab ReoPro Centecor (J & J) Solution IV
Adalimumab Humira Abbott Solution SC
Agalsidase beta Fabrazyme Genzyme Lyophilized IV
Aldesleukin or

Interleukin-2
Proleukin Novartis V & D

(Chiron)
Lyophilized IV

Alefacept Amevive Astellas (Biogen) Lyophilized IV, IM
Alglucosidase alfa Myozyme Genzyme Lyophilized IV
Alemtuzumab Campath Genzyme (Ilex) Solution IV
Alteplase Activase Genentech Lyophilized IV
Anakinra Kineret Amgen Solution SC
Antihemophilic

factor
Kogenate Bayer Lyophilized IV

Arcitumomab CEA-Scan Immunomedics Lyophilized IV
Asparaginase Elspar Merck Lyophilized IV, IM
Basiliximab Simulect Novartis Lyophilized IV
Becaplermin Regranex OMJ

Pharma/Chiron
Liquid gel Topical

Bevacizumab Avastin Genentech Solution IV
Capromab

Pendetide
ProstaScint Cytogen Solution IV

Cetuximab Erbitux ImClone/BMS Solution IV
Coagulation factor

V11a
NovoSeven Novo Nordisk Lyophilized IV

Coagulation factor
IX

BeneFix Wyeth (Genetic
Institute)

Lyophilized IV

Daclizumab Zenepax Roche Solution IV
Darbepoeitin alfa Aranesp Amgen Solution IV, SC
Denileukin diftitox Ontak Eisai (Seragen) Solution IV
Dornase alfa Pulmozyme Genentech Inhalation solution Inhalation
Drotrecogin alfa

(activated)
Xigris Lilly Lyophilized IV

Eculizumab Soliris Alexion Solution IV
Efalizumab Raptiva Genentech Lyophilized SC
Epoetin alfa Epogen, Procrit Amgen, J & J Solution IV, SC
Epoetin alpha Eprex Ortho Biologics Solution IV, SC
Etanercept Embrel Amgen (Immunex) Solution or

lyophilized
SC

Filgrastim Neupogen Amgen Solution IV, SC
Galsulfase Naglazyme BioMarin Solution IV
Glucagon Glucagon Lilly Lyophilized IV, IM, SC
Hepatitis B vaccine

(recombinant)
Recombivax HB Merck Liquid suspension IM
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TABLE 24.1. (Continued)

Generic Name Proprietary Name Manufacturer Physical State(s) Route

Hepatitis B vaccine
(recombinant)

Engerix-B Glaxo SmithKline Liquid suspension IM

Human
papillomavirus
recombinant
vaccine

Gardasil Merck Liquid suspension IM

Ibritumomab
tiuexetan

Zevalin Biogen-Idec Solution IV

Idursulfase Elaprase Shire Solution IV
Imiglucerase Cerezyme Genzyme Lyophilized IV
Infliximab Remicade Centecor (J & J) Lyophilized IV
Insulin aspart

(recombinant)
NovoLog Novo Nordisk Solution SC

Insulin detemir Levemir Novo Nordisk Solution SC
Insulin, human

(recombinant)
Humulin R Lilly Solution SC

Insulin, human
(recombinant)
isophane
suspension

Humulin N Lilly Suspension SC

Insulin, human
(recombinant)
isophane
suspension and
insulin solution

Humulin 70/30
and Humulin
50/50

Lilly Suspension SC

Insulin, human
(recombinant),
inhalation

Exubera Pfizer/Nektar Spray-dried
powder

Inhalation

Insulin, lispro Humalog Lilly Solution SC
Insulin lispro

suspension and
Interforon alfa-2a
insulin lispro
solution

Humalog Mix
75/25 and
Humalog Mix
50/50

Lilly Suspension SC

Interferon alfa-2a Roferon A Roche Solution SC
Interferon alfa-2b Intron A Schering Plough Solution or

lyophilized
IV, IM, SC or

intraleisonal
Interferon alfacon-1 Infergen Intermune

(Amgen)
Solution SC

Interferon beta-1a Avonex Biogen-Idec Lyophilized IM
Interferon beta-1a Rebif Serono Solution SC
Interferon beta-1b Betaseron Novartis V & D

(Chiron)
Lyophilized SC

(continued)
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TABLE 24.1. Dosage Forms for Marketed Biopharmaceutical Drug Products (continued )

Generic Name Proprietary Name Manufacturer Physical State(s) Route

Interferon
gamma-1b

Actimmune Intermune
(Genentech)

Solution SC

Laronidase Aldurazyme BioMarin Solution IV
Lyme disease

vaccine
(recombinant
OspA)

LYMErix Glaxo SmithKline Liquid suspension IM

Muromonab-CD3 Orthoclone OKT3 Ortho Biotech Solution IV
Natalizumab Tysabri Biogen-Idec/Elan Solution IV
Nofetumomab Ventuma Boehringer-

Ingelheim
Solution IV

Omalizumab Xolair Genentech Lyophilized SC
Oprelvekin Neumega Wyeth (Genetic

Institute)
Lyophilized SC

Palifermin Kepivance Amgen Lyophilized IV
Palvizumab Synagis MedImmune Solution IM
Panitumumab Vectibix Amgen (Abgenix) Solution IV
Pegaspargase Oncaspar Enzon Solution IV, IM
Pegfilgrastim Neulasta Amgen Solution SC
Peginterferon

alfa-2a
Pegasys Roche Solution SC

Peginterferon
alfa-2b

PEG-Intron Schering Plough Lyophilized SC

Pegvisomant Somavert Pfizer (Pharmacia) Lyophilized SC
Ranibizumab Lucentis Genentech Ophthalmic

solution
Intravitreal

Rasburicase Elitek Sanofi-Synthelabo Lyophilized IV
Reteplase Retavase PDL (Boehringer

Mannheim)
Lyophilized IV

Rituximab Rituxan Genetech/Biogen-
Idec

Solution IV

Sargramostim Leukine Bayer (Berlex,
Immunex)

Solution or
lyophilized

IV

Somatropin Genotropin Pfizer (Pharmacia) Lyophilized SC
Somatropin Humatrope Lilly Lyophilized SC, IM
Somatropin Nutropin Genentech Lyophilized SC
Somatropin Nutropin AQ Genentech Solution SC
Somatropin Norditropin Novo Nordisk Solution SC
Tenecteplase TNKase Genentech Lyophilized IV
Tositumomab Bexaar GSK (Corixa) Solution IV
Trastuzumab Herceptin Genentech Lyophilized IV
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dosage forms) for the purposes of analyzing trends. In total, 95% of these are drug
products for parenteral administration; 37 are given intravenously, 26 subcutaneously,
6 intramuscularly, and 10 by multiple parenteral routes. The remaining products are
administered as follows: two by inhalation (Pulmozyme and Exubera), one by intrav-
itreal (Lucentis), and one by topical (Regranex) routes. Another examination of this
list of drug products by the physical state of their dosage form(s) reveals that 38 are
solutions, 31 are lyophilized, 7 are liquid suspensions, 1 is a solution for inhalation,
1 is an ophthalmic solution, 1 one is a spray-dried powder, and 1 one is a semisolid
gel. Three products are available in both solution and lyophilized dosage forms. Not
too surprisingly, dosage forms for the early biopharmaceuticals were lyophilized; the
recent trend is toward solutions. In part, this is due to a greater understanding of pro-
tein stabilization in the liquid state, but another reason is that the newer drug products
are predominantly monoclonal antibodies, which, in general, are more stable than the
early therapeutic proteins. Of course, the overwhelming reason for preferring solutions
over lyophilized dosage forms is their convenience by the end user as well as the ease
of manufacturing.

Given the data presented above, biopharmaceutical scientists have overwhelm-
ingly focused their attention toward development of parenteral dosage forms.

Figure 24.2 presents a schematic for a drug product manufacturing process. Bio-
pharmaceutical drug substances are normally stored frozen at −20◦C or −70◦C, or
as a solution at 5◦C. The drug substance may be stored in bottles or in specially
outfitted steel containers that are able to freeze and thaw solutions in a gentle and
controlled manner. Thawing of frozen proteins from bottles could be performed in
several ways: (1) by placing the bottle at 5◦C for 24–48 h, (b) by thawing the bot-
tle at room temperature for 4–12 h, or (3) by placing the bottle containing frozen
solution in a 30◦C–40◦C water bath for short durations (∼1 h). The thawing protocol
needs to be worked out for each protein as different proteins tend to respond to these
treatments differently. Aggregation or deamidation of proteins are normally observed
under unfavorable thawing conditions [2].

Thawed or liquid drug substance solutions must be mixed using gentle mixing
techniques as proteins tend to concentrate and “settle” at the bottom of the storage
container even as solutions. Mixing ensures that drug product batches are produced
at desired final concentrations.

Next, thawed and remixed drug substance is formulated to the desired final com-
position by a combination of diafiltration, dilution, or addition steps. At this stage,
the product is known as the final formulated bulk . For products that cannot be steril-
ized by final filtration, the final formulated bulk is prepared by combining prefiltered
components aseptically. Otherwise the final formulated bulk is subjected to a final
0.2-µm filtration. The sterile liquid is dispensed into the desired final containers (vials,
syringes, etc.), and lyophilized if required for stability. The finished drug product is
closed, sealed, and labeled. Sealed product is then subjected to a thorough inspection,
usually by allowing it to pass through a visual observation station fitted with black-
and-white backgrounds. Finally, the drug product is labeled and packaged into cartons.
For nonparenteral products, the fill–finish procedures are modified as appropriate.
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Figure 24.2. A flowchart of a biopharmaceutical drug product manufacturing process.

24.6. STABILITY CONSIDERATIONS

The unit steps for drug product processing indicated above seem quite innocuous.
However, they could have a marked detrimental effect on the drug product if impact
of the various steps is not understood at limit conditions. For example, if an unusu-
ally large number of containers fail the visual observation criteria, a reinspection is
triggered. Thus the drug product is subjected to room temperature and light expo-
sure conditions [5] for extended periods, causing further degradation. Labeling and
packaging are operations that are often overlooked by the pharmaceutical scientist.
However, since these are conducted at room temperature, product stability issues need
to be considered. Thus, in-process stability of drug product is an issue that needs to
be carefully thought through (see Table 24.2).

To account for exposures of the drug substance and drug product to manufacturing
conditions, it is a good idea to think through the various possibilities and design a
main study capturing most of the aspects. In addition, substudies addressing some
issues may be necessitated. Eventually, a cumulative stability exposure limit needs to
be assigned that becomes an important tool for resolving subsequent deviations that
are encountered during routine manufacturing operations.

Consider an example of a cumulative exposure of the protein molecule during a
drug product manufacturing process. The various possibilities for a drug product lot
are shown in Figure 24.2. The cumulative time duration for these operations could be
in days. Therefore, the pharmaceutical scientist should perform a stability test for at
least a week in the case shown to cover for possible contingencies.
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TABLE 24.2. In-Process Stability Evaluation

Process Stream Exposure
Typical Time

Durations,a h Stresses Comments

Drug substance
(DS) after final
purification step

Hold between final
step and transfer
to cold chamber or
freezer

2–4 Temperature,
light

—

Cold or frozen DS
thawed to RT for
drug product
(DP)
manufacturing

Time duration after
thaw, during
mixing,
compounding, and
filtration prior to
initiation of fill

3–6 Heat, light,
mechanical
agitation

—

Duration of the
fill–finish
process (up to
sealing)

Liquids: filling into
containers,
capping, and seal

6–20 Heat, light,
mechanical
agitation

For lyophilized
products,
consider liquid
and lyophilized
stabilities
separately

Lyophilized: filling
into containers,
partial capping,
transfer to the
lyophilizer, seal
postlyophilization

Inspection Time duration after
sealing, inspection,
then storage

12–15 Heat, light,
mechanical
agitation

Single inspection

Label — 12–15 Heat —
Package — 12–15 Heat —
Total — 47–75 — —

a Assuming a lot size of 50,000 units.

24.7. COMPONENT PREPARATION

Component preparation for all drug products is of utmost importance to ensure patient
safety. For biopharmaceuticals, this becomes even more important as exposure to
residual amounts of substances in components could decrease purity or potency of
the molecule because of their sensitive nature. Unbuffered solutions are subject to pH
changes due to acid leaching from glass vials. Loss of proteins to the glass from protein
solutions could also occur. It is well known that stoppers could cause increases in mois-
ture content of lyophilized products [6]. Appropriate preparation procedures must be
used to prevent components from being a source for destabilization of drug products.
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24.8. SCALE-UP AND TECHNOLOGY TRANSFER CHALLENGES
WITH DRUG PRODUCT MANUFACTURING

Scale-up of drug substance manufacturing normally gets all the limelight in a biophar-
maceutical company. There is no doubt that biotechnology-derived drug substance
processes are multistep and highly complex as discussed before, deserving extensive
focus and attention. However, many companies have paid a heavy price for neglecting
scale-up and technology transfer issues for drug products. From a business perspec-
tive, economic consequences of losing expensive drug substance and valuable time
during large-scale drug product operation are extremely high. Therefore, companies
are spending time and money to ensure successful scale-up and technology transfer
of drug products.

During scale-up of drug products, some key areas for attention are:

1. Thawing Procedure and Logistics . As described earlier, unless fully integrated
and controlled freeze–thaw units are used, one must consider how the thawing
process should be conducted. Uncontrolled thawing (by placing the drug-
containing container on the bench) are time-consuming and subject to time
fluctuations. Also, thawing of small-scale containers is seldom predictive of
large-scale thawing. A thick frozen layer at the outside peripheries of frozen
solution slows down and prevents uniform thawing. Trial runs with frozen
placebo solutions at the large scale help to better define thawing conditions.

2. Mixing . Typical lab-scale experiments are conducted using magnetic stirrers.
At large scale, mechanical mixers are generally employed. Mixer type, speed,
and duration are all important parameters that need to be optimized for main-
taining integrity of the protein while achieving uniformity.

3. Compounding . Addition of large amounts of liquids (excpient or buffer solu-
tions) is performed using pumps, mixing tanks, and other equipment while such
operations are accomplished manually at the bench scale. Because of the large
volumes involved, rate and order of addition of solutions become important in
order to avoid local concentration buildup of the protein or excipients, or tran-
sient pH and ionic strength shifts; these operations could lead to denaturation,
precipitation, or degradation by other mechanisms.

4. Scale-Up of Filtration. This step is sometimes not as straightforward as simply
increasing the surface area proportionately. Many types of filter configuration
are available for large-scale operation, and careful experiments with scale-
down models should be done prior to selecting the right component. Some
products generate proteinaceous matter during compounding or other earlier
operations that could clog up the filter. Filter clogging not only reduces flow,
thus increasing duration of the operation, but could also compromise filter or
protein integrity. Use of a prefilter of a larger pore size (∼0.45 µm) normally
resolves this problem.

5. Risk Assessment . An issue of prime importance to consider is the mate-
rial(s) used for product contact parts throughout the drug product process.
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A risk assessment spreadsheet should be created to evaluate this and necessary
compatibility or leachate/extractible studies performed to ensure successful
scale-up.

6. Lyophilization Scale-Up. This is a topic by itself, and the reader is referred
to the many excellent articles in the literature [7]. Suffice is to state that both
the process and equipment for lyophilization are linked closely and transfer
normally takes much longer, with additional time, and greater effort than does
that needed for a solution fill–finish process.

7. Raw Materials and Components . Identifying raw materials and components for
large-scale production well in advance is critical for implementing scaled-up
processes. As proteins are sensitive to trace impurities present in excipi-
ents (such as peroxides present in polysorbate surfactants), pharmaceutical
scientists sometimes come up with elegant but impractical solutions to stabi-
lize them during formulation development. Sourcing of such materials for
large-scale production (from nonanimal sources), qualifying them for pro-
duction (technical and quality risk assessment or auditing of the vendor),
and getting them into the manufacturing “system” is a multimonth process
involving many departments of the company. Similarly, any new compo-
nents (such as filters and stoppers) require similar treatment before use in
production.

8. Engineering or Test Runs . An important milestone during scale-up of a pro-
cess is running the process in test or engineering runs before formal production
runs are performed. Engineering runs provide assurance that the consolidated
process runs as expected. They also provide one final opportunity to the devel-
opment scientist and his/her manufacturing counterpart to make any last-minute
adjustments in the process. Since large-scale runs are expensive, requiring
production capacity, plant staff, and systems, management usually prefers to
minimize them while the scientists’ tendency is to perform as many runs as
possible to obtain maximal data and ensure a successful process scale-up and
transfer. Obviously, both sides have to settle for a middle ground to ensure
the company’s success.

In planning a new-product technology transfer, it is immensely useful to gather a
cross-functional team consisting of development, engineering, manufacturing, qual-
ity control, quality assurance, regulatory, purchasing, project management, and other
relevant groups to discuss various real and potential issues regarding the incoming
product and its impact on the existing product streams.

Most companies follow a formal process commonly referred to as new-product
introduction . Key issues are checked off on this form with signed approval from vari-
ous stakeholders identified above. Additionally, pharmaceutical development scientists
generate detailed technology transfer reports covering wide-ranging studies providing
manufacturing personnel with supplementary knowledge about the product and pro-
cess. Table 24.3 presents a hypothetical checklist of items covered by technology
transfer reports and new-product introduction forms.
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TABLE 24.3. Drug Product Technology Transfer Checklist

1. Product name:

2. Dosage strength:

3. Vial size and type:

4. Stopper size and type:

5. Stopper treatment (siliconization, drying):

6. Fill volume:

7. Number of vials to be filled:

8. Formulation composition:

9. Formulation process:

10. Special filtration requirements:

11. Stability of formulated bulk:

12. Stability of product to multiple freeze–thaws:

13. Density:

14. Product handling guidelines:

15. Material compatibility issues:

16. Raw materials

17. Validation requirements:

18. Documentation (batch records, standard operating procedures):

19. Other unusual product issues:

20. Need for engineering runs:

24.9. PROCESS VALIDATION AND REGISTRATION

Process validation is a regulatory requirement before a product can be launched in the
marketplace. Following successful conduct of the drug substance process validation,
the process for manufacturing drug product must be validated. From a business per-
spective also, process validation ensures that the drug product can be manufactured
in a consistent, reproducible, and controlled manner, providing safe and efficacious
drug product in a reliable manner during routine production.

Before initiating process validation, the development scientist must perform exper-
iments to define the “design space” and “operating space” for the process. On the basis
of a design of experiments (DOE) approach and selected worst-case studies, critical
parameters are identified. It is important to document development and other design
space activities to create the knowledge base for the product. Formal protocols must be
written before process validation is performed. A master validation protocol outlines
the validation approach, sampling plan, assays, and deliverables and also describes
the substudies that form part of the entire validation campaign. As three consecutive
successful runs are required for validating the process, usually extra runs are sched-
uled to cover for possible contingencies. Substudies include hold time, mixing, and
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filter validation studies. Filter studies are often performed by the filter vendor in col-
laboration with the drug product manufacturer. Finally, a master validation report is
written, on the basis of the results from all studies, also including any justification
needed to resolve deviations observed from the validation protocol.

A strong process validation package is an important piece of documentation for the
future inspections as well as a reference document during day-to-day manufacturing
of the product after approval.

Preparation of documents for registration of a biopharmaceutical drug is normally
a massive effort requiring writing, formatting, and collation of hundreds to thousands
of documents. Manufacturing details are a component of the “Quality” section (for-
merly known as the “Chemistry Manufacturing and Control,” or the “CMC” section).
Section “3.2.P.3 Manufacture” encompasses the manufacturing aspects of a drug prod-
uct to be reported in the Common Technical Document—Quality .

24.10. ROUTINE MANUFACTURING

Experience level with a given process is usually limited by the total number of drug
product lots required for the conduct of the entire set of clinical studies to determine
the drug’s safety and efficacy prior to approval. For vaccines, this number is quite
small (<10) as vaccines are normally given in very small doses. For antibodies, this
number could be high as they are normally administered in relatively high doses. In
any case, the number of lots during development is raely greater than 20 or 30. When
the product is manufactured routinely after launch, 4 or 5 times this number of lots
may be produced in one year alone for some high-volume products. During the first
1–2 years on the market, the knowledge base increases significantly. New problems
often arise that were not seen during development. In such cases, one can go back to
the design space studies to determine whether the data fall within those confines. If
key or critical parameters fall outside the design space, then investigations are needed
to evaluate the impact of this deviation. Certain other types of deviations are also
quite common. For example, extended hold times during intermediate stages may be
encountered because of equipment failure or for some other reason. These instances
need to be evaluated on a case-by-case basis, and additional studies may be required
to justify further processing or use of the product.

A technical troubleshooting group often provides technical support during routine
manufacturing of a product. Close cooperation between technical support, process
development, manufacturing, quality, and regulatory groups is required to ensure that
the troubleshooting solutions are within the available knowledge base for the product.

24.11. CONCLUSION

Manufacturing of biopharmaceuticals is a highly involved and complex exercise.
Scale-up and technology transfer of a process developed at the small scale is often
a quite challenging exercise because of the sensitive nature of these molecules. In
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this chapter, the author has identified the various aspects of biopharmaceutical drugs
that could possibly be impacted during processing, scale-up, technology transfer, and
routine production. Preventive measures based on knowledge base of the molecule
are suggested to mitigate or resolve such occurrences. The greater the knowledge
base for the product in question, the less the chances for appearance of unexpected
complications during manufacturing of the biopharmaceutical drug product.
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PROTEIN STABILITY DURING
BIOPROCESSING

Mark Cornell Manning, Gabriel J. Evans, and Robert W. Payne

25.1. INTRODUCTION

During processing, proteins undergo various steps or unit operations. Each of these can
generate stresses severe enough to damage the protein, either physically or chemically.
Yet, most of the attention of the pharmaceutical literature has been on the stability
of proteins during storage in the final container. This chapter reviews what is known
about the stability of proteins during various processing steps. Although there has
been a review as recently as 2006 on aggregation during processing [1], a more
comprehensive discussion of this topic is needed. The focus of this chapter is on unit
operations performed after isolation of crude material, so any issues involving protein
instability in cells or in the presence of cell debris are not addressed.

25.2. PURIFICATION

The literature on protein degradation during purification is rather modest, despite
considerable knowledge about protein purification. This is likely due to the fact that,
as purification processes are optimized, the bases for low yields or poor recovery
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remain unexplored and unknown. Certainly, each biopharmaceutical company has a
great deal of experiential information on this topic, even if little has found its way
into the open literature. Occasionally, there are studies that focus on solubility or
suppression of aggregation that indirectly address some of these stability issues [2].

25.2.1. Protein A Affinity Chromatography

One of the most powerful purification methods for monoclonal antibodies (MAbs)
is the use of affinity chromatography using protein A. Protein A binds antibodies
with very high specificity and avidity [3]. The release of bound antibody requires low
pH conditions, which could lead to aggregation of some antibodies. This has been
reported for Campath, a currently marketed MAb. According to the report, Campath
aggregates more than 25% on release from the protein A column [4]. Clearly, these
issues have been resolved as this is a marketed product. However, the report serves
to illustrate the extent to which a protein can exhibit physical instability.

25.2.2. Ion Exchange Chromatography

Given the ionic nature of the stationary phase and mobile phases used in ion exchange
chromatography (IEC), one can envision both conformational and colloidal instability
as being potentially problematic. In the case of IEC separation of equine immunoglob-
ulin preparations, Lewis and Nail report aggregation, especially for the IgGb (i.e.,
IgG2) fraction [5]. The aggregation occurs at relatively low pH, suggesting that equine
IgG2 possesses lower conformational stability at acidic pH than do other IgG frac-
tions. A general overview of salt effects on protein behavior during chromatography
has just appeared. As high ionic strengths are often found in IEC, this chapter provides
some useful insight into the impact of various salts on binding and protein solubility.

25.2.3. Hydrophobic Interaction Chromatography (HIC)

Fernandez and co-workers have investigated protein behavior during HIC, as the
conditions are known to be denaturing [6,7]. Moreover, the recoveries from HIC can
be quite variable [8]. For α-lactalbumin, there is initial adsorption to the stationary
phase, leading to conformational changes. The extent of adsorption is increased by
low-salt conditions.

25.3. FREEZE–THAW CYCLING

Nearly any protein product will undergo freezing and thawing at some point. It may
occur during an intermediate holding step, until processing can begin again. A protein
may need to be shipped to another site for further processing, being sent as a frozen
bulk solution. Almost certainly, a protein may be frozen as a method for sample preser-
vation until a particular analytical test can be performed. In many cases, the freezing
and thawing of a protein is innocuous. In others, the freezing and/or thawing can
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be quite detrimental. This section explores some of the mechanisms of freeze–thaw-
induced damage to proteins. A review by Bhatnagar et al. also provides some overview
of the pathways by which a protein can undergo degradation during freezing [9].

During freezing and thawing, a number of stresses can occur that may lead to
protein degradation. This fact is often overlooked. In fact, there is a common miscon-
ception that developing a frozen formulation for early-phase clinical testing is easy.
Yet, there are a number of difficulties that can and do arise when an aqueous solution
is lowered below the freezing point of water. It is worthwhile to consider some of
these potential degradation pathways.

For half a century, it has been known that freezing sodium phosphate solutions
leads to marked acidification as the dibasic form of sodium phosphate selectively
crystallizes out of solution [10]. As a result, the acidity can increase with a drop in
pH of three units or more. When this occurs, some proteins undergo dissociation or
conformational changes that lead to subsequent aggregation [11–14]. Because of this
phenomenon, the use of sodium phosphate [and phosphate-buffered saline (PBS)] is
usually considered to be contraindicated when developing freeze-dried formulations
[15]. However, one must also realize that the presence of other solutes will inhibit
crystallization, so this problem can be minimal in actual formulations [16–18].

Another possible mechanism for protein damage during freezing is freeze con-
centration. As the volume of a solution increases, the rate at which the outer portion
freezes relative to the inner becomes more distinct. As the bulk water is removed from
solution by freezing, there is an effective concentration of the remaining solute(s), in
the same way that removing solvent through evaporation would. The extent of freeze
concentration varies, but most consider a factor of ≥10 to be easily achievable. In
the case of normal saline, Franks reports a freeze concentration effect of 24-fold [19].
Freeze concentration of sugars is thought to be able to reach a final concentration
of approximately 80% (w/v) [20]. Similar effects could be achieved for buffers and
other salts. So, in some cases, protein degradation could be due to exposure to high-
ionic-strength environments. Conversely, freeze-concentration-induced aggregation of
the protein could also result from markedly higher protein concentrations.

Most likely, the predominant mechanism for freeze-induced damage is unfold-
ing at the air–ice interface [21]. The first reports were from Chang et al. for IL-1ra
(interleukin-1 receptor antagonist) [22] and from Strambini and Gabellieri [23]. Since
then, a number of other reports on damage occurring at the ice–water interface
can be found. Interfacial damage leads to increased aggregation for hemagglutinin
(HA) variants [24]. If a protein is sensitive to this type of degradation pathway, the
effect should be seen in freeze–thaw cycling, an important aspect of preformulation
characterization.

The same mechanism may also be a primary mechanism for damage during freeze-
drying [15,21] as well as during handling and storage. In any case, the most effective
intervention may be addition of a surfactant to the formulation [15,22,25]. However,
interfacial damage will still occur if there is insufficient surfactant present in the for-
mulation to prevent damage at a surface. It has been reported that the critical micelle
concentration (cmc) changes as a function of temperature, at least for Tween 80 [26].
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Any damage caused by freezing and thawing is usually cumulative; that is, the
extent of damage increases with the number of freeze–thaw cycles. This has been
demonstrated for hemoglobin [27] and factor XIII [28]. The rate of freezing and thaw-
ing can also impact protein stability [11,29,30]. Keep in mind that freezing rate and
cooling rate are not the same. In fact, they are often inversely correlated. For example,
cooling slowly can lead to rapid freezing due to supercooling [31]. Dependence of
stability on freezing rate has been reported for a number of systems [11,30,32]. A less
obvious aspect of freeze–thaw instability is aging of the samples. The exact origin
of the instability is unclear, but reports of stability diminishing over time in frozen
solutions have been published [33]. If this does occur, one must consider the actual
mobility of the solutes in the frozen state at the actual storage temperature.

This issue of mobility in the frozen state is an important one to discuss for
frozen formulations (including bulk drug substances). In lyophilized solids, the sta-
bility of a protein is usually greater below the glass transition temperature [34–37].
There is an analogous transition temperature for the maximally freeze-concentrated
state denoted as T ′

g. Clearly, storage at −80◦C will produce a truly glassy state (well
below T ′

g) for most formulations, commensurate with greatly reduced mobility. How-
ever, maintenance of a −80◦C cold chain is difficult and expensive. Therefore, most
frozen products use −20◦C as the preferred storage condition. Unfortunately, for most
pharmaceutical formulations, T ′

g is well below −20◦C. In other words, most frozen
formulations are not really frozen; that is, the translational mobility is similar to that
in fluid solution. As a result, the benefits of lowered mobility in the frozen state are
not realized unless specific formulation strategies are taken. Furthermore, one must
be aware of the actual temperature of a storage device listed as a −20◦C freezer. In
some cases, this may mean that the temperature never exceeds −20◦C (as required by
some regulatory bodies). In others, it means that the average temperature is −20◦C
(usually ±5◦C).

Keep in mind that the T ′
g of the amorphous frozen state is a weight average of all

the components. If the mixture is dominated by additives with T ′
g values well below

−20◦C, then the final formulation will not be entirely frozen when stored at −20◦C.
In order to overcome this limitation, one must use of polymeric additives (e.g., PEGs,
starches), which tend to have T ′

g values above −20◦C (Table 25.1).
If the protein is not immobilized in a rigid matrix as the temperature is lowered,

cold denaturation becomes possible [38]. All proteins undergo cold denaturation, that

TABLE 25.1. Glass Transition Temperature Values of Common Additives

Compound T ′
g, ◦C Reference

Sucrose −34 139
Sucrose −31.3 140
Trehalose −28.6 140
Dextran −13.5 139
HES −11 139
HES −9.4 140
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is, unfolding of the globular structure at a high temperature (often denoted Tm) and
also a low temperature [38]. For most proteins, this so-called cold denaturation occurs
well below the freezing point of water. However, if the protein is in a solution that has
a low T ′

g, then sufficient mobility may occur to allow cold denaturation. Furthermore,
a study on the protein pharmaceutical, IL-1ra, found the cold denaturation temperature
for this pharmaceutical protein to be just below freezing [39].

A less obvious issue is that of oxygen solubility in water. Unlike the case with
solids, the solubility of gases in water increases as the temperature is lowered. Fransson
et al. have reported a nearly threefold increase in oxygen solubility in water on going
from room temperature to 4◦C [40]. Even more worrisome is the report that the solubil-
ity of oxygen in ice can be more than 1000-fold greater than that of water [41]. In either
case, oxidation-sensitive proteins are more at risk when the formulation is frozen.

The last point to be made regarding frozen formulations is that the analytical
challenges associated with frozen solutions are significant. It is much more difficult
to characterize protein structure by spectroscopic methods for frozen samples than
for liquid ones. Transmission types of spectroscopies, such as circular dichroism and
UV absorbance, are no longer viable analytical methods for monitoring protein struc-
ture. Phosphorescence spectroscopy could be used [42], although exclusion of oxygen
is required. In addition, infrared spectroscopy also can be used for frozen systems
[43–45].

25.4. MEMBRANE FOULING

Filtration of protein solutions occurs in two contexts: sterile filtration (also known as
aseptic processing) and ultrafiltration/diafiltration (UF/DF), where proteins undergo
repetitive cycling through a pump–membrane system to exchange a buffer (DF) or
reduce the volume, thereby leading to increased concentration (UF). In all cases, the
protein can adsorb irreversibly to the membrane in a phenomenon termed membrane
fouling.

An often overlooked aspect of membrane fouling is protein–protein interaction.
Once the initial adsorption occurs to the membrane, the remainder of the process is
protein adsorbing to a layer of protein [46]. As a result, a number of studies have indi-
cated that modulating protein–protein interactions reduces membrane fouling [47–52].
Even in studies where protein–protein interactions were not explicitly considered, one
can find evidence of colloidal properties affecting fouling behavior. For example, in
a study on membrane fouling with human growth hormone (hGH), a highly surface-
active protein, the focus was on interfacial phenomena [53]. Yet, the pH dependence
of fouling is consistent with modulating intermolecular protein interactions as one
approach to maintaining flux through the membrane. Similar findings were reported
with bovine serum albumin [54].

The nature of the aqueous solution controls the degree of interaction between
protein molecules. As higher and higher protein concentrations are used during pro-
cessing, a new issue has arisen with UF/DF steps. As the protein concentration rises,
the amount of low-molecular-weight species associated with the protein increases as
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well. The result is that there can be a significant disparity between the concentration
of a certain solute in the retentate and the concentration in the filtration buffer. In the
case of 200-mg/mL IL-1ra, the chloride concentration varied by as much as 30% on
either side of the membrane [55].

High concentrations can also occur at the membrane surface during UF/DF [56],
and this may contribute to protein destabilization. While this is difficult to prove,
some studies seem to support the idea that this is a contributing factor to aggregation
during UF processing [57]. In this study, protein concentrations exceed 400 mg/mL
at the surface.

Aggregation of proteins during and after UF/DF processing has also been widely
reported. For example, Maruyama et al. reported aggregation of BSA during ultrafil-
tration [58]. These aggregates were primarily covalent in nature, as capping the free
Cys residue of BSA reduced aggregation significantly. The exact cause of the degra-
dation was not specified, although stirring alone did not damage the protein. More
recently, FGF20, a member of the acidic fibroblast growth factor superfamily, was
reported to aggregate extensively during dialysis [59]. Increase in pH and addition of
stabilizers reduced the aggregation significantly.

25.5. PROTEIN INSTABILITY DURING FILLING

As filling lines continue to operate under faster and faster conditions, there is great
concern over protein stability. Moreover, as higher concentration formulations are
being developed, issues with solution viscosity also become increasingly important.
Unfortunately, there is little open literature on this particular unit operation regarding
protein stability. Even the number of articles on the viscosity of liquid formulations
of therapeutic protein is limited. In addition, concerns regarding shear damage have
risen as protein concentrations increase and filling systems move more quickly. The
issues regarding shear are discussed separately below.

25.5.1. Pumping Issues

There are reports that persistent exposure to pumps leads to aggregation of proteins.
Recirculation of a monoclonal antibody through a piston pump leads to progressively
larger amounts of particles, as measured by light obscuration, as described in USP
monograph <788> [1]. The turbidity of the solution increases as well, both indicat-
ing that protein aggregation is increasing as filling proceeds. The most likely cause
of protein damage during pumping is cavitation within the pump. The generation
of microbubbles can lead to unfolding at the air–water interface. Collapse of the
microbubbles can lead to free-radical generation and transient high temperatures. Cer-
tainly some earlier reports of protein degradation are consistent with pump-induced
damage [60–62]. Reports of different degrees of enzyme inactivation with different
types of pumps are consistent with such behavior [63]. Another report about BSA
damage during diafiltration focused on the nature of the pumping system, with a
screw pump causing more extensive degradation than a gear pump [54]. Furthermore,
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the damage was greater at 22◦C than when the entire system was cooled to 8◦C. The
exact mechanism of the damage was not delineated, but it is clearly a combination of
temperature and interface-induced damage.

25.5.2. Viscosity

Long ignored, viscosity is now becoming an essential physical property in the devel-
opment of liquid formulations of proteins. High viscosity will affect filling of final
containers, and it will also limit the ability of the drug to be given by injection if
the viscosity is too high. Unfortunately, there are few reports about the viscosity of
proteins, with even fewer about how to reduce viscosity through proper formulation.
Viscosity effects, in the context of high-concentration formulations of MAbs, have
been discussed by Liu et al. [64]. These authors associate reversible self-association
with increased viscosity. In some cases, the addition of salt reduces the viscosity of a
MAb significantly, although the effect is far from general [64,65]. We do know that
IgGs from different species display different viscosities [66].

From a formulation perspective, it appears that pH can impact viscosity [67]. As
seen above, salt may be beneficial. One other report claims that maltose can reduce
viscosity in an antibody preparation [68].

25.6. CONTAINER INCOMPATABILITIES

There are two primary mechanisms of protein degradation as a result of contact with
container closure systems: (1) adsorption to the container surface can lead to confor-
mational changes that produce more aggregation-competent species; even if there is
no structural change, adsorption to the container will lower the dose available to the
patient, and (2) low-molecular-weight materials can leach from the container and/or
stopper, causing either chemical or physical damage. This can occur even in vials and
in prefilled syringes. A brief summary of these types of issues has been presented by
the FDA [69] and industrial researchers [70].

25.6.1. Protein Adsorption

While the topic of protein adsorption has been recognized and reviewed for many years
[71,72], the literature on little about protein adsorption during processing is relatively
sparse. There are reports of adsorption to glass vials [73,74] and IV bags [75], not
to mention antibody binding to plastic [76], rubber, and metal [77]. Unfortunately,
there are only a few reports on adsorption to stainless-steel or production vessels.
Most of the literature in this area has focused on leachables (see Section 25.6.2).
Adsorption studies have tended to focus on stainless steel that has been implanted in
the body. As a result, the adsorption studies have primarily used plasma proteins. For
example, Desroches et al. used reflectance spectroscopy to examine the adsorption of
human albumin to stainless steel [78]. Similar studies have been reported for BSA
[79]. Others have focused on methods for diminishing adsorption to stainless steel
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through surface modifications [80]. More general studies have looked at adsorption
of lysozyme, β-lactoglobulin, HSA, and ovalbumin [81] and whey proteins [82] to
stainless-steel surfaces.

25.6.2. Protein Instability from Leachables and Extractables

Proteins encounter a wide variety of materials during processing. Apart from adsorp-
tion, where conformational changes can occur, there is also the potential for proteins
to be exposed to low-molecular-weight (LMW) species that are leached or extracted
from containers. Generally, in regulatory terminology, leachable refers to materials
that enter the drug product under normal storage conditions, whereas an extractable
is one that enters under stress or accelerated conditions [83].

In the case of stainless-steel vessels, redox-active metals such as iron (Fe) and
copper (Cu) can cause oxidation via metal-catalyzed mechanisms [84–86]. In addition,
there are reports of Cu-mediated cleavage of the hinge region of antibodies [87]. It has
been reported that histidine, commonly used as a buffer for protein formulations, can
exacerbate leaching of metals from stainless steel, leading to increased degradation
rates [88]. At the same time, small amounts of His were tolerated and even stabilizing.

In addition to LMW species, it is possible for foreign matter to be desorbed
from surfaces during processing, forming potential nuclei for subsequent aggregation.
The potential for this has been seen for delamination of glass (i.e., glass shedding),
causing nucleation-dependent aggregation of PAFase [89]. The desorption could be
exacerbated by shear forces (see Section 25.7).

With more products being packaged in prefilled syringes, the potential for leach-
ables causing protein degradation has increased dramatically [70]. In this particular
report, tungsten particles were found, originating from the wires used to extrude the
syringe tips. In addition, organic compounds from the plunger were also identified.
Metals, such as barium, have been found as leachates [69]. Some of these have been
shown to activate copurified proteases that result in subsequent degradation of the
active protein [69,90].

Finally, there have been great concerns over silicone oil. Potentially, the droplets
of silicones could be released from the syringe surface and could lead to interfacial
damage of proteins. One study on the susceptibility of proteins to silicones showed
that the amount needed to cause aggregation was relatively high [91]. Still, the concern
over the ability of silicones in prefilled syringes to cause damage persists. This may
be due to long storage times or the contributions of other degradation mechanisms.
Certainly, more information is needed to understand fully the role that silicones play in
protein stability. As more products move to prefilled syringes, approaches to deal with
silicones, or devices that can perform without them, will be increasingly necessary.

25.7. SHEAR FORCES

The literature describing shear-induced damage to proteins goes back to the early
1980s. There is a wide variety of reports regarding shear-induced damage to proteins.
Therefore, it is necessary to review the literature and summarize what really is known.
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Early reports described shear-induced denaturation of proteins, especially enzymes
[92–95]. The idea was that the force applied by shear was sufficient to unfold the
protein, ultimately leading to aggregation. However, an increasing number of papers
have appeared contradicting this view [62,96,97]. It is now widely believed that pro-
teins, even larger proteins like antibodies, are too small to allow sufficient force to
be applied to unfold them. In fact, one study estimated that the shear rate required to
unfold a small protein would be in excess of 107 s−1 [96]. Part of the difficulty in
interpreting results from shear studies is that, appropriate controls are often lacking.
Moreover, may articles purporting to be shear studies are, in fact, agitation studies
[60,61,98–101]. In addition, even if the air–water interface is rigorously excluded,
the ability of the protein to interact with solid interfaces (glass, plastic, metal, etc.) is
rarely considered and may be a source of damage in of itself.

Still, there are cases where protein aggregation is clearly attributed to shear forces
[102–104]. If protein denaturation is not the mechanism, how does shear promote
aggregation? Four potential mechanisms can be envisioned:

1. Cavitation-Producing Microbubbles . As the microbubbles collapse, they gen-
erate high transient temperature that leads to free-radical formation, resulting
in S –S crosslinked aggregates [102,105].

2. Turbulent Flow . Turbulent flow that occurs during high shear could dislodge
unfolded protein from solid surfaces [106].

3. Increased Mixing . This is caused by high shear, leading to higher growth rates
for aggregation [107,108].

4. Shear . Shear forces can dislodge foreign material from surfaces, which are
capable of acting as prenuclei for nucleation-controlled aggregation [89].

While the appearance of foreign matter in protein products has not yet been attributed
directly to shear, it is a likely result. When foreign matter does appear, it could serve
as the prenucleus for subsequent aggregation. The foreign matter would serve as a seed
to which the protein could adsorb. Certainly, having partially native protein adsorbed
to large particles could arise serious immunogenicity concerns [90,109–112]. What
is becoming apparent is that shear and interfacial stress are interrelated, as shown by
a study on a monoclonal antibody [113]. While interfacial stress causes the initial
damage, it appears that shear forces can exacerbate these instabilities. These factors
will likely make shear forces on proteins an active area of research for some time.

25.8. PATHOGEN INACTIVATION

Over the years, there has been a proliferation of methods for inactivation of pathogens.
This includes prolonged heating, acidification, solvent detergent treatments, and
nanofiltration. In addition, there is interest in developing true terminal sterilization
methods using high-energy radiation, as used in the food industry. Often, more than
one of these approaches is used for a given product to ensure maximal safety. Each
of these methods is valuable and has been evaluated for its ability to reduce pathogen
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loads. However, all of them have the potential for causing significant damage to
protein pharmaceuticals as well. In this section, we focus on two of these techniques,
heat treatment and γ-irradiation.

25.8.1. Heat Treatment

For proteins in solution, the standard protocol has been to heat at 60◦C for 10 h.
Not surprisingly, many proteins do not survive such extended heating. In the case
of human serum albumin (HSA), one of the first proteins to be treated using this
method, the denaturation temperature of the protein, is very near to 60◦C if stabi-
lizers are not present. As a result, researchers in the plasma fractionation industry
discovered excipients that stabilized HSA specifically and significantly. Two of them
are used in nearly all HSA products: sodium caprylate and N -acetyltryptophan (N -
AcTrp). In the presence of these two, the Tm value for HSA rises to well above 70◦C
[114,115]. In addition, these two stabilizers may help stabilize HSA with respect to
solvent–detergent treatment as well. In the case of HSA, it appears that the impu-
rity protein, haptoglobin, is involved in the thermally induced aggregation of HSA
during heat treatment (Lin, Meyer, Carpenter, and Manning, unpublished results). Hap-
toglobin is much less stable than HSA. On heating, it unfolds and begins to aggregate.
Because the HSA is present at much higher concentration (up to 1000-fold higher),
the growing haptoglobin aggregate incorporates some HSA as well. Therefore, it is
important to note that minor protein components may lead to loss of the primary active
ingredient. In addition, HSA aggregated on freeze drying after the initial plasma frac-
tionation step [116]. Subsequent purification could not remove the small amount of
aggregate. Then, heat treatment led to a higher level of aggregate, presumably where
the initially damaged material served as a nucleus.

A screening study was performed for urokinase, which was derived from circu-
latory organs. During the 60◦C heat treatment, a significant amount of the protein
precipitated. Therefore, a search for conditions or excipients that would reduce the
loss was initiated. The result was identification of some compounds, most notably
gelatin, that reduced the extent of damage significantly [117,118]. Of note is the fact
that urokinase itself is thermally stable enough to survive the 60◦C heat treatment.
However, there was an impurity, some N -terminally clipped material, in each batch.
This protein was much less stable and unfolded during the heating. As it aggregated,
it captured some of the intact urokinase in the aggregate [117,118]. This is an impor-
tant lesson for formulation scientists. If there are other protein species present, their
stability profile may be such that aggregation of the less stable protein might result in
loss of the active ingredient.

Another type of degradation process has also been reported to occur during heat
treatment. Smales and co-workers report that prolonged heating of sucrose-containing
formulations results in thermal breakdown of the sucrose and subsequent chemical
modification of the protein in a Maillard-type reaction [119–121]. Similarly, glyca-
tion can occur at elevated temperature in the presence of maltodextrins [122]. More
recently, glycation of an IgG2 monoclonal antibody was reported in sucrose formu-
lations [123]. Although no glycation was seen for samples stored at 4◦C, even after
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18 months, there was significant glycation for samples stored at room temperature or
above. As many as 10 different lysine residues were identified as glycation sites in
this study. The reactivity of the each lysine appears to correlate with the degree of
solvent exposure. A similar study has been reported for interferon-β and HSA [124].

Glycated proteins appear to be more likely to aggregate [125]. There are few
reports on how to formulate against glycation-induced damage. One study revealed
that trehalose and 6-aminohexanoic acid were effective stabilizers for the enzyme
glucsose-6-phosphate dehydrogenase [126].

25.8.2. Gamma Irradiation

The potential for high-energy irradiation to inactivate pathogens has been known for
some time. The difficulty is preventing damage to a biological, such as a protein,
while inactivating bacteria and viruses. This has become even more challenging as
smaller and smaller viruses are being found, not to mention attempts to inactivate
prions. The use of high-energy radiation for sterilization of biopharmaceuticals has
been reviewed (i.e., γ rays, electron beams) in some detail [127,128]. Specific issues
related to protein instability are the focus of this section.

High-energy irradiation, whether from γ rays, which have been used in attempts
to sterilize pharmaceutical products directly, or from electron beams, used to sterilize
equipment, causes damage by one of two primary mechanisms. The first is direct
interaction of the radiation with the protein, leading to free-radical generation and/or
chain scission. The second is irradiation of the solvent (usually water), producing a
host of free radicals, especially hydroxyl radical. This second pathway is the most
common, as the protein usually occupies a very small volume fraction of the sample.
Generation of these highly reactive oxygen species produces a variety of oxidation
products.

Two approaches can reduce the extent of damage: (1) one can move to lyophilized
formulations, although the chance for the generated free radicals to react with the
protein will be great on reconstitution [129]; or (2) one can use free-radical scav-
engers (also known as radioprotectants or antioxidants) to reduce the damage that
occurs to the active ingredient. A number of radioprotectants have been identified,
or at least proposed, in various studies [130–136]. A radioprotectant is a compound
that acts a free-radical scavenger and reduces or limits the extent of degradation
to an irradiated protein. Some improved schemes for evaluating and rank ordering
of antioxidants/radical scavengers have been reported [137,138]. While radioprotec-
tants are valuable excipients, the extent of damage to proteins, even though it can
be reduced or limited, is probably still too high to allow it to be an effective general
measure that can be taken to reduce viral loads. Certainly, additional work is needed to
assess whether γ-irradiation can be an effective sterilization tool for biopharmaceutical
products.

25.9. SUMMARY

Fortunately, there is increasing awareness of stability issues that can arise with protein
pharmaceuticals during processing. On the other hand, there are few systematic studies.
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This is due in part to the time and financial pressures of bringing a new product
to market. Certainly, there is a hesitancy to admit that there are issues with the
manufacturing process for obvious reasons. As a result, our understanding of the
potential for protein degradation during bioprocessing is limited, apart from anecdotal
examples. This chapter captures what is known in this area, one that will continue
to be of prime importance as the biopharmaceutical industry continues to evolve and
mature.
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46. Huisman, I. H., Prádanos, P., and Hernández, A. (2000), The effect of protein-protein
interactions on membrane fouling in ultrafiltration, J. Membrane Sci. 179: 79–90.

47. Saksena, S. and Zydney, A. L. (1997), Influence of protein-protein interactions on bulk
mass transport during ultrafiltration, J. Membrane Sci. 125: 93–108.

48. Koehler, J. A., Ulbricht, M., and Belfort, G. (1997), Intermolecular forces between proteins
and polymer films with relevance to filtration, Langmuir 13: 4162–4171.

49. Palecek, S. P. and Zydney, A. L. (1994), Intermolecular electrostatic interactions and their
effect on flux and protein deposition during protein filtration, Biotechnol. Progress 10:
207–213.

50. Huisman, I. H., Tragardh, G., and Tragardh, C. (1999), Particle transport in crossflow
microfiltration—II. effects of particle-particle interactions, Chem. Eng. Sci. 54: 281–289.



REFERENCES 619

51. Maa, Y.-F. and Hsu, C. C. (1996), Membrane fouling in sterile filtration of recombinant
human growth hormone, Biotechnol. Bioeng. 50: 319–328.

52. Belfort, G. and Lee, C. S. (1991), Attractive and repulsive interactions between and within
adsorbed ribonuclease A layers, Proc. Natl. Acad. Sci. USA 88: 9146–9150.

53. Salgin, S. (2007), Effects of ionic environments on bovine serum albumin fouling in a
cross-flow ultrafiltration system, Chem. Eng. Technol. 30: 255–260.

54. Meireles, M., Aimar, P., and Sanchez, V. (1991), Albumin denaturation during
ultrafiltration—effects of operating- conditions and consequences on membrane fouling,
Biotechnol. Bioeng. 38: 528–534.

55. Stoner, M. R., Fischer, N., Buckel, S., Benke, M., Austin, F., Randolph, T. W.,
and Kendrick, B. S. (2004), Protein-solute interactions affect the outcome of
ultrafiltration/diafiltration operations, J. Pharm. Sci. 93: 2332–2342.

56. Zydney, A. L. (1992), Concentration effects on membrane sieving: Development of a
stagnant film model incorporating the effects of solute-solute interactions, J. Membrane
Sci. 68: 183–190.

57. Kim, K. J., Chen, V., and Fane, A. G. (1993), Some factors determining protein aggrega-
tion during ultrafiltration, Biotechnol. Bioeng. 42: 260–265.

58. Maruyama, T., Katoh, S., Nakajima, M., and Nabetani, H. (2001), Mechanism of bovine
serum albumin aggregation during aggregation, Biotechnol. Bioeng. 75: 233–238.

59. Fan, H., Vitharana, S. N., Chen, T., O’Keefe, D., and Middaugh, C. R. (2007), Effects of
pH and polyanions on the thermal stability of fibroblast growth factor 20, Mol. Pharm. 4:
232–240.

60. Thomas, C. R., Nienow, A. W., and Dunnill, P. (1979), Action of shear on
enzymes—studies with alcohol-dehydrogenase, Biotechnol. Bioeng. 21: 2263–2278.

61. Watterson, J. G., Schaub, M. C., and Waser, P. G. (1974), Shear-induced protein-protein
interaction at air-water-interface, Biochem. Biophys. Acta 356: 133–143.

62. Maa, Y. F. and Hsu, C. C. (1997), Protein denaturation by combined of shear and air-liquid
interface, Biotechnol. Bioeng. 54: 503–512.

63. Bommarius, A. S. and Karau, A. (2005), Deactivation of formate dehydrogenase (FDH)
in solution and at gas-liquid interfaces, Biotechnol. Progress 21: 1663–1672.

64. Liu, J., Nguyen, M. D. H., Andya, J. D., and Shire, S. J. (2005), Reversible self-association
increases the viscosity of a concentrated monoclonal antibody in aqueous solution, J.
Pharm. Sci. 94: 1928–1940.

65. Liu, J. and Shire, S. J. (2005), Reduced-Viscosity Concentrated Protein Formulations , US
Patent 6,875,432 (April 5, 2005).

66. Monkos, K. and Turczynski, B. (1999), A comparative study on viscosity of human,
bovine and pig IgG immunoglobulins in aqueous solutions, Int. J. Biol. Macromol. 26:
155–159.

67. Geirsdottir, M., Hlynsdottir, H., Thorkelsson, G., and Sigurgisladottir, S. (2007), Solubility
and viscosity of herring (Clupea Harengus) proteins as affected by freezing and frozen
storage, J. Food Sci. 72: 376–380.

68. Waris, B. N., Hasan, U., and Srivastava, N. (2001), Stabilisation of ovalbumin by maltose,
Thermochim. Acta 375: 1–7.

69. Markovic, I. (2006), Challenges associated with extractable and/or leachable substances
in therapeutic biologic protein products, Am. Pharm. Rev. 9: 20–27.



620 PROTEIN STABILITY DURING BIOPROCESSING

70. Wen, Z., Torraca, G., Yee, C., and Li, G. (2007), Investigation of contaminants in protein
pharmaceuticals in pre-filled syringes by multiple micro-spectroscopies, Am. Pharm. Rev.
10: 101–106.

71. Wahlgren, M. and Arnebrant, T. (1991), Protein adsorption to solid surfaces, Trends
Biotechnol. 9: 201–207.

72. Gray, J. J. (2004), The interaction of proteins with solid surfaces. Curr. Opin. Struct. Biol.
14: 110–115.

73. Wang, P. L., Udeani, G. O., and Johnston, T. P. (1995), Inhibition of granulocyte colony
stimulating factor (G-CSF) adsorption to polyvinyl chloride using a nonionic surfactant,
Int. J. Pharm. 114: 177–184.

74. Reyes, N., Ruiz, L., Aroche, K., Geronimo, K., Brito, O., and Hardy, E. (2005), Stability
of Ala125 recombinant human interleukin-2 in solution, J. Pharm. Pharmacol. 57: 31–37.

75. Twardowski, Z. J., Nolph, K. D., McGary, T. J., and Moore, H. L. (1983), Influence
of temperature and time on insulin adsorption to plastic bags, Am. J. Hosp. Pharm. 40:
583–586.

76. Doran, P. M. (2006), Loss of secreted antibody from transgenic plant tissue cultures due
to surface adsorption, J. Biotechnol. 122: 39–54.

77. Young, B. R., Pitt, W. G., and Cooper, S. L. (1988), Protein adsorption on polymeric
biomaterials 1. Adsorption isotherms, J. Colloid Interface Sci. 124: 28–43.

78. Desroches, M. J., Chaudhary, N., and Omanovic, S. (2007), PM-IRRAS investigation of
the interaction of serum albumin and fibrinogen with a biomedical-grade stainless steel
316LVM surface, Biomacromolecules 8: 2836–2844.

79. Mutlu, S., Cokeliler, D., and Mutlu, M. (2007), Modification of food contacting surfaces
by plasma polymerization technique. Part II: Static and dynamic adsorption behavior of
a model protein “bovine serum albumin” on stainless steel surface, J. Food Eng. 78:
494–499.

80. Muller, R., Abke, J., Schnell, E., Macionczyk, F., Gbureck, U., Mehrl, R., Ruszczak, Z.,
Kujat, R., Englert, C., Nerlich, M., and Angele, P. (2005), Surface engineering of stainless
steel materials by covalent collagen immobilization to improve implant biocompatibility,
Biomaterials 26: 6962–6972.

81. Matsumura, H. and Saburi, M. (2006), Protein adsorption and wetting of the protein
adsorbed surfaces studied by a new type of laser reflectometer, Colloid. Surf. Biointerfaces
47: 146–152.

82. Santos, O., Nylander, T., Schillen, K., Paulsson, M., and Tragardh, C. (2006), Effect of
surface and bulk solution properties on the adsorption of whey protein onto steel surfaces
at high temperature, J. Food Eng. 73: 174–189.

83. Osterberg, R. E. (2005), Potential toxicity of extractables and leachables in drug products,
Am. Pharm. Rev. 8: 64.

84. Hovorka, S. W., Williams, T. D., and Schoneich, C. (2002), Characterization of the metal-
binding site of bovine growth hormone through site-specific metal-catalyzed oxidation and
high-performance liquid chromatography- tandem mass spectrometry, Anal. Biochem. 300:
206–211.

85. Hovorka, S. W., Hong, J., Cleland, J. L., and Schöneich, C. (2001), Metal-catalyzed
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FREEZING AND THAWING OF
PROTEIN SOLUTIONS

Satish K. Singh and Sandeep Nema

26.1. INTRODUCTION

Freezing is an increasingly common unit operation employed in the production of
biologics. Protein drug substance is often frozen to allow the bulk to be maintained
for a longer period prior to its conversion to drug product. Interactions with water
and with the solid phase of water, ice, play a critical role in the stabilization of
biologics. This chapter discusses the behavior of solution as it is being frozen, the
impact of the freezing (and thawing) process on protein structure (stability), and critical
factors that should be considered in designing and developing a successful process
for freezing protein solutions. Significant work on freezing has been done in the areas
of food, tissue, cells, and organ preservation. Although much of this work has direct
application in freezing of proteins, cell viability and complex cellular matrix effects
are not involved, making the protein solution system somewhat simpler!

Formulation and Process Development Strategies for Manufacturing Biopharmaceuticals,
edited by Jameel and Hershenson
Copyright  2010 John Wiley & Sons, Inc.



626 FREEZING AND THAWING OF PROTEIN SOLUTIONS

Solid

Gas

P
re

ss
ur

e

Temperature (°C)

Liquid

Critical point

Triple point

0.612kPa

0.0098

101.3kPa

0 100

Super
critical
fluid

Figure 26.1. Equilibrium phase diagram of water.

26.2. THE BASICS OF FREEZING

26.2.1. Freezing of Water (Ice–Water Phase Diagram)

Equilibrium phase diagrams of water provide a starting point toward understanding
the behavior of frozen systems. Water is a universal solvent used for biologics. Its
phase behavior in the normally accessible and relevant temperature ranges can be
represented by the equilibrium phase diagram shown in Figure 26.1. Pure liquid water
under equilibrium conditions will turn into ice (Ih, hexagonal form) at about 0◦C at
1 atm pressure. An important feature of this phase diagram is a slight negative slope of
the water–ice freezing curve, indicating the expansion in molar volume of water when
it freezes. The freezing point of water, under pressure, is lowered slightly, but it takes
significant pressure, for instance, almost 600 bar for a reduction to −4◦C. At triple
point (273 K or 0◦C) the vapor pressures for ice and water are the same: 4.59 mm
Hg (Torr). At this temperature, all three phases (ice, water, and vapor) coexist, and in
accordance with the Gibbs phase rule, there are no degrees of freedom. At temperatures
above 647 K (374◦C), water cannot exist in a liquid state. The fluid then shares the
properties of gas, and no vapor pressure beyond this temperature is measurable. The
point is called the critical point .

26.2.2. Equilibrium Freezing of Aqueous Solutions

Addition of solutes (excipients) to water results in the well-known colligative lowering
of the freezing point in accordance with Raoult’s law. The extent of lowering for
aqueous solutions amounts to about 1.8◦C per molal unit of dissolved molecules or
ions. More important to the processing of biologics is the depression of freezing point
due to supercooling, which is considered later in this section.
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Figure 26.2. Equilibrium freezing of sodium chloride–water solution. (Adapted with per-

mission from Cocks and Brower [1].)

Two (or more) component equilibrium phase diagrams describe the order of crys-
tallization and phase compositions at any temperature. The common binary system
sodium chloride (NaCl)–water diagram is illustrated in Figure 26.2 [1]. The impor-
tant feature to note is the presence of the eutectic at −21.2◦C with a composition of
23.3 wt% NaCl. The freezing of normal saline solution, containing about 150 mM
(0.9 wt%) NaCl, all the way to the eutectic point will result in portions of the bulk (and
the protein therein) experiencing an approximately 26-fold increase in salt concentra-
tion. It also shows that the common “frozen” storage temperature of −20◦C may not
be a truly frozen state. Other commonly useful binary phase diagrams are available:
sucrose–water [2–4], trehalose–water [5], sorbitol–water, and maltitol–water [6].

Addition of a third common formulation ingredient (e.g., sucrose) to the
NaCl–water system results in a complex ternary phase diagram [3,4] containing
anhydrous and hydrated crystalline phases, and a hydrated stoichiometric compound
of sucrose and NaCl. Again, as with the binary NaCl–water system, dramatic
concentration changes occur as pure water crystallizes out in the form of the ice
phase on cooling. This cryoconcentration effect depends on the initial composition
as shown in Figure 26.3 [3], and varies with the components constituting the ternary
system.

Detailed or partial phase diagrams are available for only a limited number of other
systems: water–glycerol–NaCl [7,8], water–DMSO–NaCl [1,7], water–hydroxyethyl
starch–NaCl [9], water–sucrose–glycine [10,11], water–glycine–raffinose, and
water–glycine–trehalose [12]. Since most formulations for biologics use a buffer
instead of simply water as the solvent, the equilibrium behavior will be altered
compared to that indicated in the phase diagrams.
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cryoconcentration by a factor of almost 26 (0.85% to ∼22.5%) under equilibrium freezing.

However, this is strongly attenuated by the presence of the co-solute. By nature of the solute

concentration phenomenon, the curves either terminate when a glass is formed, or change

slope discontinuously when a second phase precipitates. The direction of the arrow indicates

the change in concentration of NaCl in the secondary phase. (Adapted with permission from

Gayle et al. [3].)

26.3. NONEQUILIBRIUM FREEZING AND STATE DIAGRAMS

While equilibrium phase diagrams provide good guidance on the phases possible for
a formulation undergoing freezing, practical systems and processes seldom lead to
equilibrium behavior.

26.3.1. The Freezing Process

Freezing of an aqueous solution in practice seldom proceeds as an equilibrium pro-
cess, and the events that occur cannot be predicted by equilibrium phase diagrams,



NONEQUILIBRIUM FREEZING AND STATE DIAGRAMS 629

T
em

pe
ra

tu
re

 (
°c

)

FreezingTime

B

E

D

C
0

Tf
B′ C′

D′
E ′

Time

Water Sugar solution
AB undercooling B′ faster nucleation
BC nucleation at 0°C C′ freezing point
CD crystal growth depression to Tf
DE sensible heat of ice
A

C′D′ freeze-
 concentration

Figure 26.4. Time–temperature relationship during freezing of water and of an aqueous

solution, illustrating the different stages of the process. (Adapted with permission from Akyurt

et al. [13] and Goff [14].)

even where such data exist. The physicochemical changes that occur during a practi-
cal freezing process can be described by the time–temperature relationship diagram
shown in Figure 26.4 for freezing of pure water (ABCDE ) and an aqueous solution
(AB ′C ′D ′E ′) [13,14]. As pure water is cooled from A, the first deviation from equilib-
rium behavior is in the form of undercooling (or supercooling) below the freezing point
(∼0◦C) to B . Water in this chilled state is thermodynamically unstable, and the state
is terminated by ice nucleation at B . The undercooling enables the activation energy
for ice nucleation to be lowered enough to form stable nuclei and propagate the bulk
freezing process. In aqueous solutions, presence of solute will generally promote het-
erogeneous nucleation, thereby accelerating the nucleation process, resulting in lesser
undercooling (B ′). (Homogeneous and heterogeneous ice nucleation phenomena are
considered in greater detail later in this chapter.)

Once the critical mass of nuclei is reached at point B or B ′, most of the water
starts to convert to ice and the latent heat that is released raises the temperature of
the system almost instantaneously to the freezing/melting temperature (0◦C or Tf)
to point C or C ′. The enthalpy of fusion releases -333.6 kJ/kg of energy, which is
significant in relation to the heat capacity of water at ∼0◦C (4.2 kJ kg−1 K−1) and
that of hexagonal ice Ih at 0◦C (2.1 kJ kg−1 K−1). The presence of solute results in
a depression of freezing point as discussed earlier, and therefore C ′(= Tf) is lower
than C (= 0◦C). Presence of solute lowers the degree of undercooling for the solution
compared to that for pure water, due to depression of the freezing point itself, and by
enabling faster nucleation. In very concentrated solutions, it becomes progressively
difficult to induce any degree of undercooling.
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The ice crystals continue to grow as long as there is “freezable” water available.
Temperature of the partially frozen mixture also does not drop during this period. In
pure water, this occurs from C to D , after which point continued cooling lowers the
temperature of ice along DE . Freezing time is defined as the time between onset of
nucleation (C ) and completion of crystal growth phase (D). The nature of the ice
structure formed along CD depends on the freezing rate, with faster freezing rates
promoting many small crystals compared to few large crystals at slower rates.

As the aqueous solution freezes, conversion of the water fraction into ice results
in a progressive freeze concentration (cryoconcentration), of the unfrozen mixture.
Solutes seldom partition into the ice phase. The increasing concentration of the non-
ice-phase solute results in a continuously decreasing freezing point of the remaining
solution along C ′D ′. The viscosity of the unfrozen mixture also increases as a con-
sequence of the low temperature and high solute concentration, reducing diffusion
coefficients and hindering the ability of water molecules to rearrange and form ice
crystals. At D ′, one of the solutes may become supersaturated and crystallize (e.g.,
NaCl), release its enthalpy of crystallization, and cause a slight jump in tempera-
ture. This would indicate the presence of a eutectic. Further cooling would result in
continued crystallization of water and possible solute until the system is completely
solidified. If the solution does not contain a crystallizable solute (e.g., sucrose), the
increasing viscosity would eventually result in the entire unfrozen fraction converting
to glass (C ′D ′E ′). A freezing time is difficult to assign, and therefore process time
is defined as the time taken to reach a predetermined temperature below the initial
freezing point [13].

26.3.2. State Diagram and the Glass Transition

The process described above can be advantageously shown on a state diagram; an
augmented version is presented schematically in Figure 26.5 [15,16]. The reason the
diagram is termed state diagram as opposed to the phase diagram becomes clear
later since it incorporates information about the nonequilibrium states in which the
system can exist. These nonequilibrium states are metastable from a thermodynamic
perspective but kinetically stable in the timescales of practical interest.

In Figure 26.5, the freezing curve (ABC ) and solubility curve (BD) are shown in
relation to the glass transition curve (EF ). The glass transition curve is not a phase
boundary, unlike (ABC ) and (BD), and instead represents an isoviscosity curve of a
homogenous solid solution, the freeze concentrate. According to the state diagram, a
dilute solution (protein and solute) on cooling will become progressively more concen-
trated as water component freezes out as pure ice. At low temperatures, ice formation
will be faster than crystallization/precipitation of other solutes, and the composition
of the non–ice phase will continue past point B . At sufficiently high solute concen-
trations, the remaining solution will become sufficiently viscous to be called a glass
(viscosity >1010 Pa s). In an ideal situation, the concentrated solution will reach point
Q , which is the intersection between the extended freezing curve and the glass tran-
sition curve, defined as T ′

g and W ′
g. Thus, dilute solutions will usually exhibit a glass

transition at T ′
g on freezing. On the other hand, concentrated solutions will pass through



NONEQUILIBRIUM FREEZING AND STATE DIAGRAMS 631

10.80.60.40.20
−140

−120

−100

−80

−60

−40

−20

0

20

40

60

80

Weight Fraction of Solutes

T
em

pe
ra

tu
re

 (
°C

)

T′m

T′g

Tm

S
ol

ub
ili

ty

Tg(Solution)

Ice and freeze-
concentrated glass 

Temperature range for maximum ice formation 

Ice and freeze-
concentrated solute

G
la

ss

Glass
W ′g

Solution
Rubber

Equilibrium ice 
Formation and Melting

Non-equilibrium

ice formation

Delayed ice 

formation

Supersaturated
solution

108Pas

106Pas

1011Pas

Eutectic
point

D

F

Q

E

C
B

A

G

Figure 26.5. State diagram depicting different regions encountered during nonequilibrium

freezing of a noncrystallizing solute in water. Curve ABC represents the equilibrium freezing

boundary, while BD is the solubility curve; EF is an isoviscosity curve of homogeneous solid

solution. During the freezing of a dilute solution, composition of the nonice phase continues

past B, eventually producing a highly viscous glass at point Q with a characteristic glass

transition temperature T ′
g and composition of maximum freeze concentration W ′

g. Maximum

ice formation occurs in the region above T ′
g but below the equilibrium ice melting temperature

T ′
m of ice in contact with the maximally freeze-concentrated matrix. Ice formation is, however,

time-dependent because of the high viscosity of the unfrozen matrix, and rapid cooling

through this temperature range can lead to partial freeze concentration and nonequilibrium

ice formation. Therefore, devitrification of the freeze-concentrated glass is possible in case

of nonequilibrium or delayed ice formation while stored below T ′
g, leading to further ice

formation and freeze concentration. (Adapted with permission from Roos and Karel [15,16].)

the solubility curve BD on cooling and eventually reach the glass transition curve EF .
While passing through curve BD , precipitation of the solute should occur, but this is
often hindered by the high viscosity of such systems. The extent (or lack) of precipi-
tation determines the final glass composition. An individual concentration-dependent
Tg is observed. Thus, Tg is concentration-dependent for concentrated systems, while
T ′

g is concentration-independent for dilute systems. [It should be noted that there is a
small difference in the way T ′

g and W ′
g are depicted on the state diagram. They are

variously ascribed to point G or Q (see, e.g., Refs. 2 and 16–18); point Q is more
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commonly used.] Different zones can also be marked in the state diagram showing
different characteristics of the states produced [19].

The glass transition temperature depends on the nature of the glass former, its
molecular weight and shape, and the concentrations of any other components (e.g.,
buffer salts) in the glass [20]. Subtle changes in chemical structure and water bonding
impact the glass transition curve, exemplified by the Tg curves for trehalose and
sucrose; the curve for trehalose is left-shifted by about 12% for the same Tg [2]. A
comprehensive compilation of T ′

g and W ′
g is available [18,21], although some values

are disputed [22]. The T ′
g values generally increase with molecular weight, but W ′

g is
accepted to be approximately 80% for most carbohydrates [16,23]. The T ′

g for pure
water is generally accepted to be around 135–140 K (∼−135◦C) and is the lower
end of the glass transition curve, although Angell [2] suggests that the extrapolation
by which this value is obtained may be misleading.

Proteins in solution also do not crystallize on cooling, and, because they are
polymeric, exhibit a glass transition temperature. The T ′

g for proteins tends to range
around −10◦C, irrespective of size and structure, for example, −11◦C for ovalbumin,
−13◦C for lysozyme, −15◦C for myoglobin, −11◦C for BSA, and −9◦C for lactic
dehydrogenase [24].

26.3.3. The Glassy Matrix

Sugars, polyhydric alcohols, certain amino acids, and higher oligosaccharides are com-
monly used as stabilizers for biologics in liquid, lyophilized, and frozen states [25].
The utility of these excipients in the frozen state is a result of their inability to crys-
tallize and the lack of eutectic phase separation. Most are subject to vitrification or
glass formation as the freezing proceeds. A notable exception to this behavior of
carbohydrates is mannitol, which readily crystallizes out [26,27]. Another important
characteristic of the stabilizers used in protein formulations is that they should not
phase-separate during freezing in order to maintain their protective effect [28–30].
Common parenteral formulation excipients and their likely behavior at the concentra-
tions normally used in drug products are summarized below. Note that in the case of
polymeric excipients, the behavior is dependent on the molecular weight, while the
actual behavior of a solute in a solution depends on its concentration and interference
by other solutes:

• Excipients and components that are likely to crystallize (and therefore phase-
separate) are mannitol, raffinose, inositol, glycine, dibasic sodium phosphate,
sodium chloride, polyethylene glycol, sodium lacate, and pegylated proteins.

• Excipients and components that are likely to remain amorphous are sucrose, tre-
halose, lactose, sorbitol,1 glycerol, histidine, tromethamine, glycolate, succinate,
acetate, citrate, polyvinylpyrrolidone (PVP), dextran, and nonionic surfactant.

1Sorbitol has been found to crystallize on storage at −30◦ C (above its T ′
g of −44◦ C), although not at

−20◦ C [31].
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• Amorphous excipients and components that can phase-separate are trehalose,
PVP, and dextran.

The relevance of the glass formation phenomenon and storage of a frozen biologic
arises from the extremely high viscosity of the glassy matrix. The high viscosity
hinders diffusion and therefore slows down any degradation reactions that require
mobility of reactants (oxygen, water, side groups, peptide bonds). However, the high
concentration of solutes in the glassy matrix results in reaction rate enhancements and
more than counteracts the effect of low mobility, as has been shown in a number
of studies [32–35]. In fact, an undercooled solution may provide greater stability
than the frozen state [36]. Interestingly, under frozen conditions, endoproteinases (α-
chymotrypsin, papain, ficin, etc.) are capable of coupling free amino acids, functioning
as reverse carboxypeptidases. Competitive reactions are suppressed, and peptide yields
are increased. The effect is ascribed to cryoconcentration, but other factors such as
favorable conformation changes, increased proton mobility in ice, changes in dielectric
behavior, and reduced water activity are also considered to contribute to the reversal
of action [37–40].

Arrhenius kinetics applies for homogeneous supercooled solutions but fail as the
solution freezes and the solute concentration increases. As a consequence, kinetics
of many processes in the glassy state switch over to Williams–Landel–Ferry (WLF)
temperature dependence and diffusion-controlled kinetics [18,20,21, 41–43], given by

ln

(
k

k0

)
= −C1(T − T0)

C2 + (T − T 0)
(26.1)

where T0 is a reference temperature, generally taken to be Tg. The exact choice of T0 is
debated when applying the WLF equation, originally developed to describe viscosity
changes, to other rate parameters [41,44–46]. The applicability of WLF equation
implies that molecular relaxation times and related viscosity and molecular mobility
phenomena acquire a temperature-dependent activation energy, while the Arrhenius
model supposes constant activation energy. In the WLF regime, reaction rates are
impacted by diffusional limitations of the reactants in the viscous matrix. The diffusion
coefficient is inversely proportional to viscosity, and the viscosity follows a WLF
dependence, resulting in WLF reaction kinetics. If applicable, the WLF equation shows
that the reaction rate constant is more sensitive to temperature near Tg than would
be predicted by the Arrhenius equation. A 10◦ change in temperature will change the
rate by a factor of 2 in the Arrhenius model and by 104 –105 in the WLF model [47].

A theoretical analysis of diffusion-controlled reactions in frozen sucrose solu-
tions by Parker and Ring [48] suggests the existence of two reaction regimes. In the
higher temperature range, between 0◦C and −16.5◦C, the effect of freeze concentra-
tion dominates, especially at low sucrose concentrations, and reaction rate enhance-
ment is predicted. For low sucrose concentrations, a small reduction in temperature
results in a large freeze concentration effect and a correspondingly large reaction rate
enhancement. Below this temperature range, the diffusivity of reactant becomes rate-
limiting and the reaction rate drops progressively as glass transition is approached.
As sucrose concentration is increased, the effect of cryoconcentration is attenuated
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and the diffusive effect dominates. Therefore, in practical situations in which the
effects of cryoconcentration are deleterious, the impact can be reduced by the use of
concentrated solutions [48,49].

The cryoconcentration effect is not limited to solute; it also applies to dissolved
gases. Solubility of oxygen in water increases significantly with a decrease in tem-
perature from 8.11 mg/L at 25◦C, 1 atm to 14.16 mg/L at 0◦C, 1 atm [50]. However,
solubility of air in ice is lower than in water, leading to cryoconcentration of the gas
in the amorphous region between ice crystals and possible bubble formation in the
final glassy matrix. Progression of cooling and freezing therefore proceeds with an
increase in oxygen concentration in the nonfrozen liquid phase, with the possibility of
promoting oxidation reaction in susceptible molecules. Equilibrium solubility of gases
will also be higher in the amorphous interfacial region between ice crystals.

26.4. FREEZING

26.4.1. Ice Nucleation and Growth

Thermodynamic equilibrium between different phases of water (pure or in solution)
exists along well-defined phase boundary lines. Changes of phase (liquid ↔ vapor,
vapor ↔ solid, solid ↔ liquid) take place at conditions either slightly or significantly
away from these lines. These deviations are usually minor for changes from the more
ordered to the less ordered states (liquid → vapor, solid → liquid, solid → vapor),
but can be very large for the reverse processes, even though these changes are toward
states of lower free energy. Phase changes toward lower energy states occur via
metastable states [51]. A phase map for a water solution is represented schematically
in Figure 26.6 [16], and illustrates the relationship between the various stable and
metastable states and the pathways for transformation between them.

Supercooled liquid water is one such metastable state. The process of conversion
from the supercooled state to the stable phase is initiated by nucleation from within
the liquid phase. The process of nucleation and subsequent crystal growth is important
in determining the actual distribution of phases or states in the frozen bulk.

26.4.1.1. Nucleation. The molecules in the liquid (water) phase are subject
to small, transient energy and density fluctuations as a result of Brownian diffusion,
described by a Boltzmann distribution. Occasionally, these fluctuations will lead to
spontaneous formation of clusters in which groups of molecules adopt configurations
that resemble the solid (ice) phase. These clusters are shortlived since the free energy
of the cluster is higher than the sum of energies of the molecules making up the
cluster. However, as the liquid is supercooled, the energetics of the process changes
and the bulk free energy per molecule of the molecules in the cluster becomes lower
than outside it. The lower bulk energy is opposed by the surface energy involved in
creating the interface between the cluster and the dispersed phase, but the balance
changes in favor of the cluster as the cluster grows larger. Beyond a certain size,
further increase actually leads to a lowering of total free energy, and growth becomes
more favorable than diminution. The size at which this occurs is called a critical size
and the cluster (variously called germ or embryo also) at that point becomes a nucleus
for further growth of the solid phase. The event is called nucleation [51].
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26.4.1.2. Homogeneous and Heterogeneous Nucleation. In the case of
pure water or a very clean solution, a stable nucleus has to form solely through inter-
nal fluctuations leading to the process of homogenous nucleation. In the case of a
supercooled phase in contact with some foreign material or surface, the cluster can
attach to the substrate and increase its stability. The substrate thus serves to lower
the energy barrier for formation of the nucleus and leads to heterogeneous nucle-
ation. Under otherwise identical conditions, heterogeneous nucleation always occurs
at a temperature higher than that of homogeneous nucleation. Hence homogeneous
nucleation serves as the lower temperature limit to which a liquid can be supercooled
without freezing. The actual ice nuclei are, however, identical in both cases [51,52].

The temperature at which heterogeneous nucleation occurs depends strongly
on the presence and suitability of the substrate. Suitability is determined by the
match between the structure of the nucleating site and the ice crystal lattice [53]. In
contrast, the homogeneous nucleation temperature (Thom) is an intrinsic property of
the metastable liquid itself. Since the requirement for homogenous nucleation is quite
stringent (no foreign matter in the sample of liquid) the requirement is seldom met
by anything except the smallest sample volumes. The homogenous ice nucleation
temperature of pure water has been measured in microliter-sized samples and is
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in the region of 233 K (−40◦C) [17,51,52]. Heterogeneous nucleation can occur
anywhere between the melting temperature and Thom, thereby determining the degree
of supercooling.

Presence of solutes in water depresses Thom, that is, inhibits homogeneous ice
nucleation. An interesting relationship is observed between the extent of reduction
in homogeneous nucleation temperature and the depression of freezing point Tm. A
number of pharmaceutically relevant solutes (sucrose, glucose, NaCl, urea, glycerol,
ethylene glycol) appear to fall within a narrow band of slope 2 ± 0.2 (i.e., −�Thom ≈
−2�Tm ), with polymeric excipients, PEG and PVP, yielding plots of higher slopes
[54]. Koop [52] explains this behavior by the “weak” temperature dependence of water
activity in the solutions. However, Wilson et al. [55], in a reanalysis of the data from
MacKenzie [54], state that the ratio varies between 1.3 and 2.5 and suggest that if
sufficiently accurate measurements were made taking into account the stochastic nature
of the nucleation phenomena, the ratio would be closer to unity. The relationship is
independent of nature of solute for nonionic solutes.

Similar inhibition by added solute has been seen on heterogeneous nucleation
temperature in a study of the impact of sucrose on nucleation due to freeze-dried
Psuedomonas syringae bacteria [56,57]. However, ice nucleation can also be inhib-
ited by mechanisms other than freezing-point depression, possibly through disruption
of the embryonic ice crystals [58]. Antifreeze proteins and glycoproteins [also referred
to as ice structuring proteins or (ISPs) found in some fish, insects, and plants pre-
vent growth of ice crystals at very low concentrations (on the order of ≤1%). The
mechanism is purported to be through adsorption onto ice surfaces, thereby pinning
the surface by distinctly placed protein molecules. This causes the ice front to grow
with local positive curvature, which is less thermodynamically favorable. The result is
a nonequilibrium and noncolligative depression of the nucleation temperature below
the melting point [58–61]. Other additives that can inhibit growth of nuclei include
poly(vinyl alcohol) and certain nonionic and anionic surfactants [58,59].

The nucleation rate is defined as the probability per unit time and unit volume
that a critical cluster (germ, embryo) size will be obtained. Homogenous nucleation
rate is determined by an internal energy term, �G∗

t , incorporating terms for interfacial
energy and critical radius. It can be written as

J (T ) = A exp
−�G∗

kT
(26.2)

with A dependent on the characteristics of the medium; J (T ) is the temperature-
dependent volume nucleation rate coefficient of ice in water [62]. From a large number
of measurements, a consensus empirical parameterization of J (T ) has been obtained,
and shows a strong temperature dependence of J with temperature. Rate of nucleation
increases by a factor of nearly 50 for each 1◦C lowering of temperature. Critical cluster
sizes have been estimated for homogenous freezing. At −40◦C, −20◦C, and −5◦C,
the critical radius are 0.8, 1.8, and 7.0 nm, respectively, corresponding roughly to 70,
650, and 45,000 molecules of water in the cluster [17,51]. This model also explains
why −40◦C is considered to be a limit for supercooling of pure water, although under
extreme cooling rates (∼106◦C/s), water is deemed to have been turned into glass
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even after supercooling down to −196◦C [63,64]. Critical cluster size increases rapidly
above −40◦C. Hence the probability of homogenous nucleation becomes negligibly
small just a few degrees above −40◦C. However, practical systems usually undergo
heterogeneous nucleation, and are nearly impossible to undercool down to −40◦C
[51,55].

A corresponding theoretical treatment for heterogeneous nucleation rate that
relates to observation is difficult to formulate, although attempts have been made
using surface energies and contact angles [51,52,65]. The rate is often based on the
homogenous rate modified by the activity of the foreign surface toward nucleation
(incorporated into the exponential term). The activity term is a function of the contact
angle between the crystal and substrate. This treatment suggests that the critical free
energy is a fraction of that required for homogenous nucleation, and is a function
of the contact angle. The smaller the contact angle (i.e., the greater the wetting),
the lower is the energy barrier. The size of the critical cluster is also smaller. For
example, the critical cluster size for heterogeneous (contact angle 30◦) nucleation at
−5◦C is about 600 molecules compared to about 45,000 for homogeneous nucleation
[51,53,65].

In pharmaceutical terms, even sterile filtered solutions filled into clean tubular
glass vials in a nearly particle-free environment cannot fulfill the requirements for
homogeneous nucleation. Presence of microscopic particulate(s) or surface (roughness)
in the container–closure system almost inevitably leads to heterogeneous nucleation.
Commonly seen supercooling levels in the authors’ laboratories as well as reported in
the literature lie in the range from 5◦C to 15◦C [66].

26.4.1.3. Ice Growth. Once a nucleus is formed, ice grows at a rate that is
proportional to the degree of supercooling [67]. However, a self-limiting factor is the
capacity for removal of the enthalpy of fusion from the system. Ice grows much more
slowly when free in solution than on a surface, where the heat can be conducted
away more readily. The cooling system geometry, design, and the volume being
processed are important factors that determine the overall process time. It was found
that the linear ice propagation velocity in a solution at first increases with increased
supercooling [56,57]. However, above a critical undercooling level the propagation
velocity decreases as the undercooling increases.

Most studies in the literature on the impact of freezing stresses on proteins are
done on small samples on the order of microliters L to a few milliliters L. These small
samples freeze rapidly when compared to large-scale systems, despite efforts to dis-
tinguish between “slow” and “fast” freezing. Information generated from such studies
should be therefore be analyzed in the context of the rate “achieved” as opposed to
the “intended” rate and will be considered later in the chapter. Jennings [66] estimates
that a glass vial containing 1 mL of water, when undercooled by 10◦C, will fill up
with ice in about 0.20 s once nucleation has been triggered.

26.4.1.4. The Mushy Zone: Planar Versus Dendritic Ice. When supercool-
ing is present, the phase transition region may have a distinct thickness. This region is
referred to as the “mushy zone” [13,66]. The microstructure in this region can appear
to be dendritic, columnar, or amorphous as shown in Figure 26.7. Among these, the
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tion zone. The presence of such interfacial zones can attenuate the degree of resultant

cryoconcentration. (Adapted with permission from Akyurt et al. [13].)

dendritic structure is of particular interest, as the phenomenon has been stated as a
key factor in the design and function of large-scale freeze–thaw units designed for
storage of biologics [68].

As liquid water turns to ice, the latent heat of fusion is liberated at the interface
between ice and liquid. If the ice crystal is in contact with a heat sink, then heat flows
through the crystal as a result of its higher thermal conductivity. This situation leads
to a planar ice front, because any instability that advances in front of the interface
(into the liquid) will be at a disadvantage for shedding the latent heat, due to the
greater distance between the surface and the heat sink and to the greater surface area
at which more heat is generated. Conversely, if nucleation occurs in bulk solution (i.e.,
the crystal is not in contact with a heat sink), then the latent heat must be shed into the
liquid. This situation leads to an unstable planar interface, because the instability that
moves into the liquid, in front of the planar interface, will shed its heat to a greater
volume of liquid [69].

A growing ice crystal will also exclude any solutes present in the solution. These
will concentrate at the interface and lower the freezing point of the solution just in
front of the interface. If the interface is planar, then the high solute concentration at
the interface will stop ice growth at a temperature below the freezing point of the bulk
solution, thus leaving the solution further away from the ice front in a supercooled
state. This phenomenon, known as constitutional supercooling , is probably a signifi-
cant consideration for the cryopreservation of tissues and organs. When it occurs, the
ice front is even more unstable, as any protuberance will not only shed latent heat
better but also grow into a supercooled solution, once it passes through the initial
region of concentrated solute [69,70].

Ice growth in a normal physiological solution creates such a situation, and insta-
bilities grow into the supercooled compartment via dendritic growth . With dendritic
growth, the ice crystal extends throughout the solution and encapsulates solute in
unfrozen channels. There is no region of the solution that is shielded from the ice
crystal; thus supercooling does not occur to any significant degree. Furthermore, ice
reaches all regions of the solution, as the initial planar ice front is broken down and
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dendritic crystals extend throughout the container. The effect is a lower macrocryocen-
centration, although in the amorphous regions between the ice crystals, the trapped
solute will still be subject to micro- or localized cryoconcentration to the maximal
freeze concentrated composition, W ′

g (Figure 26.5).
In summary, the effect of added solutes in an aqueous solution is to depress the

nucleation temperature (homogeneous or heterogeneous), increase nucleation rate, and
inhibit crystal growth [53]. This has important consequences for the stability of the
frozen biologic.

26.4.1.5. Partitioning of Solute Between Ice and Water. During the
freezing process, the rate at which ice crystallizes out of solution is determined largely
by the rate of removal of the enthalpy of crystallization. If this rate is higher than
the diffusion of solutes away from the growing ice front, the ice may entrap areas
of concentrated solution between ice crytals. Although less common, if the solute
interacts with or adsorbs to the ice front, it may partition itself between the solution
and the ice interface [71]. Chen et al. [72] found that the solute inclusion in ice
increases with increasing bulk concentration of solute, increasing ice growth rate, and
decreasing stirring at the ice front. This phenomenon is used in progressive freeze
concentration for either concentrating a solute or purifying a solvent [73–75].

When freezing a biologic, the opposite effect is desired, namely, avoidance of
freeze concentration and solute polarization. Clearly, this effect can be avoided by
increasing ice growth rate and avoiding stirring or mixing in the container being frozen.
Furthermore, promotion of dendritic ice growth will lead to local solute entrapment
and thus a lowering of the macroscopic cryoconcentration effect [68].

Gaseous solutes are also rejected by an advancing ice front and therefore become
more concentrated in the liquid phase. If the solubility in the liquid phase is exceeded,
gas bubbles may nucleate. A distribution coefficient of 0.05 has been estimated for
oxygen in water ahead of a planar ice front [70,76]. Gases, however, have a much
larger solubility in ice than do electrolytes such as NaCl, which are commonly used
with biologics [70].

26.4.2. Rate of Cooling or Freezing

Nucleation and growth are kinetic processes. The final structure of ice and the distri-
bution of solutes is therefore determined by the rates at which these processes occur,
which are governed by the design of the system (geometry, size, heat distribution
patterns, cooling rate, etc.). We restrict our discussion here to the applied cooling rate.
Note that the cooling rate (= rate of heat removal) and freezing rate are related but
the latter will change over time as freezing proceeds.

Cooling rate determines the degree of supercooling that can be achieved but does
not directly control it. In the absence of nucleation, higher cooling rates will produce
greater supercooling. Nucleation, when it does occur in such a situation, will be rapid
and lead to a greater amount of nuclei being formed since the critical cluster size is
smaller at lower temperatures. At completion of freezing, the average ice crystal ice
size will therefore be smaller compared to a slowly cooled system with a lower degree
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Figure 26.8. Schematic depiction of ice and solute morphologies in (a) dilute solution with

high supercooling and small ice crystals, (b) concentrated solution with high supercooling and

small ice crystals, (c) dilute solution with low supercooling and large ice crystals, and (d) con-

centrated solution with low supercooling and large ice crystals. (Adapted with permission

from Engstrom et al. [78].)

of supercooling. Freezing rate and the resulting ice structure are therefore dependent
on the degree of supercooling achieved prior to nucleation [77].

This general picture of process-dependent ice morphology has implications for
the distribution of the solutes, illustrated in Figure 26.8 [78]. The fine and dense
ice formed as a result of high degree of supercooling (i.e., large number of nuclei)
implies narrow channels and small domains of glassy matrix containing the solute.
If the solution is dilute, the solute domains may remain finely divided and may not
become contiguous over the timecourse of the freezing process, and will finally be
held in place by the glass (Fig. 26.8a). If the solution is concentrated, there is a greater
likelihood for the solute domains to coalesce (Fig. 26.8b). If the degree of supercooling
is low (i.e., if there are fewer nuclei), the ice will have more time to grow, leading
to fewer and larger ice domains, with broader domains for the glassy matrix also.
Again, in dilute solutions, the solutes in the glass domains will not encounter each
other to coalesce (Fig. 26.8c). However, in concentrated solutions, the slow timescale
of the freezing process provides time for the coalescence to occur (Fig. 26.8d). Such
maximally freeze concentrated solutes may allow incompatibilities between solutes to
manifest themselves at high concentrations [79].

In practice, the rate of cooling is determined by the engineering aspects of the
system, including coolant temperature, coolant flow rate, heat transfer dimensions,
and size of the bulk being cooled. Most industrial lyophilizers achieve cooling rates
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of 1—10 K/min, which is not particularly rapid. However, pharmaceutical solutions
filled into clean vials in a class 100 environment could possibly be supercooled down
to −15◦C, leading to relatively high nucleation rates and a dense ice structure [80]. In
freezing large volumes of bulk protein solutions, cooling rates are slower and tend to
decrease as freezing proceeds. Undercooling down to a range between approximately
−5◦C and −10◦C has been seen in the authors’ laboratories, leading to a nucleation
cascade that starts at the cooling surfaces and rolls across the bulk solution.

Since the degree of supercooling at nucleation determines the number of nuclei
and the subsequent size distribution of the ice crystals, systems have been proposed to
actively promote nucleation at the desired degree of supercooling. In pharmaceutical
applications, these technologies have been aimed at the freezing step in lyophilization.
Rambhatla et al. [81] have tested the ice-fogging technology, where a stream of
cold nitrogen is streamed into the chamber once the desired degree of supercooling
has been achieved. The nitrogen (cooled by circulating though a coil submerged in
liquid nitrogen) causes moisture in the chamber to freeze, fall down, and seed the
vials. Another system designed by Nakagawa et al. [82] uses ultrasound transmitted
through the shelf to trigger nucleation in the vials. However, such active nucleation
technologies have to date not been put into practice in the pharmaceutical industry.

26.4.3. Annealing

When a dense array of small ice crystals is undesirable, such as in freezing for
lyophilization or in situations where the biologic is prone to aggregation when stored
with high ice interface area, annealing can be used to grow the ice crystals after the
freezing process is complete. Annealing is performed by maintaining the sample for
a period of time at a subfreezing temperature but above T ′

g or Tg, before reducing the
temperature back again to the desired storage or processing temperature. The premise
is that no or little change in ice crystal size occurs below T ′

g in the timeframe of
normal interest. If annealed above T ′

g, ice will melt and dilute the solute regions prior
to resolidification [22]. During the annealing process, the smaller ice crystals, because
of their higher surface energy, melt and preferentially freeze on the larger crystals,
causing them to grow [83]. However, if the Tg of the amorphous phase is exceeded,
the water component of that phase will also begin to crystallize, leading to further
cryoconcentration [22].

The rate of this Ostwald ripening process is a function of the temperature above T ′
g

since this determines the mobility required for the molecules to diffuse and rearrange.
The cubic mean size of ice crystals was shown to increase linearly with time, and
the temperature dependence was shown to follow the WLF equation [84], implying a
diffusion-controlled process.

26.4.4. Vial Breakage During Freezing and Frozen Storage

The inability of freezing systems to follow an equilibrium profile during practical pro-
cessing occasionally leads to the observation of vial breakage during frozen storage or
lyophilization. This has been most frequently reported with mannitol-based solutions
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[85]. It was found to occur during warming of a previously frozen solution, and not
during the freezing process and associated expansion in volume of ice as might be
expected. Breakage is ascribed to the crystallization of mannitol during the warming
of a previously frozen solution. However, it is not the crystallization (of mannitol)
in itself but the associated crystallization of water associated with the amorphous
phase that results in the volumetric expansion (water to ice Ih) leading to strain and
vial breakage. In principle, the phenomenon may occur with other systems where a
metastable state is formed on freezing, which subsequently crystallizes with release of
water on heating [86,87]. The effect is exacerbated by faster cooling, increased con-
centration, and higher fill volume. Careful cooling to allow equilibrium crystallization
of the water in solution was found to be able to prevent breakage [85]. Presence of
small amounts of additives such as NaCl, lactose, glycine, and potassium chloride
also prevented breakage by inhibiting the crystallization of hexagonal ice [88,89].
Hirakura et al. [86] found that by allowing time for the buffer salt to crystallize while
holding it below the eutectic temperature during the freeze process, ampoule breakage
during the thaw process was prevented. In this case, the protein (rhIL-11) was not
sensitive to acidification due to sodium dibasic phosphate salt crystallization. Jiang
et al. [90] also confirmed that large fill volumes correlated with increase in vial crack-
ing. Other factors included concentration of mannitol and rate of freeze–thaw, which
were positively correlated with frequency of vial breakage. They found that an inter-
mediate hold at −30◦C prior to further decrease in temperature reduced breakage by
allowing mannitol to crystallize out. In case of noncrystallizing formulations (such as
those containing proteins), breakage was found to increase with protein concentration
and fill volume and during cooling to low temperatures such as −70◦C. The cause
of cracking in these solutions was attributed to the shrinkage of the frozen protein
solution as it froze below −30◦C [91].

26.4.5. Liquid–Liquid Phase Separation

Solutions containing polymeric excipients are known to show liquid–liquid phase
separation. In a solution of two polymers, the free energy of mixing is a sum of
the energies of interaction between the various polymeric segments and solvent, and
their configurational entropy. If in the solvent mixture, the interaction energy between
unlike polymer segments is even modestly unfavorable, the total free energy can be
lowered by minimizing contacts by forming two phases, each one rich in one of
the polymers even at the cost of an entropy decrease [92]. Such a change can be
triggered by change in solvent conditions (induced, e.g., by temperature or addition
of electrolytes). A number of phase separating systems have been reported, including
protein–polymer(s) and protein–polyelectrolyte–nonionic polymer, and these systems
are further modulated by additives such as sugars or electrolytes [79,93–100]. Some
polymeric systems that are subject to this behavior include PEG:dextran, PVP:dextran,
PVP:ficoll, PVP:sodium phosphate, and DEAE–dextran:dextran. If a protein is placed
in such systems, the protein may also partition into the two phases. Carpenter and
co-workers explored the impact of liquid–liquid-phase separation on recombinant
hemoglobin in a PEG:dextran mixture. When the mixture was frozen, the conforma-
tion of hemoglobin was altered but each phase provided similar levels of structural



FREEZING OF BIOLOGICALS 643

protection. Replacement of NaCl with KCl, or addition of crystallizing excipient such
as mannitol in the buffer, eliminated the phase separation. An appropriate choice of
formulation composition as well as process control was suggested to eliminate the
phase separation [79,98–100].

Presence of two glass transitions (either T ′
g or Tg) in a DSC thermogram has been

proposed as evidence for phase separation. Systems where this has been observed
include PVP–sodium phosphate, BSA–PVP 10 K, lysozyme–PVP–Na2SO4,
ovalbumin–PVP 10 K–NaCl, and similar systems have been found to show this
behavior on freezing [93,95]. While polymeric systems are not commonly used in
formulations of proteins, this is a phenomenon about which the formulator should be
aware.

26.5. FREEZING OF BIOLOGICALS

Discussion about low-temperature behavior of proteins must distinguish between the
impact of the low temperature or cold per se and the impact of the freezing process.
Franks [101,102] distinguishes the former as the impact of “chill” and involves biologi-
cal changes produced by changes in the property of liquid water with temperature (e.g.,
ionization constant, dielectric constant, hydrogen bond energies, hydrophobic interac-
tions). The changes involved in protein structure as a consequence of low temperatures
are reversible and are known as cold denaturation . In contrast, the freezing process,
as discussed in earlier sections of this chapter, subjects proteins to other stresses as
a consequence of the removal of water as ice. The resulting cryoconcentration and
desiccation of protein can be classified as osmotic stresses. Other freezing-process-
induced stresses include ice interface formation, pH changes, and phase separation.
The changes in protein structure as a consequence of these stresses have a greater
probability of being irreversible, and are classified as freezing denaturation [101,102].

26.5.1. Process-Induced Stress

26.5.1.1. Interaction Between Proteins and Ice. In their seminal paper on
the behavior of protein in frozen solutions, Strambini and Gabellieri [103] showed that
in a frozen matrix, proteins interact with the surface of ice. This is accompanied by
loosening of the native structure (weakening of hydrophobic forces), visualized by an
increase in tryptophan phosphorescence lifetimes normally buried in the rigid core of
globular proteins. This results in perturbation of secondary and tertiary structure. The
phenomenon is largely reversible on thawing, although a small fraction of the pro-
tein is irreversibly damaged. They also showed that “slow” cooling (at 1◦C/min after
seeding nucleation at −2◦C) yields a smaller perturbation of the structure. Annealing
of “fast” (rapidly) cooled samples (at 200◦C/min after seeding nucleation at −2◦C)
shows that the structure recovers. Correlation between phosphorescence lifetimes and
ice morphology was consistent with extent of protein adsorption. The perturbation is
also related to the extent (fraction) of the liquid water pool in equilibrium with the solid
phase formed on freezing. For azurin (mutant C112S), they established a threshold of
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1.5%, below which the free energy of unfolding decreases sharply relative to the liquid
state. As the fraction of liquid water decreases, a greater fraction of protein adsorbs to
the ice. The decrease of free energy in ice implies that protein–ice interaction lowers
the free energy of the denatured state to a greater extent than that of the native state.
Interactions are therefore stronger for an expanded protein with a larger solvent acces-
sible surface area, which aids in the adsorption [104]. 8-anilino-1-napthalenesulfonate
(ANS) binding studies also show that in frozen solutions, the globular structure
evolves into a molten globule-like state [105]. A strong positive correlation has also
been shown between tendency of proteins to freeze-denature and to surface-denature
(induced by shaking with Teflon beads representing a hydrophobic surface) [106].

26.5.1.2. Impact of Processing Rate. An obvious parameter to control dur-
ing freeze–thaw processing is cooling or heating rate. A number of studies have
reported on the effect of processing rate on recovery of structure of proteins, although
a majority of these are on enzymes assessed solely by activity. Loss of activity, while
generally easy to measure, can represent a range of underlying mechanisms, such as
subunit dissociation, loss of secondary or tertiary structure, or even aggregation. It
may be an insensitive measure if small structural changes occur that are distant from
binding or catalytic regions. Nardid et al. [107] show that although the conformation
of cytochrome-c-oxidase is perturbed by freeze–thaw treatment, the activity is not
impacted. On the other hand, Edwards et al. [108] found that large changes in sec-
ondary structure of β-galactosidase begin to occur only after activity has been lost.
Appropriate criteria must therefore be defined for each molecule on a case-by-case
basis to properly assess the impact of freeze–thaw processing. Possible criteria include
degree of aggregation, bioactivity, and loss of native secondary or tertiary structure.

Pikal-Cleland et al. [109] found that β-galactosidase in potassium phosphate
buffer lost a certain amount of activity irrespective of processing protocol. This loss
was attributed primarily to exposure to concentrated buffer salts or cold denaturation.
However, the same enzyme in sodium phosphate buffer lost a greater fraction of its
activity as a result of pH changes during freezing, and therefore fast freezing and
fast thawing were recommended in this buffer to minimize exposure. Cao et al. [110]
found slow freezing and fast thawing to be better for recovery of LDH activity, with
recovery poorest in the sodium phosphate buffer. Nema and Avis [111] recommend
“fast” freezing for LDH activity recovery. Anchordoquy and Carpenter [112] found
that fast frozen LDH can still lose activity if thawed slowly because of acidic
pH shifts caused by crystallization of solutes under increasing mobility. Jiang and
Nail also reported the greatest loss of activity (LDH and β-galactosidase) with fast
cooling, intermediate loss with slow cooling, and best recovery with intermediate
cooling rates. Among studies looking directly at structural changes, Eckhardt et al.
[113] found that fast freezing led to greater insoluble aggregates formation in hGH.
Sarciaux et al. [114] did not observe any aggregate formation for an IgG subject to
freeze thaw with either fast or slow freeze rates. They proposed that any denaturation
that occurs during the freeze process is reversible on thawing, since aggregation
was observed when the frozen material was subject to lyophilization. In a study
correlating activity loss of l-asparaginase during freeze–thaw cycling, Jameel
et al. [115] found that tetramers of the active enzyme dissociate into monomers
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and subsequently cleave into shorter fragments. The fragments then associate and
precipitate. The greatest loss was found after the first cycle. The enzyme lost a large
fraction of activity when frozen slowly at −40◦C compared to complete deactivation
on fast quenching in liquid nitrogen [116]. Carrasquillo et al. [117] concluded that
protein structural alterations (slight decrease in α-helix content, significant increase
in β sheet) observed after lyophilization (of α- and γ-chymotrypsin) were due to
dehydration and not due to the freezing step, which was carried out by fast cooling in
liquid nitrogen at a protein concentration of 10 mg/mL. A similar lack of structural
changes during freezing was observed by Allison et al. [118] for α-chymotrypsinogen
at 50 mg/mL. Pikal and co-workers found that the recovery of activity of LDH after
freeze–thaw was dependent on the rate of thawing and also seemed to diminish with
time after thawing. The hypothesis proposed is the formation of the active tetrameric
state during freeze concentration, which dissociates on thawing to the inactive dimeric
state [119]. The observation of “age”-dependent recovery of activity for multimeric
enzymes implies that the results from freeze–thaw studies on enzymes that report
activity as a readily measured parameter of quality must be examined more closely.

While some of the observations are undoubtedly protein-specific, a difficulty
with interpretation of the literature is in the use of terms “fast” or “slow”
freezing–thawing. Rates reported in the literature vary widely. For example, “fast”
freezing in Anchordoquy and Carpenter [112] and Pikal-Cleland et al. [109] is
immersion into liquid nitrogen, for Cao et al. [110] it is rates >20◦C/min, while
Eckhardt et al. [113] used 50◦C/min. Slow freeze also varies from 0.1◦C to 0.2◦C/min
[120], 0.4◦C/min [109], and 1◦C/min [110]. Thaw rates are less well defined, with air
or refrigerator thawing considered slow while active thawing in a water bath defined
as fast. Pikal and co-workers have classified cooling rates as slow (<1◦C/min),
intermediate (1◦C–10◦C/min), and rapid (10◦C–900 C◦/min), and thaw rates as slow
(1◦C–5◦C/min) and intermediate (>5◦C/min) [121]. For practical purposes, descrip-
tors such as “fast” and “slow” should be considered with caution. Almost all of the
studies published in the literature use small (on the order of a few milliliters) to minute
(hundreds of microliters) amounts of solution volumes and therefore cannot truly repre-
sent full-scale processing irrespective of how “slowly” the freeze or thaw is performed.

Some general considerations can, however, be outlined. Since proteins interact
with the ice interface and are prone to surface denaturation, a smaller interfacial
area with larger ice crystals, or a slower freezing rate would be preferable. However,
a slower rate can lead to a greater degree of macrocryoconcentration, as well as
longer exposure to the cryoconcentrated and/or pH-altered medium (discussed in the
next section), leading to destabilization. During thawing, slower rates can lead to
recrystallization, especially in frozen matrices created by rapid cooling, leading to
additional perturbation at the ice–liquid interface. Again, slow thawing will also lead
to longer exposure to the cryoconcentrated or pH-altered medium. The basic rule
that emerges is that an optimum freezing rate needs to be defined for each protein
depending on the predominant mechanism of destabilization during freezing. It is quite
likely that proteins with multimeric or multidomain structures are more sensitive to
freeze–thaw-induced stress than monomeric proteins.
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26.5.1.3. pH Changes. Precipitation or crystallization of buffer salts during
the freezing process can also change the pH in the frozen glass, resulting in a less-
than-optimal pH environment for the biologic. Among the common buffers used for
biologics, the sodium phosphate buffer mixture is particularly susceptible with pH
changing from 7 to about 3.7 on cooling from room temperature to below −10◦C,
resulting from precipitation of the disodium salt [122–124]. Change in pH as a func-
tion of temperature for some common buffers is shown in Figure 26.9 [125,126]. As
in all situations involving equilibrium versus practical processes, the actual crystal-
lization of buffer or other solution components will depend on sample size, cooling
rate, nucleation rates, and presence of other solutes and their concentrations. Under
freezing conditions, salt crystal nucleation and growth are slow compared to ice crys-
tal growth. As ice growth proceeds rapidly, the cryoconcentrated residual unfrozen
solution phase tends to be compartmentalized into microdomains between advancing
ice crystals. Salt crystallization in these domains seldom goes to completion, and it is
common for frozen salt solutions to become partly or completely supersaturated [127].
The impact of process was also illustrated by Larsen [125], who showed that seed-
ing a buffer while in the process of freezing can lead to a different pH–temperature
profile compared to unseeded. Precipitation-induced pH shifts are also dependent on
the concentration of the precipitating ions, and are determined by both initial pH
and buffer salt concentrations [128]. The impact of supersaturation can be avoided
by cooling to a low temperature and then heating back to the desired frozen storage
temperature [125].

The T ′
g values of several buffers in the frozen state (sodium tartrate, sodium

malate, potassium citrate, and sodium citrate), have been reported by Shalaev et al.
[129]. Trends in T ′

g were seen with these buffers. Succinate and tartrate buffers were
observed to crystallize, suggesting that the use of these buffers in freezing applications
should be carefully monitored. Lyophilization in succinate buffer was found to reduce
the stability of IFNγ due to this effect [130]. Glycolate buffer used as an alternative
did not show the lowering of pH.

Proteins that are sensitive to pH-induced changes in conformation or stability are
particularly susceptible to freezing in buffers that are temperature-sensitive. Carpen-
ter and co-workers [109,131] showed significant perturbation of the monomeric and
tetrameric structure of β-galactosidase due to freezing (as well as subsequent freeze
drying) in sodium phosphate buffer due to pH shift from 7.0 to as low as 3.8. The same
changes were not seen with potassium phosphate buffer, whose pH increases slightly
on freezing. Optimal recovery of activity in the sodium phosphate buffer therefore
required rapid cooling and rapid thawing to minimize exposure to the destabilizing
conditions. Anchordoquy and Carpenter [112] showed that pH change could be attenu-
ated by added polymers, thereby protecting LDH from freezing-induced pH shifts. The
protective mechanism was inhibition of eutectic crystallization of salts. Pikal-Cleland
et al. [132] showed that addition of glycine to sodium phosphate buffer had a mixed
impact on stability of LDH and rhIFNγ. Low concentrations (<50 mM) suppressed
pH decrease, while higher concentrations (>100 mM) enabled complete buffer salt
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Figure 26.9. Impact of temperature change on pH of some common buffers: (a) curve 1-

sodium phosphate, pH 7.0; curve 2-sodium citrate, pH 6.2; curve 3-sodium succinate, pH 5.5;

curve 4-sodium acetate, pH 5.6; curve 5-histidine HCl, pH 5.4; curve 6-histidine acetate, pH

5.5; curve 7-tris HCl, pH 7.4 (Data from Kolhe et al. [126].) (b) curve 1—glycine–HCl, pH 2.8;

curve 2—disodium citrate–HCl, pH 4.0; curve 3—acetic acid–sodium acetate, pH 4.7; curve

4—potassium hydrogen phthalate–NaOH, pH 6.0; curve 5—disodium citrate–NaOH, pH 6.5;

curve 6—Tris (hydroxymethylaminomethane) HCl, pH 7.5; curve 7—glycine–NaOH, pH 9.3.

(Data from Larsen [125].)

crystallization. While the added glycine may have a protective effect through the pref-
erential exclusion mechanism, the results show that the impact of additives in general
can be unpredictable.

A simple strategy to avoid pH-shift-induced damage is to avoid such buffers
where possible. Common buffers such as citrate and acetate show minimal change
on pH upon freezing [126] (Fig. 26.9). Alternatively, a balance has to be reached
between damage induced by rapid freezing versus damage induced by longer exposure
to destabilizing pH.
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Apart from pH changes induced by precipitation, temperature changes also induce
changes in the dissociation constants of the constituent species. The pKw of water
changes from 14.0 at 25◦C to 17.3 at −25◦C, a decrease by two orders of magnitude in
degree of ionization. This is expected to impact equilibrium and kinetic processes that
involve H+ and OH− ions. In an aqueous environment, the solvent acts as a conjugate
acid or base, and any change in Kw will produce changes in the respective dissociation
constants of acids and bases that define the ionization equilibria in solution. Since most
proteins are polyelectrolytes, it is expected that even small changes in amino acid pKa

will affect their conformational stabilities and biological activities [17]. The impact
of these changes is, however, difficult to assess. For example, the pKa of ionizable
groups differ in the folded and unfolded states of the protein because of differences in
their local environments. The change in pKa as a function of temperature for the same
residue in a protein therefore varies with position (e.g., the 11 histidine imidazole
groups range from pKa of 5.5 to 7.8 at 299 K in myoglobin). The current prediction
tools are inadequate to a priori understand the impact of changes in the ionization state
of residue(s) and correlate them to changes in the structure of a protein since such
changes are also accompanied by changes in the protein hydration [133]. The impact
on structure through the change in ionization constants is, however, an intrinsic effect
of low temperatures and is one of the factors in the phenomena of cold denaturation,
discussed below.

26.5.2. Desiccation

Anchordoquy and Carpenter [112] showed that pH change could be attenuated by
added polymers, thereby protecting LDH from freezing-induced pH shifts. However,
part of the activity loss was also attributed to desiccation. As the freezing proceeds,
water is removed as ice, leading to desiccation of the protein in the amorphous phase.
Each protein molecule consists of a hydration shell consisting of water molecules
directly attached to the protein. Water molecules aid in the proper folding and by
lubricating the movement of the amino acid backbone and side groups by rapid for-
mation and exchange of hydrogen bonds [134,135]. Hydration is therefore important
for maintaining the three-dimensional structure of the protein. Structural changes have
been recorded for lysozyme (amide I band narrowing implying protein–protein inter-
action) as water is removed during freezing in the absence of cryoprotectants such as
sucrose [136]. The steepest changes were recorded at low hydration levels of under
approximately 15%. This structural change was prevented in the presence of 10%
sucrose.

26.5.3. Cold Denaturation

As temperature drops, properties of the aqueous solvent medium change, including
the dielectric constant, acid–base ionization, diffusion rates and mobility, solubility
of hydrophobic residues, and hydrogen bond energies. For example, dielectric per-
mittivity of the water on cooling changes from 79 at 25◦C to 109 at −25◦C, and
this will have an impact on ionic interactions. Hydrophobic interactions also weaken
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with lowering of temperature. These changes in themselves, without the complicating
effects of freezing and phase changes, lead to reversible changes in the protein struc-
ture and destabilization called cold denaturation . Franks refers to this phenomenon as
the impact of low temperature per se (of chill), as distinct from the impact on protein
structure resulting from the actual freezing and its consequent effects (e.g., cryocon-
centration, phase changes, ice surface denaturation) discussed above [17,101,137].
Cold-induced unfolding or cold denaturation is a physical consequence of the tem-
perature sensitivity of the noncovalent electrostatic and hydrophobic interactions that
determine protein stability, becoming weaker at lower temperature [101,138,139]. It is
a thermodynamic consequence of the large and positive �Cp of unfolding of proteins
(and that, within experimental error, can be taken as a constant for a given protein)
[140]. Under the simplest mechanism of reversible two-state folding ↔ unfolding, the
temperature-dependent variation of thermodynamic stability of a protein is given by
the Gibbs–Helmholtz equation

�GD(T ) = �HD

(
1 − T

TD

)
+ �Cp

[
(T − TD) − T ln

(
T

TD

)]
(26.3)

where �GD (T ) is the Gibbs free-energy change between the denatured (D) and native
(N) states at a given temperature T , �HD is the enthalpy change between the two
states at the melting temperature (TD), while �Cp is the heat capacity change between
the two states. The use of experimentally accessible temperature ranges and values
determined for �HD, �Cp , and TD yields a skewed parabola-shaped protein stability
curve as shown in Figure 26.10.

While the high-temperature denaturation (TD) is experimentally accessible, the
corresponding cold denaturation temperature (denoted as T ′

D) has never been exper-
imentally observed. In almost all cases, the extrapolations suggest that the T ′

D lies
below 0◦C, a region where separation of the “chill”-induced effect is difficult to sepa-
rate from the impact of freezing [141]. Experimental studies have, however, confirmed
the parabolic nature of the free-energy curve, although a change in solvent conditions
such as pH, addition of chaotropic agents, and other perturbants has to be used to
make the T ′

D accessible (see, e.g., Refs. 142–145). The implication of the impact of
solvent conditions is that from a pharmaceutical perspective, commonly added sug-
ars and polyols move the T ′

D toward lower temperatures, thus stabilizing the molecule
[146]. This aspect of protein (de)stabilization under freeze processing has not received
much attention. The timescale of denaturation is much slower than timescales of freeze
drying in the presence of sucrose. This is a consequence of the high solution viscosity
in such systems at low temperatures [121,147].

In practical terms, the reversible nature of unfolding due to chill-induced cold
denturation is in itself not detrimental to the storage stability of the protein. If the stress
were strictly limited to cold denaturation, stability in the frozen state would probably
not be an issue. Chill-induced unfolding likely renders the molecule more susceptible
to the other “freeze”-induced stresses, leading to the observations of aggregation and
loss of activity.
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Figure 26.10. Hypothetical protein stability curve depicting the difference in free energy

between denatured and native states as a function of temperature, in the absence of

ice-induced stresses.

26.5.4. Mechanisms of Cryoprotection

Considering the stresses outlined above, it is clear that except for pH changes, and
to some extent phase separation, elimination of the other stress is not an option.
Cold denaturation, osmotic stress (cryoconcentration, desiccation), and ice interfa-
cial stress are inevitable consequences of the freezing process. Formulations therefore
have to be designed to be cryoprotective against all of these stresses. The pharma-
ceutically acceptable additives that have been empirically found to be useful include
sugars, polyhydric alcohols, higher oligosaccharides, amino acids, and surfactants.
Other additives include methylamines and lyotropic salts [30,111,148]. A number of
these are proposed to function through the preferential exclusion mechanism (against
cold denaturation by lowering the cold denaturation temperature and against osmotic
stresses by stabilizing the native state), while surfactants interfere with the interaction
at the ice interface. Since all stresses are present concurrently, more than one additive
is usually required for complete protection.

26.5.4.1. Thermodynamic and Kinetic Stabilization. Preferential exclu-
sion means that there is a deficiency in the stabilizing agent in the immediate vicinity
of the protein (relative to the bulk phase), and the protein is therefore preferentially
hydrated. This creates a thermodynamically unfavorable situation since the chemical
potential of both protein and additive is increased. Consequently, the native struc-
ture of the protein is stabilized since denaturation would lead to an even greater
thermodynamically unfavorable situation, due to the increase in contact surface area
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between protein and solvent. The invocation of the preferential exclusion mechanism
for cryoprotection relies on the notion that the basic thermodynamic principles govern-
ing protein stability in the frozen state should not differ from those in the aqueous state.
The effect is maintenance of the hydration shell of the protein under conditions of low-
ered water activity, irrespective of the temperature [30,49]. An assumption that dilute
solution state concepts also apply in the freeze concentrated state is required [121].

Another mechanism that may enable protective solutes to function is kinetic stabi-
lization by the glass state–vitrification mechanism [121]. Kinetic stabilization implies
that the cryoprotectant simply slows down the rate of interconversion between native
and denatured states without impacting the equilibrium. Formation of the glass at the
end of the freezing process results in an increase in viscosity that immobilizes the
protein, thus reducing the rate of denaturation.

The two mechanisms described above are not mutually exclusive, and both are
likely to be involved in cryoprotection. As mentioned earlier, sucrose has been shown
to decrease cold denaturation temperature (thermodynamic stabilization through pref-
erential exclusion) as well as decrease unfolding time (kinetic stabilization) [147].
However, the implications of the presence of these two mechanisms is important.
During formulation development using freeze–thaw cycling studies, inhibition of
denaturation by addition of sugars or polyols implies that preferential exclusion (ther-
modynamic stabilization) against cold-induced denaturation is at work. In this situa-
tion, material that is subject to freeze–thaw cycling is found to be unchanged when
examined after thaw. If this mechanism were the sole destabilization pathway in the
frozen state, the formulation could then be stored for a length of time at any frozen-
state temperature. If, on the other hand, frozen state storage results in denaturation or
aggregation, the implication is that despite the thermodynamic stabilization, the kinet-
ics of conversion to the denatured state has not been slowed down. The latter scenario
would require that the dynamics of the glassy state be further reduced, normally by
reducing the storage temperature further, preferably to below the T ′

g.

26.5.4.2. Interfacial Stabilization. Finally, for protection against ice-
interface-induced denaturation, stabilization can be achieved by preventing (competing
for) adsorption to the ice surface. Chang et al. [106] showed that the presence of
even small amounts of surfactants (e.g., >0.01% polysorbate 80; CMC ∼= 0.0016%
at 20◦C with 50 mM Na+) was able to protect LDH and GDH during freeze–thaw.
The protective effect was not specific to a chemical structure but was afforded by
a variety of nonionic surfactants as well as ionic surfactants (only sodium lauryl
sulfate was tested). Solutions with high protein concentrations are also more stable
to freeze–thaw. One explanation for this is that a smaller fraction of the protein
population is impacted by the ice interface in a concentrated solution. Another view
is that the protein itself functions as a surfactant, adsorbing to the surface of ice.
The protein can be self (see, e.g., Refs. 110,112, and 149) or foreign (see, e.g., Ref.
120). Anchordoquy and Carpenter [112] also show that addition of BSA protects
LDH from freeze–thaw-induced denaturation by preventing freezing-induced pH
shifts. However, it is entirely likely that the protective effect is to some extent a
result of the BSA competing for ice surface interaction. The amount of surfactant
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required for complete protection will depend on the ice interface area and therefore
on the time–temperature (processing) history of the material. Low interfacial
area will require less surfactant. However, at the critical micelle concentration of
the surfactant, the surfactant molecule would preferably form micelles and could
therefore potentially allow some protein adsorption to occur [150]. The quantity
of surfactant sufficient to provide appropriate protection under varying process
conditions can be determined only empirically.

Presence of PEG in formulations can also reduce denaturation of proteins at the
ice–water interface [25,148]. Although PEG itself is not surface-active and has little
tendency to bind to ice surface, PEG hydrates crystallize slowly during freezing. The
hydrated PEG chain can hydrogen-bond with ice. This behavior is seen with both low-
and high-molecular-weight PEGs, but the low-molecular-weight PEGs cannot form as
many hydrogen bonds. Such bonding between the PEG hydrate and the ice prevents
protein from reaching the ice surface and denaturing [151].

26.6. FREEZE–THAW PROCESSING OF PROTEIN SOLUTIONS
AT LARGE SCALE

A practical application of the freeze–thaw principles discussed earlier arises in the
need to preserve and store large volumes of biologics or intermediates over several
weeks to years. Production of biologics is an expensive process, and in order to opti-
mize capacity utilization, the bulk protein solution is often produced in campaigns. The
resulting drug substance has to be stored and converted into drug product according to
market needs. In order to decouple the production of the bulk drug substance from the
drug product, the bulk protein solution is often stored frozen. Storage volume require-
ments for biological bulk solution can be fairly large, especially with monoclonal
antibodies. Furthermore, transport between facilities may be required, which is often
easier with frozen material than with liquid since agitation during shipment is elimi-
nated and it is simpler to maintain a temperature of less than −20◦C than 2◦C–8◦C;
the latter is the preferred storage temperature of most biologics drug product (liquid or
lyophilized). Bulk storage information for a number of marketed biologics (including
monoclonal antibodies) is summarized in Tables 26.1 and 26.2. Most of the data are
taken directly from the EMA [European Public Assessment Report (EPAR) and FDA
[Summary Basis of Approval, (SBA)] websites (accessed at the time of preparation
of this chapter).

The large-scale processing of biologics solutions involves factors that are
ignored in the numerous studies that have been published on freezing and thawing of
biologics, most of which are carried out at microliter–milliliter scale. A factor which
was alluded to in the discussion earlier was the “rate” of freezing. Larger dimensions
and larger volumes lead to rates of heat removal that are generally lower than those
utilized in laboratory studies. Furthermore, the rate of heat transfer changes with time
as the ice phase grows on the surfaces from which heat is being removed. Consider-
able temperature gradients have to be maintained between the outermost frozen layers
and the freezing front. Convective flows are generated as a result of density gradients



TA
B

LE
26

.1
.B

ul
k

St
or

ag
e

In
fo

rm
at

io
n

on
So

m
e

M
ar

ke
te

d
M

on
oc

lo
na

lA
nt

ib
od

ie
s

Pr
op

ri
et

ar
y

D
ru

g
B

ul
k

B
ul

k
St

or
ag

e
B

ul
k

St
or

ag
e

B
ul

k
B

ul
k

B
ul

k
N

am
e

Su
bs

ta
nc

e
St

or
ag

e
Te

m
pe

ra
tu

re
,

T
im

e
or

R
et

es
t

St
or

ag
e

St
or

ag
e

T
ra

ns
po

rt
(I

N
N

N
am

e)
M

an
uf

ac
tu

re
r

St
at

e
◦ C

Pe
ri

od
,

m
on

th
s

V
ol

um
e,

L
C

on
ta

in
er

In
vo

lv
ed

A
va

st
in

(b
ev

ac
iz

um
ab

)
G

en
en

te
ch

,
U

S
Fr

oz
en

−2
0

24
(4

5
da

ys
at

2
–

8◦ C
);

≤5
fr

ee
ze

–
th

aw
cy

cl
es

12
0

–
30

0
12

0-
L

an
d

30
0-

L
fr

ee
ze

–
th

aw
st

ai
nl

es
s-

st
ee

l
(S

S)
ta

nk
s

Y
es

(M
ab

)C
am

pa
th

(a
le

m
tu

zu
m

ab
)

G
en

zy
m

e,
B

el
gi

um
L

iq
ui

d
2

–
8

6
(1

4
da

ys
at

30
◦ C

)
B

at
ch

si
ze

of
bu

lk
:

38
5

L
10

0-
L

H
yC

lo
ne

ba
gs

Y
es

E
rb

it
ux

(c
et

ux
im

ab
)

Im
C

lo
ne

,
U

S
B

I,
G

er
m

an
y

L
iq

ui
d

2
–

8
12

—
Y

es

H
er

ce
pt

in
(t

ra
st

uz
um

ab
)

G
en

en
te

ch
,

U
S

Fr
oz

en
<

−2
0

—
12

0
12

0-
L

fr
ee

ze
–

th
aw

SS
ta

nk
s

Y
es

H
um

ir
a

(a
da

lim
um

ab
)

A
bb

ot
t,

U
S

Fr
oz

en
<

−7
0

18
—

1.
5

L
in

2-
L

PE
T

G
bo

tt
le

s
Y

es

L
eu

ko
Sc

an
(s

ul
es

om
ab

)
Im

m
un

om
ed

ic
s,

U
S

L
iq

ui
d

2
–

8
—

—
N

o

L
uc

en
tis

(r
an

ib
iz

um
ab

)
G

en
en

te
ch

,
U

S
Fr

oz
en

≤−
20

36
(9

0
da

ys
in

-p
ro

ce
ss

ho
ld

tim
e

at
2◦ C

–
8◦ C

);
≤3

fr
ee

ze
–

th
aw

cy
cl

es

—
V

es
se

l
(n

ot
sp

ec
ifi

ed
)

Y
es

R
ap

ti
va

(e
fa

liz
um

ab
)

G
en

en
te

ch
,

U
S

—
—

L
on

g
te

rm
—

Ta
nk

s
N

o

R
em

ic
ad

e
(i

nfl
ix

im
ab

)
C

en
to

co
r,

N
et

he
rl

an
ds

Fr
oz

en
−7

0
—

—
—

Y
es

(c
on

ti
nu

ed
)

653



TA
B

LE
26

.1
.(

Co
nt

in
ue

d)

Pr
op

ri
et

ar
y

D
ru

g
B

ul
k

B
ul

k
St

or
ag

e
B

ul
k

St
or

ag
e

B
ul

k
B

ul
k

B
ul

k
N

am
e

Su
bs

ta
nc

e
St

or
ag

e
Te

m
pe

ra
tu

re
,

T
im

e
or

R
et

es
t

St
or

ag
e

St
or

ag
e

T
ra

ns
po

rt
(I

N
N

N
am

e)
M

an
uf

ac
tu

re
r

St
at

e
◦ C

Pe
ri

od
,

m
on

th
s

V
ol

um
e,

L
C

on
ta

in
er

In
vo

lv
ed

R
it

ux
an

or
M

ab
th

er
a

(r
it

ux
im

ab
)

ID
E

C
,

U
S

Fr
oz

en
−2

0
18

—
—

Y
es

Si
m

ul
ec

t
(b

as
il

ix
im

ab
)

N
ov

ar
ti

s,
Sw

itz
er

la
nd

Fr
oz

en
<

−6
0

36
—

—
Y

es

S
ol

ir
is

(e
cu

liz
um

ab
)

L
on

za
,

U
S

L
iq

ui
d

2
–

8
18

—
—

Y
es

Sy
na

gi
s

(p
al

iv
iz

um
ab

)
B

I,
G

er
m

an
y

L
iq

ui
d

2
–

8
6

—
—

N
o

Ty
sa

br
i

(n
at

al
iz

um
ab

)
B

io
ge

n,
U

S
L

iq
ui

d
2

–
8

24
—

Po
ly

pr
op

yl
en

e
co

nt
ai

ne
rs

N
o

X
ol

ai
r

(o
m

al
iz

um
ab

)
G

en
en

te
ch

,
U

S
Fr

oz
en

&
L

iq
ui

d
−2

0
or

2
–

8
L

on
g

te
rm

—
H

ig
h-

ca
pa

ci
ty

SS
ta

nk
s

Y
es

Z
en

ap
ax

(d
ac

liz
um

ab
)

H
of

fm
an

-L
a

R
oc

he
,

U
S

L
iq

ui
d

2
–

8
—

20
–

20
0

V
es

se
l

(n
ot

sp
ec

ifi
ed

)
N

o

Z
ev

al
in

(i
br

it
um

om
ab

ti
ux

et
an

)

B
io

ge
n,

U
S

L
iq

ui
d

2
–

8
—

—
C

on
ta

in
er

(n
ot

sp
ec

ifi
ed

)
Y

es

–
:

In
fo

rm
at

io
n

no
t

av
ai

la
bl

e.
So

ur
ce

:
ht

tp
://

w
w

w
.e

m
a.

eu
ro

pa
.e

u/
.

654



TA
B

LE
26

.2
.B

ul
k

St
or

ag
e

In
fo

rm
at

io
n

on
So

m
e

Co
m

m
er

ci
al

Bi
ol

og
ic

s
O

th
er

th
an

M
on

oc
lo

na
lA

nt
ib

od
ie

s

Pr
op

ri
et

ar
y

B
ul

k
B

ul
k

st
or

ag
e

B
ul

k
st

or
ag

e
B

ul
k

B
ul

k
N

am
e

St
or

ag
e

te
m

pe
ra

tu
re

tim
e

or
re

te
st

St
or

ag
e

T
ra

ns
po

rt
(I

N
N

N
am

e)
St

at
e

(◦ C
)

pe
ri

od
(m

on
th

s)
C

on
ta

in
er

In
vo

lv
ed

A
dv

at
e

(o
ct

oc
og

al
fa

)
Fr

oz
en

−8
0

18
B

ot
tle

/s
cr

ew
ca

p/
se

al
U

nk
no

w
n

A
ng

io
x

(b
iv

al
ir

ud
in

)
Fr

oz
en

Fr
om

−2
0

to
−1

0
12

M
ul

ti
la

ye
r

po
ly

et
hy

le
ne

ba
gs

,
al

um
in

um
fo

il
U

nk
no

w
n

A
vo

ne
x

(i
nt

er
fe

ro
n

be
ta

-1
a)

—
—

36
—

U
nk

no
w

n

B
er

om
un

(T
N

F
al

fa
-1

a)
Fr

oz
en

−7
0

24
(3

-m
on

th
in

-p
ro

ce
ss

ho
ld

ti
m

e
at

2◦ C
–

8◦ C
)

—
U

nk
no

w
n

N
eo

re
co

rm
on

(e
po

et
in

be
ta

)
Fr

oz
en

−7
0

or
−2

0
60

—
U

nk
no

w
n

N
eu

la
st

a
(p

eg
fil

gr
as

ti
m

)
L

iq
ui

d
2

–
8

—
Po

ly
pr

op
yl

en
e

co
nt

ai
ne

rs
Y

es
R

ep
la

ga
l

(a
gl

as
id

as
e

al
fa

)
Fr

oz
en

—
—

—
U

nk
no

w
n

R
ev

as
c

(d
es

id
ur

in
)

L
iq

ui
d

2
–

8
18

—
U

nk
no

w
n

V
ir

af
er

on
(i

nt
er

fe
ro

n
al

fa
-2

b)
Fr

oz
en

−8
0

24
—

U
nk

no
w

n

X
ig

ri
s

(d
ro

tr
ec

og
in

al
fa

)
Fr

oz
en

—
24

—
U

nk
no

w
n

So
ur

ce
:

ht
tp

://
w

w
w

.e
m

a.
eu

ro
pa

.e
u/

.

655



656 FREEZING AND THAWING OF PROTEIN SOLUTIONS

created by temperature gradients. This leads to solutes and proteins concentrating near
the bottom of the container while the upper regions are depleted. The same concerns
about heat transfer rates are relevant for the thawing of large volumes as well. An
adequate amount of heat has to be transferred rapidly without raising the temperature
of the solution (and protein) in direct contact with the heat transfer surface to a
point that will cause thermal degradation. Convective flow actually becomes desirable
during the thaw process to ensure uniform heat transfer throughout the solution, as
well as rapidly distributing any solutes subject to cryoconcentration during the freeze
process [152].

The cooling rate applied to the system (equivalent to the rate of heat removal)
and the rate of freezing are related, but the latter decreases with time as the thickness
of the frozen layer increases. Thus, no single parameter can be taken as properly
representative of the freezing process, especially in large-scale systems. It is possible
to monitor the last point to freeze (if accessible) and use various time differences as
parameters for characterizing the process, at least during development, qualification,
and validation, if not during regular processing. Interestingly, Hartmann et al. [153]
found that for an extended linear freezing geometry, the geometric center of the sample
is the least representative for the entire volume. In the linear system considered by
them, the optimum location was one-thirds away from the center and two-thirds away
from the inside surface of the sample container. The rate of temperature decrease at
this location represented at least 80% of the entire sample volume over a 50% range of
variation. The main message is that the no single point of measurement can represent
the system at large scale. The protein in such cases will be subject to a range of
rates, and the formulation and process development efforts must therefore cover these
ranges.

26.6.1. Large-Scale Freezing Systems

Large-scale freezing of biologics is carried out in various ways from improvised to
purpose-designed systems.

The simplest storage concept involves filling the bulk solution into bottles or
carboys of appropriate size and storing them in freezers. The advantage is simplic-
ity. Disadvantages include lack of active control and potential variability between
containers. Loading a number of filled containers at room temperature into a freezer
can easily overwhelm the cooling capacity of a freezer, leading to long and variable
freezing times between the containers. Thawing is generally performed by placing
the container in a refrigerator or at room temperature. In the absence of an active
thawing mechanism, the thaw times can be quite long (possibly days) depending on
the size of the container. During this period significant concentration and temperature
gradients can exist in the container if it is not actively shaken or agitated. When pro-
cessing a number of these containers at a time, the spatial placement in the processing
“equipment” (freezer, thaw area) can contribute to variability, since the containers
will interact with each other during phase transitions and the relative position of the
containers in the freezer will determine how rapidly they cool or warm. Size and han-
dling of the containers are also factors to consider, with 20-L carboys likely to be a
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practical limit. However, the system is simple, and if the protein formulation is stable
under a wide range of freeze–thaw conditions and can withstand cryoconcentration,
the bottle/carboy system is the preferred mode of operation for many companies.

In order to overcome the limitations of passive freezing described above, varia-
tions include blast cooling via (vaporized) liquid nitrogen or dry ice–ethanol baths;
although these systems have been designed, the authors are not aware of any published
studies on the freezing of bulk-scale proteins with a system of the latter type.

A system from KVS-GmbH, Marburg, Germany utilizes liquid nitrogen coolant
to freeze material in rotating stainless-steel cans. Maximum fill volume is 15 L in a
container of nominal capacity of 29 L. The cans rotate on their cylindrical axis while
lying at an angle of about 6◦ to the horizontal. Heat removal occurs through an air cir-
culation system. With the use of liquid nitrogen, practical freezing temperatures down
to −150◦C can be achieved. The cooling rate is controlled by setting the temperature
of the circulating air to the desired temperature profile. Thawing is accomplished by
heating the circulating air over an electric heater.

A large-scale bulk solution freezing in stainless-steel vessels (CryoVessels) is
available from Sartorius-Stedim (http://www.sartorius-stedim.com) (see also the tab-
ular list in Section 26.6.4.4, below). These vessels consist of jacketed stainless-steel
tanks and an internal radial finned heat exchanger, which effectively divides the tank
into several longitudinal sections. This has the effect of reducing the heat transfer dis-
tance and improved heat transfer across the entire volume (Fig. 26.11). The technology
called CryoFin is said to promote dendritic ice formation, allowing ice and solute
glass to be distributed somewhat uniformly in the tank [68,154,155]. The vessels are
cooled and heated by an external refrigeration system that circulates heat transfer
fluid through the jacket and core of the fin system. The temperature profile of the
heat transfer fluid is programmable and results in reproducible temperature profiles in
the vessel. The vessel is kept stationary throughout the freezing process below 0◦C,
but is gently agitated by rocking during the thawing process. The lack of agitation
during freezing prevents movement of solute and promotes formation of dendritic ice.
Agitation during thawing, however, promotes rapid mixing of the thawed material,
thereby removing concentration hot spots and maintaining uniform temperature in the
solution with rapid thawing. The lowest working temperature for the equipment is
−60◦C, and vessel volumes range from 20 to 300 L.

A scaled-down system of the CryoVessels is available called the CryoWedge
which represents of one small wedge from the tank as shown in Figure 26.11. The
critical heat transfer dimensions of the full tank are mimicked in this system, allowing
process and formulation development to be studied at small scale. A typical temper-
ature profile in a CryoWedge is shown in Figure 26.12. The stepwise reduction of
the heat transfer fluid temperature (process) in Figure 26.12 is designed to create a
temperature profile in the wedge similar to one that would be obtained in a full-scale
tank.

A variation on the bulk freezing technology is the FreezeContainer from Zeta
Holdings (http://www.zeta.com/bio-und-verfahrenstechnik.html). Jacketed vessels
(currently limited to 300 L capacity) are cooled or heated through an internal
circulation system (mounted in the lid). Heat exchange is accomplished by an
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Figure 26.11. Schematic drawing of a CryoVessel with a cutout to illustrate the CryoWedge

as a representative model of the vessel in terms of similarity of heat and mass transfer

dimensions (see www.sartorius-stedim.com).

external refrigeration system via a circulating heat transfer fluid (Fig. 26.13). The
temperature profile is programmable. The entire container is agitated during thawing.

Sartorius-Stedim has also developed a large-scale bag freezing system called
Celsius (http://www.sartorius-stedim.com). The system uses upright bags made of
Stedim71 film (ethylene vinyl acetate product contact material) that are filled with the
solution to be frozen and held with slight compression between two plates that serve
as heat exchange surfaces. These plates are cooled or heated by circulating heat trans-
fer fluid from an external programmable refrigeration unit. The slight compression
provides improved contact and heat transfer resulting in a frozen bag in the shape of a
pillow. The bag is kept in frames so as not to stress the material during handling and
transport. Nominal bag sizes are 16.6 and 8.3 L, with fill volumes ranging between 4.2
and 16 L and 2.1 and 8.3 L, respectively. Six bags can be simultaneously processed
in the cryo unit.

A scaled-down system for the Celsius is available called the S3, which utilizes
small bags with the linear heat transfer dimension the same as that for the bags in
Celsius. The process in the full-scale system can therefore be simulated in small bags
between 30 and 100 mL.

Shamlou et al. [156] designed a bulk freezing container (up to 2 L capacity)
using rectangular geometry so that the heat transfer path remained the same between
a small-scale device for process development (30 mL volume) and the larger container.
The container was designed to be blast frozen using liquid nitrogen blown into a chest
freezer. Thaw was carried out by controlled electrical heaters without agitation.
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Figure 26.12. Illustrative freeze–thaw profile in a cryowedge. Thermocouples are placed at

different positions in the wedge. The ‘‘process’’ probe represents the temperature of the heat

transfer fluid.

Figure 26.13. Schematic drawing of a FreezeContainer (Zeta Holdings) (www.zeta.com/bio-

und-verfahrenstechnik.html).

26.6.2. Scale-Down Model Studies

Chen et al. [157] studied cryoconcentration in a specially designed radial cooling cell
(15 mm diameter) with sodium permanganate to facilitate measurement of solute dis-
tribution. Depending on the cooling regimen, different degrees of cryoconcentration
were seen for the sodium permanganate, with the greatest increase caused by slow
cooling. However, when LDH was tested in an NaCl solution, the effect on NaCl
was not very significant, while the cryoconcentration effect of the protein was not
seen at all. On the other hand, in a comparative analysis of the freezing process for
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a monoclonal antibody in carboys (20 L capacity) and small bags in the S3 system,
cryoconcentration by a factor of 10 was found in the carboys compared to a factor of
∼2.5 in the small bags [158]. They concluded that high-freeze-front velocities (small
dimensions, high rates) reduce cryoconcentration effects. Comparison of cryoconcen-
tration effects in a 1-L bottle with that in a CryoWedge system showed similar results
[159]. Their study also showed substantial time differences between bottles in a 3 × 3
array placed either in a −20◦C or a −80◦C freezer. Larger carboys required substantial
time to both freeze and to thaw. However, neither of these studies showed increase in
aggregation as a result of the cryoconcentration effect. Shamlou et al. [156] studied
the freeze–thaw impact on rhGH in their scalable-design freeze–thaw unit and found
that solutions of up to 30 mg/mL in phosphate buffer could undergo up to five cycles
without any significant impact on aggregation levels. Zippelius [160] has conducted
an extensive study on the bulk freeze–thaw behavior of (pegylated) interferon α-2a,
trastuzumab, and daclizumab in the KVS GmbH rotational freezing system as well as
the Sartorius-Stedim CryoWedge. The results show that the KVS system resulted in
a lot of foam formation, and also about 20% of the bulk solution was impacted by
cryoconcentration effects as opposed to about 0.5% in the CryoWedge.

26.6.3. Thawing of Biologicals at Scale

While freezing is the principal factor that determined the stability of a biologic when
stored under frozen conditions, the process of thawing deserves some consideration.
The major energy requirement for melting is to provide the latent heat of melting.
Although simple in principle, the process must be controlled properly so as to ensure
that the wall temperatures at the heat transfer surfaces do not exceed allowable limits
for the product. In order to ensure that the thawed material does not overheat while a
remainder is still in the frozen state, the mass should be agitated during processing,
thereby ensuring efficient heat transfer as well as preventing hot spots [152].

Apart from the macroscale phenomenon described above, the thawing process can
lead to recrystallization and annealing behavior in the ice crystals. Small ice crystals
can melt and refreeze as discussed earlier, leading to Ostwald ripening effects. In
most situations, this should not, however, be of any practical concern if the process
is carried out reasonably rapidly.

26.6.4. Developing Frozen Storage Option for Proteins—Practical
Advice

Formulation development for proteins has traditionally focused on the product and
the final presentation. Bulk storage has been incorporated as an afterthought. In order
to ensure a proactive approach to this step, some practical guidelines are provided in
this section.

26.6.4.1. Excipients for Freeze–Thaw Stability. Sugars, polyhydric alco-
hols, certain amino acids and salts, and poly(ethylene glycol) (PEG) have cryoprotec-
tive properties [25,148]. In addition, a surfactant may be required to protect against
ice interface induced denaturation, although PEG is proposed to protect by the same
mechanism. This list provides a starting point for the identification of a formulation
with the appropriate protective properties for the studies suggested below.
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26.6.4.2. Impact of Freeze–Thaw Cycle (Assessing Thermodynamic and
Interfacial Stability). Freeze–thaw (F/T) studies should be designed to cover
a range of cooling and heating rates. Depending on the volumes, freezing with a
significant degree of supercooling and rapid nucleation, and slow rates of thaw with-
out agitation provide the greatest stress. Freeze–thaw cycles should cover a variety
of temperatures, but thawing or holding between −20◦C and 5◦C will likely be
worst-case scenario. Once the worst-case F/T process conditions have been identified
for the molecule, formulation development can be conducted with these conditions.
Freeze–thaw studies at low concentrations of the biologic are more likely to cause
changes that can be detected. However, impact of F/T cycling at high concentra-
tions should also be evaluated since cryoconcentration will likely occur in practice.
A concentration of up to 5 × the actual concentration intended to be frozen may be
worth evaluating. These studies can be used to identify the composition of excip-
ients that function best as stabilizers, and will likely include excipients that func-
tion through preferential exclusion and through prevention of unfolding at the ice
interface.

Experimental designs would incorporate the following:

• Process parameters —rate of cooling, rate of thawing, final freeze temperature,
thaw temperature, presence/absence of agitation during thaw, concentration of
biologic, and number of cycles

• Composition parameters —Surfactant concentration, protein concentration, and
cyoprotectant concentrations

• Quality variables —Visual appearance, turbidity, subvisible particulates, con-
centration, aggregation, and biophysical characteristics

26.6.4.3. Impact of Long-Term Frozen Storage (Assessing Kinetic
Stability). While F/T cycles provide a picture of the susceptibility of the protein to
such stresses, the ability to withstand prolonged storage under frozen conditions is a
stress that cannot be mimicked by the cycling test. It is possible that a fraction of the
molecules exist in a (partially) unfolded state either as a consequence of freezing or
through interaction with the ice interface. If aggregation is regarded as a nucleation
and growth phenomenon, these unfolded molecules can serve as the nuclei. The
storage temperature in relation to the T ′

g determines the degree of mobility in the
system. For proteins, this may result in slow aggregation as a consequence of
diffusion and rearrangement while stored at or above T ′

g. It should be noted that
the temperature of zero mobility is often several degrees below T ′

g. Any possible
damage will therefore become evident only after a period of time. Long-term storage
will also enable evaluation of other potential degradation mechanisms in relation to
storage temperature.

Experimental designs would incorporate the following:

• Process parameters —T ′
g, storage temperature (range of 10◦C above and below

T ′
g if possible), storage time, and rate of cooling applied

• Composition parameters —surfactant concentration, protein concentration, and
cyoprotectant concentrations
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• Quality variables —visual appearance, turbidity, subvisible particulates, con-
centration, aggregation, oxidation, and biophysical characteristics

26.6.4.4. Technology: Active Versus Passive Processes. For the purpose
of this discussion, we are calling systems incorporating active cooling and heating,
such as the Sartorius-Stedim CryoVessels, active and passive systems such as bot-
tles and carboys in the freezer, passive. At the outset, it must be recognized that the
commercially available controlled freeze–thaw systems can only control the rate of
heat removal or heat application. A reproducible and predefined temperature ramp can
be applied by these systems. During the freeze process, this enables the reproducible
application of a predetermined optimum rate of heat removal. During the thaw process,
the ability to actively heat the frozen mass while providing agitation is an advantage,
since it enables practical reduction of time of thaw, and consequently reduced time of
exposure to potentially deleterious conditions. However, these systems do not control
the degree of supercooling, the rate of nucleation, or the actual rate of freezing expe-
rienced by any batch that is processed, nor do these systems control the ice nucleation
and the final ice interfacial area achieved, which are ultimately important for the via-
bility of the process. They simply increase the probability that these parameters would
be similar from batch to batch.

The factors that could be considered in selection and utilization of the technology
for bulk processing are tabulated below:

Materials of
construction

Passive systems imply availability of a variety of materials of
contact, polyolefins (LDPE, PP), and PETG; stainless steel are
common. Extractables and leachables must be evaluated,
especially for plastics. Variability in the material of
construction from the supplier may require control, especially
if leachables are critical. In addition, Tg of the plastic is
important as material can become brittle at storage temperature.

Active systems are currently limited to stainless steel, hastalloy,
and ethylene vinyl acetate (EVA). Extractables and leachables
must be evaluated, especially for plastics. Variability in the
material of construction from the supplier may require control,
especially if leachables are critical.

Stainless steel can also leach metal ions (Fe, Ni) into solution.
Surface finish specifications and maintenance are important to
control this aspect. If sensitivity to metals is critical, tanks are
available in hastalloy, although the increase in cost is
significant.

Process
development

Passive systems are generally modeled by small-scale containers,
but their ability to represent the full-scale situation is very
poor. Final viability must be tested at scale, or by use of
cleverly designed alternatives (e.g., bottle in bottle).
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Active systems offer a scale-down alternative that simplifies
process development.

Capacity Passive systems are limited by storage and handling
considerations. Current knowledge suggests 20-L
maximum/carboy.

Active systems vary from 2.1 to 300 L (nominal).
Capital Passive systems require appropriate freezer dimensioning. It is

important to determine whether the containers are disposable
or reusable.

Active systems require specialized equipment with significant
capital investment.

Capability
(storage
temperature)

Passive systems can be processed down to −70◦C or −80◦C and
stored. Volume limitations may apply at these temperatures.
For all plastics-based containers, handling is important since
fragility becomes a concern below the Tg of the plastic.

Active systems can process down to −50◦C in general, and
operational storage for stainless steel systems is probably also
limited to this temperature. Bags can be stored at −70◦C or
−80◦C. For all plastics-based containers, handling is important
since fragility becomes a concern below the Tg of the plastic.

Storage at −20◦C is quite common and widely available. Any
fluctuations around −20◦C that occur in the facility must be
monitored.

Performance Passive systems will generate a significantly greater degree of
variability between containers of one batch and between
batches. The product must be robust to this degree of variation
in process and potentially exacerbated by subsequent storage
time. Appropriate testing procedures, specifications, and
pooling protocols must be defined.

Active systems allow tighter control on process. Variability on
storage can occur. Appropriate testing procedures,
specifications, and pooling protocols must be defined.

Process
Validation

Passive systems must have well-defined protocols for handling,
fill volumes, preconditioning, spatial placement, freezer loads,
and so on. In-process monitoring (positions) must be identified
and documented as to relevance. The thaw process must be
similarly defined. Again, a robust product will allow wider
ranges of operating parameters. If using actively cooled
systems based on liquid nitrogen or dry ice–ethanol bath, some
of the considerations listed above still apply.

Active systems are generally easier to validate since performance
parameter reproducibility and control is available.
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Stability models Selection of a technology for bulk protein storage impacts the
design and execution of ICH stability studies also. For
instance, ICH Q5C states that “drug substance entered into a
stability program should be stored in containers that properly
represent the actual holding containers used during
manufacture.” While traditionally the “representation” has been
limited to the material of construction, consideration from a
process perspective may also be required.

Passive systems can be easier to simulate using simple
scaled-down containers with the same materials of construction.

Active systems offer the possibility of using their scaled-down
models, although these introduce a certain degree of
complication in the execution of the stability program.
Uncontrolled processing for a stability model may be justified
by arguing that it represents a worst-case situation, although
such an approach could have pitfalls.

Other Passive systems such as bottles may require multiple containers
for storage of one batch of solution. Multiple
container–closures will be involved, implying risk for
contamination. If using disposable containers, cost and disposal
have to be addressed. If multiple-use containers are selected,
maintenance (including special consideration of closure),
cleaning (validation) program, lifetime, and related issues must
be evaluated. If transport is to be considered, multiple
containers increase the contamination risk, unless proper
handling and testing protocols are in place.

Active systems using stainless-steel vessels also require
significant maintenance and cleaning (validation) programs.
The disposable bag system (Celsius) is advantageous in this
respect, although disposal has to be considered. Options are
available for transportation.

26.6.5. Alternate Freezing Technologies

Although the current technologies available can result in reproducible freezing and
thawing rates of protein solution, they lack the ability to control the ice nucleation
process and resulting ice interface and structure. Several technologies have been devel-
oped to control nucleation in other areas of application, and thus have the potential
to address this gap for processing bulk protein solutions:

• Pressure Shift freezing (PSF). In this process, the solution is subjected to high
pressure (100–250 MPa); temperature is then lowered to approximately −20◦C,
and finally pressure is released either slowly (several minutes) or rapidly (sec-
onds). This promotes metastable conditions and high ice nucleation velocities,
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resulting in small ice crystals of granular shape. The PSF method has been
applied for food preservation since the formation of smaller ice crystals results
in maintenance of texture and microstructure. It is important to consider the
impact of high pressure on protein structure and function. The material can
be thawed at high pressure and results in a reduction in thawing times when
compared to atmospheric thawing at identical temperatures. This is due to two
phenomenon: (1) as pressure is increased from 1 atm to 210 MPa, there is a
linear depression in freezing point to −21.9◦C. Above that pressure, there is
a increase in freezing point since it involves different ice polymorphs); and
(2) a reduction in latent heat values with increasing pressure. After thawing
under pressure, temperature of the solution should be increased to prevent ice
recrystallization during pressure drop (adiabatic expansion).

• Isochoric Freezing . Current freezing technologies involve freezing of solution
at constant pressure (atmospheric pressure, known as isobaric freezing). In
isochoric freezing, the volume of solution is kept constant, and as solution
freezes, pressure within the system increases. The major advantage of isochoric
freezing is to reduce the cryoconcentration of solutes at each temperature by
almost a factor of 10 relative to the concentration during isobaric freezing (at
1 atm) [161].

• Ultrasound-Induced Nucleation . The technology creates bubble cavitation in
cold solution that initiates the ice nucleation process. Use of ultrasound triggers
nucleation at a lower degree of undercooling (e.g., a 10% mannitol solution in
vials can nucleate at ∼−3◦C, compared to ∼9◦C in unaided conditions). This
results in large and unidirectional ice crystals (dendritic type), while small and
numerous heterogenous ice crystals form in samples with a high degree of
supercooling [82].

• Spray Freezing into Liquid Nitrogen . This technology eliminates large gas–
liquid interfaces, as is the case for spray freezing using cryogenic gas, by
immersing the spray nozzle in cryogenic liquid. The process also results in
rapid freezing (cooling rate ∼103 K/s), due to small volume and very low
temperature of liquid nitrogen [78,162]. The spray-freezing technology was
employed during the manufacturing of prolease–hGH microsphere [163].

Several other techniques have been used to control the rate of cooling and nucleation
in solution, including electrofreezing, which involves high voltage applied to metal
electrodes, liquid nitrogen fogging, thin layer freezing, and adding ice-nucleating sub-
stances such as Pseudomonas syringae bacterium or silver iodide [78,162,164,165].
Most of these techniques are experimental and not pharmaceutically relevant, but they
do provide tools for understanding freezing behavior.

26.7. CONCLUDING REMARKS

Freeze–thaw processing of biologics is of increasing importance as several biopharma-
ceutical companies utilize this as a long-term storage option for bulk drug substance
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solution at large scale. A good understanding of the basics of freeze–thaw behav-
ior and the impact on proteins is required for success in this area [166,167]. Apart
from formulating for robustness toward freeze–thaw stresses, the formulation scientist
needs to understand the impact of large-scale processing (i.e., cooling rate, probabil-
ity of nucleation, cryoconcentration). The primary literature in the area of freezing of
therapeutic biologics has been aimed at lyophilization and is limited to small volumes,
which does not truly represent the complications of large-scale processing. This is an
area of research that would benefit from a rigorous application of chemical engineering
principles, cryobiology, biophysics, and related fields.
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STRATEGIES FOR BULK

STORAGE AND SHIPMENT
OF PROTEINS

Feroz Jameel, Chakradhar Padala, and Theodore W. Randolph

27.1. INTRODUCTION

Continual increase in the yields of purified proteins due to increased process effi-
ciencies is steadily increasing the need for improvements in safe and efficient storage
methods, and the need for flexibility in pooling and shipping bulk drug substance. The
bulk drug substance can be stored and shipped in the liquid state, as a dry powder,
or in a frozen form, with each method having its own merits and limitations. For
instance, protein stored in the liquid state can be dispensed conveniently as needed,
but requires more diligence in order to avoid instability, microbial growth, and prote-
olytic degradation. In contrast, dry powders enable long-term storage of protein with
very little threat of degradation, but their production involves a lengthy process of
drying and reconstitution. Once frozen, proteins are relatively stable, but the freez-
ing and thawing processes may damage proteins, and maintaining temperature control
for frozen products is more cumbersome than for liquids. Hybrid processes can be
envisioned as well; a relatively new technique called cryogranulation that creates
free-flowing, frozen granules by exposing solution or slurries to a cryogenic material
such as liquid nitrogen is being explored as an alternative means of storage for bulk
drug substance [1].
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However, regardless of the method of storage, the drug substance is expected
to have a minimum of 2 years of storage stability prior to fill and finish, and an
additional minimum of 2 years of stability in the drug product state. Hence, long-term
storage should be treated as a separate unit operation deserving careful consideration.
It is important to ensure that the protein in the drug substance storage phase retains
its native state with minimal to no presence of nonnative protein aggregates, as even
small levels of these soluble aggregates can serve as nuclei for the formation of visible
and/or subvisible aggregates when exposed to fill and finish processing stresses [2].

Since there is substantial interdependence between formulation and processes, for
successful implementation of the bulk storage technology, it is imperative to select the
storage method early on so that the formulation and processes can be designed and
developed to be compatible with each other. The technology selection process should
involve logistics and technical feasibility in addition to cost analysis based on market
projections. Once the decision on the choice of bulk storage and shipping technology
is made, the development of the process should go hand in hand with formulation
development. The focus of this chapter is to discuss in detail the challenges and
considerations during the development, characterization, and scale-up of each storage
technology, with emphasis on cryopreservation, which is the most commonly used
method.

27.2. CONTAINERS FOR LIQUID AND FROZEN SOLUTIONS

27.2.1. Carboys

For frozen storage and shipment, polycarbonate carboys are preferred over polypropy-
lene because of their lower glass transition temperatures and brittleness temperatures.
Polycarbonate material remains rubbery and does not become brittle until −135◦C.
Their use for temperatures lower than −135◦C should generally be avoided to prevent
breakage [3]. Carboys are manufactured in various sizes; 10 and 20 L are the most
commonly used in commercial manufacturing. In general, 20-L carboys are preferred
over 10-L carboys because they reduce the number of carboys required, reduce the
number of samples for ID and quality testing, minimize space required for storage and
shipment, and turn out to be economical. A drawback to the use of 20-L carboys is
their significant filled weight, which poses challenges for operators to lift and to mix
manually to ensure solution homogeneity before processing. If 20-L carboys are used,
dynamic thawing process using shakers or roller racks may need to be employed.

27.2.2. Stainless-Steel Containers

Type 316 stainless steel is an alloy commonly used in the pharmaceutical industry for
containers conforming to the 3A sanitary code that applies for storage of both liquid
and frozen bulk drug substances. However, long-term storage of bulk formulations that
are high in chlorides or other electrolytes can contribute to corrosion of wetted metal
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surfaces, causing damage to both equipment and protein. It is well documented that
interactions between stainless steel and halides can result in metal-catalyzed oxidation
of protein formulation components [4]. Bei Chen et al. [5] observed formation of
high levels of aggregates when ABX-IL8 solution containing high concentrations of
histidine (60 mM) was subjected to freeze–thaw operations in stainless-steel tanks and
subsequently stored at 40◦C, compared to solutions without exposure to stainless-steel
tanks. They attributed formation of aggregates to leaching of high levels of iron from
the tanks [5]. Similar results were reported by Cleland et al. [6] on rhuMAb HER2
and by Roberts et al. in a literature review [7].

The effects of common formulation components on 316L stainless steel can be
studied using various techniques such as electrochemical pitting corrosion testing
[8]. Such techniques help in ranking various formulations by their probability of
“corrosiveness” and identifying formulation components that have the greatest impact
on corrosion.

27.2.3. Single-Use Containers

Formulation vessels represent a substantial capital cost. In addition, there are increas-
ing concerns surrounding reliability and validation of cleaning operations, and the
significant impact that cleaning processes have on production capacity. Thus dispos-
able containers, such as BioProcess Containers, offer an attractive alternative to 316
stainless-steel vessels [9]. These disposable vessels are presterilized, are easy to han-
dle and transport, and do not require clean-in-place or steam-in-place technology.
Hence, they eliminate potential protein product contamination by cleaning products
and occupy less space compared to metal tanks. These containers are designed to meet
various requirements of unit operations; Labtainers (Thermo Scientific) and Stedim
Flexel (Sartorius-Stedim) 2D bags can be used for transportation and storage of
bulk intermediate product, and can handle stresses arising from freezing–thawing,
heat inactivation, and irradiation of products. Mixtainers (Thermo Scientific) are
designed to handle mixing of formulation buffers and other solutions, whereas the
Smartainer II stainless-steel bin is designed to be a support vessel for single-use dis-
posable liquid-handling systems (e.g., BioProcess Container systems) such as tank
liners that are designed to contain formulation buffers, intermediates and final prod-
uct. The outer layer of these bags is made up of EVOH as a barrier layer whereas the
product-contacting inner layer is either made up of either ultra-low-density polyethy-
lene or EVA.

27.2.4. Leachable/Extractable Criteria for Containers

With any container material, the potential interaction of the drug substance or drug
product with the primary container is a primary safety concern, and a Code of Federal
Regulations (CFR) relating to it has been issued, clearly stating that the drug product
containers and closures shall not be reactive, additive, or absorptive so as to alter the
safety, identity, strength, quality, or purity of the drug beyond the official or established
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requirements [10]. Regulatory agencies recommend performing the qualification of
the primary container early on during commercial process development. This process
involves the identification of extractables and leachables in the container, developing
the testing criteria and the testing processes, and risk analysis to justify the proposed
limits either by structure–activity analysis or by additional toxicological evaluation.
If plastic containers such as carboys are used as primary containers, the extractables
may include additives in the plastic (e.g., stabilizers) such as butylated hydroxytoluene
(BHT), lubricants such as calcium or zinc stearates, and colorants. It is common for
these additives to include both organic and inorganic components. There may also be
some extractable monomer of the plastic in the final molded product. Although these
extractables occur in very low concentrations [typically parts per million or billion
(ppm or ppb) range], their possible effects on products need to be established through
proper toxicological studies. Storage of protein solutions in metal containers such as
stainless steel can result in leaching out of metals, and if the protein contains exposed
methionine, cysteine, or sulfhydryl groups, these groups may then be susceptible to
metal-catalyzed oxidation.

27.3. STORAGE AND SHIPPING METHODS

27.3.1. Liquid Storage and Shipment

If the final dosage form is going to be liquid, then the storage and shipment of
bulk drug substance in the liquid state should be less challenging, although the addi-
tional stresses encountered during transportation must be taken into account. Storage
and shipment of the bulk drug substance in the liquid state is the most convenient,
cost-effective, and simplest of all the methods from both operational and logistics per-
spectives. The reasons for this are obvious—except for filtration followed by filling
into the container, there are no major processes such as freezing, thawing, drying,
and mixing needed; no dry ice is required during transportation; there is no risk of
CO2 ingress; and there are no significant scale-up issues. Depending on the desired
storage time and the protein stability, liquid bulk drug substances allow for flexibility
in container selection and storage conditions. They can be stored either at ambient or
refrigerated temperatures (depending on the robustness of the formulation) in various
types of containers such as stainless-steel vessels, disposable plastic bags, or carboys.
However, the technical challenges that arise in liquid formulations due to the inherent
susceptibility or sensitivity of the protein to stresses encountered during storage and
transportation make this method less attractive than other methods. Proteins in general
are relatively more susceptible to chemical and physical instabilities in the liquid state,
and exhibit only marginal stability in solution [11,12]. However, some proteins (includ-
ing most monoclonal antibodies) are quite rugged in nature, and when appropriately
formulated, they are quite stable under a wide variety of adverse conditions and main-
tain native structure in the liquid state for extended period of time [13]. Additionally,
antibodies frequently are administered in high doses that require high-concentration
formulations, which, in turn, may increase solution stability and minimize the fraction
of protein that may become damaged by adsorption to container surfaces.
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To enhance and achieve the required stability of the bulk drug substance in the
liquid state, each type of degradation species should be well characterized and the
pathway(s) leading to their formation should be well understood such that they are
properly inhibited in the final formulation. Additionally, some characterization work
specific to bulk storage and shipment should be included in the characterization stud-
ies during the early development of product. The additional characterization work
should constitute evaluation of impact of photoexposure, agitation, foaming, protein
concentration, and container compatibility (leachable/extractable).

27.3.1.1. Stresses Encountered During Transportation of Liquid
Formulations. Some proteins and antibodies are sensitive to light exposure, which
can trigger degradation reactions that can continue even in the dark. Even relatively
low levels of light, such as those associated with fluorescent bulbs under normal
light intensities, can provoke photoinduced degradation. Product degradation during
transportation can be minimized through use of light blockers [14].

Stresses that can potentially harm the protein also can come from agitation of the
solution during handling and transportation. This agitation can increase the exposure
of protein to damaging interfaces such as the air–water interface, and cause the fragile
native conformation to partially or completely unfold, leading to aggregation [15–18].
Because proteins are inherently surface-active, protein solutions by themselves can
create foam on agitation even in the absence of any surface-active agents in the
formulation. Foam is well known to be a potential site for interfacial denaturation of
proteins. Agitation and foaming during transportation can be minimized by minimizing
underfill; however, there will be always some headspace. In addition to agitation and
foaming due to headspace, one must be concerned about oxidation, which can be
mitigated by nitrogen overlay.

The effect of protein concentration on storage stability should be evaluated as well
since some proteins are more stable when stored at higher concentrations, and this
advantage can be utilized by storing drug substance at higher concentrations, saving
costs on number of containers required, storage space, and sampling for quality control
(e.g., ID and bioburden) [19]

In addition to characterization, some precautions are necessary early on during
downstream processing (especially the viral inactivation and purification steps) as
these processing steps can cause stress manifested as the growth of small number of
aggregates that can serve as nuclei for further growth of proteinaceous particulates
or higher-order aggregates during long-term storage of the bulk drug substance. Effi-
cient removal of proteases and bioburden from the bulk drug substance, coupled with
secured container–closure integrity (CCI), is also critical to the subsequent long-term
storage stability of the drug substance in the liquid state. Efficient removal of proteases
can be verified through presence/absence of protein fragments on the SDS-PAGE. If
fragments are observed, then either the protein solution needs to be purified further
or protease inhibitors need to be added (see Section 27.3.3.5.1 for details).

27.3.1.2. Transport Validation. In either the liquid or the frozen state, a
number of critical process parameters must be validated during transportation. In
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frozen formulations, the transportation packaging configuration needs to be validated
for temperature adherence and container closure integrity during the transportation
process. The shipment of the container via air and ground transportation should not
be shipment- or destination-specific but rather time-dependent and should be validated
for shipping time. The transportation validation runs can be performed with buffer-only
placebo formulations, since it has been noted that the use of buffer will not affect the
integrity of the data collected. Validation runs need to be performed with worst-case
scenarios (e.g., with fill volumes at extreme end of the fill volume specifications).

For liquid formulations, transportation can be validated for miles or time against
the impact on product integrity or potency. During the air and ground transport pro-
cess, product is potentially exposed to a number of environmental and process-related
variables that could adversely affect product quality. Shock and vibration occur as
a result of handling and are inherent in the air and ground transport processes. For
frozen shipments, the integrity of shippers used for transportation and their ability to
maintain the desired temperature for the entire transit time must be validated.

27.3.2. Storage as Salted-Out Precipitates

Some proteins, especially enzymes, are stored as salted-out precipitates. The salting-
out process does not result in nonnative aggregation, but rather a reduction in the
protein’s solubility, which causes proteins to precipitate in their native conformational
state. The mechanism of solubility reduction is described by Arakawa and Timasheff
for protein stabilization [20]. Preferential exclusion of certain added solutes increases
the chemical potential of both the native and unfolded states of the protein, but because
the unfolded state has a higher surface area and thus excludes more solute, its chemical
potential is increased even more than that of the native state, resulting in an increased
stability of the native state relative to that of the unfolded state. If sufficient excluded
solute is added, the chemical potential of the native state eventually exceeds that of
protein in the solid state, and the protein precipitates, but the precipitation occurs
under conditions where the native state is highly stabilized with respect to unfolding,
which enhances storage stability. Since the protein is both conformationally stabilized
and in a state with greatly reduced mobility, aggregation processes are inhibited.

The most common excluded solute used to induce precipitation is ammonium sul-
fate at concentration as high as 70%. Ammonium sulfate is commonly chosen as the
salt since high concentrations can be easily achieved and it seldom denatures proteins.
When ammonium sulfate is added to the protein solution, a large number of water
molecules bind to the sulfate ion, which reduces the water activity and thus water
binding to the protein. If a protein is not hydrated by binding to water molecules, it
will precipitate. Different proteins precipitate at different concentrations of ammonium
sulfate. Furthermore, the presence of “excluded solutes” increases the free energy of
unfolding, forcing the protein to stay in the folded state. These two positive effects can
be further strengthened and storage stability can be further enhanced by storing these
salted-out precipitates at subzero temperatures as these solutes also act as cryopro-
tectants. However, their large-scale use is limited as ammonium sulfate is corrosive,
forms dense solutions (presenting problems to the collection of the precipitate by
centrifugation), and may release gaseous ammonia, particularly at alkaline pH.



STORAGE AND SHIPPING METHODS 683

27.3.3. Storage as Frozen Solution (Cryopreservation)

Cryopreservation is considered when the bulk drug substance cannot be stored in the
liquid state because of marginal storage stability. When proteins are stored in the
frozen state, the rates of many of the common reactions leading to physical and/or
chemical degradation are retarded [21]. In addition to enhancement of product sta-
bility, frozen storage of the bioproduct offers several other advantages, including
minimization of the risk of microbial growth, elimination of agitation and foaming
during transport, and flexibility for the manufacturing processes, such as allowing a
hold step for pooling batches of intermediates, and storing final bulk drug substance
before fill–finish operations. The performance of the freezing process is characterized
by several critical process parameters, including freezing rate, freezing temperature,
and time.

Freezing may also pose risks to proteins. During freezing, pure water is removed
from the solution as ice, resulting in cryoconcentration of the remaining solution. Typ-
ically, solutes (e.g., buffer salts, stabilizing excipients, tonicity modifiers) as well as
the drug substance itself become 10–15 times more concentrated in the non-ice phase
of the formulation. Clearly, proteins may not be stable in solutions with such high
concentrations. Freeze concentration of buffer salts (e.g., sodium phosphate) can result
in differential precipitation of buffer salts and dramatic swings in pH in the freeze-
concentrated solution. For example, the pH in a solution containing sodium phosphate
originally formulated at pH 7.0 may drop below pH 4.0 in the freeze concentrate. Fur-
thermore, low temperatures themselves may thermodynamically destabilize the protein
at temperatures below the cold denaturation temperature. Finally, the presence of large
amounts of ice–water interfacial area, as well as possible solid–liquid interfaces due
to freeze-concentration-induced solute crystallization, may denature the protein. The
extent of protein damage arising from these effects depends on several factors, includ-
ing the intrinsic stability of the protein itself, the freezing method, the formulation
composition, the container type or design, and the environment [25–27]. Therefore, in
addition to effective and efficient design of the process, minimization of these adverse
effects is central to the development and optimization of bulk freezing and thawing
processes.

27.3.3.1. Development and Characterization of ‘‘Uncontrolled Rate’’
Freeze–Thaw Process

27.3.3.1.1. Process Development. Freezing and thawing parameters required
to characterize freezing and thawing times, rates, and temperatures generally can be
determined using a formulation buffer and do not necessarily require drug substance
as dilute solutions represent a worst-case scenario because of the higher heat capacity
associated with water. The minimum and maximum working fill volumes for various
container sizes need to be established with respect to the relative integrity of the
container. For freezing studies, it is advisable to use the same type of freezer (i.e.,
−20◦C, −30◦C, or −80◦C) and mimic practices that would be typically used in the
commercial manufacturing setting. Use of frost-free and upright freezers must be
avoided as their freezing and thawing rates may not be representative because of the
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cycling of temperature to enable the frozen condensate to defrost. So the product
may experience several freeze–thaw effects depending on the melting temperature of
the product; exceptions and variations to this tendency also need to be studied and
captured through characterization studies. For dynamic thawing processes, the optimal
mixing speed (rpm), needs to be established in conjunction with the stability of the
product.

During freezing, since the freezing fronts move from all sides of the container,
the last point to freeze (LPTF) will be usually the middle center of the container
(carboy) and the last point to thaw (LPT) would be the top center, a few centimeters
below the surface of the liquid as the ice pieces detach and float to the surface. Thus,
the temperature profiles at these points typically constitute the worst-case scenarios.
The freezing process time, which is normally characterized by effective freeze time,
that is, the time for the temperature measured at the LPTF to go from +10◦C to
−30◦C (or the target freezing temperature), and the thaw process, characterized by
the time required to raise the temperature at the LPT to +5◦C (or the target thawing
temperature), can be determined by placing temperature probes in the bulk material
at LPTF and LPT. The temperature of the bulk material can be monitored using
thermocouples and/or a data logger. The temperature and time profiles of both freezing
and thawing processes determined through the placement of thermocouples is usually
biased and not representative of the whole batch. Thermocouples act as nucleating
sites and tend to cause the solution to begin to freeze earlier. Hence, it is always
advisable to allocate an additional soak period of 15%–20% of the total freezing
time.

The thawing process is relatively longer compared to the freezing process. The
reasons for this are twofold: (1) ice has a lower thermal conductivity than does
liquid water; and (2) to avoid the risk of (local) overheating during thawing, the
temperature differential that provides the driving force for heat transfer is limited.
It is also important to minimize the residence time that the protein spends in the
freeze concentrate during thawing by expediting the process. Hence, dynamic thaw-
ing at warmer temperature should be considered over static thawing at 2◦C–8◦C,
wherever feasible. Concentration gradients created by freeze concentration typically
remain after freezing and thawing, especially under static thawing conditions (see
Figs. 27.1 and 27.2). Therefore, adequate mixing of thawed solution is required to
achieve homogeneity in the bulk container. Agitation can be accomplished through
gentle rocking, swirling, or rolling of the container. The thawed liquid may also
be recirculated from the top to the bottom of the container if the container has
the proper outlets designed for this purpose. Bubbles created during thawing from
release of air trapped in the frozen matrix, or foam created by mixing or recircula-
tion, can be deleterious to protein products as air–liquid interfaces may serve as a
site for denaturation [28]. Therefore, agitation should be approached cautiously. The
acceptable thawing temperature and intensity of mixing and shaking depends on the
formulation and needs to be established after careful evaluation of the effect of agi-
tation on foam formation and the effect of thawing temperature on the stability of
protein.
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27.3.3.1.2. Process Characterization. One of the biggest challenges with
uncontrolled freezing rate technology (e.g., in carboys) is the lack of interbatch con-
sistency in the process. The variations stem from design of the freezers, space, cooling
capabilities of the refrigeration system, and locations of the carboys within the freezer.
Parameters such as the rate of air circulation, the number of carboys in the freezer and
their fill volumes, the carboy design (e.g., heavy-duty vs. light-duty carboys), size,
formulation composition, filling environment, and procedures can also play a role. It
is important to study the effect of these variations on the process performance and
on the product quality attributes before the formulation and the processes are locked
down. The following are some factors that contribute to variations and need to be
evaluated.

• Effect of Freezer Design . The design of the walk-in freezer impacts the freez-
ing rate, which, in turn, can impact the degree of cryoconcentration and the
morphology of ice structure. The refrigeration cooling capability of a freezer
designed to cool to as low as −70◦C would be different from the one designed to
cool to −20◦C, and the product would experience different freezing rates even
when it is cooled to the same final temperature. Additionally, the freezer perfor-
mances are typically quite variable; a temperature variation between identical
models of ±10◦C is not unusual.

• Number of Carboys (Batch Size) and Position of Carboys . The performance
of the freezing and thawing processes are also influenced by the number of
carboys and their positions relative to others. The large heat of fusion of ice
provides a demand for a large amount of heat removal to achieve the final
frozen state, and the larger the liquid load, the more heat must be removed. If
many carboys are used simultaneously, carboys that are surrounded by other
carboys may be insulated by their neighbors, and thus experience slower cool-
ing and freezing rates. In freezers, heat may be transferred via convection
to circulating air, via conduction to freezer surfaces, and by thermal radia-
tion. The air circulation pattern may be altered by the number and positioning
of carboys placed in a freezer, and carboys can shield one another so as
to also alter the pattern of radiative heat transfer to the freezer walls. The
process and the product need to be characterized with respect to these param-
eters.

• Fill Volume. In addition to potential impacts on the integrity of the container,
container fill volumes can also affect the performance of the process and product
quality attributes. All these fill-volume-related contributions need to be factored
in during the evaluation and determination of minimum and maximum working
volumes. A concern at the maximum end is that volume expansion caused by
formation of ice would exceed the tensile strength of the carboy and result in
compromising its integrity, especially at the seams. We have also observed in
our hands that the maximum fill volume defined solely on the basis of container
integrity was not compatible or acceptable in terms of product integrity, and
in fact a lower fill volume in the same-size container alleviated the damage
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to the protein. On the other hand, underfilled containers are more suscepti-
ble to implosions because of pressure differentials arising from differences in
atmospheric pressures and temperatures encountered during transportation or
the freezing–thawing processes.

• Effect of Multiple Freeze–Thaw . Once the conditions for full-scale freeze–thaw
processes are identified, the next step would be evaluation of effect of these
process conditions on freeze concentration, specific ice surface area (ice–liquid
interface), and low-temperature/cold denaturation temperatures and, in turn,
their respective impacts on the stability of the drug substance. Since the avail-
ability of the material will be scarce during the early stages of product devel-
opment, a scale-down model mimicking conditions that prevail at large scale
needs to be developed and validated (see Section 27.3.3.3 on how to develop a
scale-down model). It is recommended that, multiple freeze–thaw cycles (two
or three) be performed on the scale-down model and that the samples removed
at the end of each cycle be analyzed using stability-indicating assays. The
justification for subjecting the drug substance to multiple freeze–thaw cycles
comes from the possibility that during manufacturing the bulk drug substance
may need to be returned to the freezer during drug product manufacturing pro-
cess, because the bulk drug substance is not ready for further processing, the
fill–finish line is malfunctioning, or there are other interrupting circumstances,
and also because it is common practice to store remnants or intermediates frozen
to be pooled at a later date. Since the subtle changes in the protein structure are
seldom evident at time t = 0, the samples must be placed in long-term storage,
and the stability and integrity of the protein must be evaluated. It is also impor-
tant to study the effect of transferring from a −20◦C or −30◦C freezer to a
−70◦C freezer in order to simulate frozen transport conditions, where material
may be shipped packed in dry ice. Particularly critical at this condition is the
integrity of the container, which will be below the glass transition temperature
of the polymeric material of most carboys.

27.3.3.2. Development and Characterization of ‘‘Controlled Rate’’
Freeze–Thaw Process. Integrated Biosystems Inc. (IBI), now called Sartorius-
Stedim, has developed a controlled-rate freeze–thaw technology that is marketed in
two different types of containers but that work on a similar principle. The “CryoFin”
technology is based on a line of stainless-steel vessels, CryoVessels, when used in
conjunction with CryoTrols freeze-thaw system, control the freezing and thawing rates
thereby minimizing the denaturation at the ice–liquid interface and cryoconcentration.
These CryoVessels are compartmentalized symmetrically through fins such that the
distance between cooled surfaces and the LPTF is reduced and the heat transfer surface
area is extended. Under optimal conditions, both factors can be combined to create
an ice front velocity greater than the diffusion rates of solutes, thus minimizing the
creation of large-scale concentration gradients. Additionally, the ice–liquid interface
denaturation is minimized by preventing liquid supercooling by inducing ice nucleation
at container surfaces. The vessels are also designed for dynamic mixing during the
thawing process, which expedites thawing and removes any concentration gradients.
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The Celsius-Pak technology is also based on concepts similar to those used in the
CryoFin device, but it utilizes presterilized single-use plastic bags instead of stainless-
steel containers. The bags are made from multilayer, coextruded high-gas barrier films
containing ethylene vinyl acetate (EVA) copolymer as the fluid contact layer and EVA
polymer as the barrier layer to water vapor. The bags are compressed between the
heat exchange plates through which a silicone-based heat transfer fluid is circulated.
One challenge with the freezing systems in general is the heat transfer limitation,
however, the surface-to-volume ratio of the Celsius bags is designed in such a way
that it provides high heat removal rate over a small freezing pathlength that enables
controlled ice crystal growth and uniform product distribution of solutes across the
frozen matrix. Obviously, other advantages are associated with disposability, including
elimination of the need for clean-in-place and steam-in-place processing, minimizing
the cost of operation and maintenance, and eliminating the risks associated with cross-
contamination, especially in multiproduct facilities.

One important advantage, from a process perspective, of the controlled-rate tech-
nology is that one can achieve a high degree of uniformity and process reproducibility
consistent with the expectations of validation and regulatory compliance. However,
product stability is not ensured unless the process is well understood and optimal
conditions are identified. Besides ensuring stability of the product during processing
and on storage, the process should also be efficient and should not require major
equipment modifications.

There are formulation-dependent interactions with the freezing process as well.
The formulation determines the glass transition temperature of maximum freeze con-
centrate (T ′

g) of the product and also the maximum time and temperature for exposure
of the product to freeze concentration without compromising the integrity of the pro-
tein. Generally, it is considered to be safe to store the product below the T ′

g, which
minimizes mobility-driven reactions [30]. However, since the T ′

g value for a given
formulation also depends on the freezing rate, variations in the freezing process itself
may result in different T ′

g values [30].
Certainly, a goal during the development of a freezing process should be to

avoid cycles that require deep-freezing storage conditions for the product, which,
in turn, require specialized equipment and add to the cost of storage and shipment.
Additionally, storing Celsius-Pak below the glass transition temperature (Tg) values of
the plastic bags (around −20◦C) can result in brittleness and risk the integrity of the
bags. Brittleness is not determined by the Tg value alone; cold cracking temperatures or
brittleness temperatures (thought to be around −80◦C [31]) also need to be considered
before finalizing the choice of controlled-rate technology.

27.3.3.2.1. Process Development. One of the current drawbacks with
controlled-rate technologies is the lack of linear or direct scalability; that is, the
process developed at small scale is not linearly transferable to large scale. The process
first needs to be developed at large scale using a placebo solution, with the resulting
product temperature profiles then used to develop freeze–thaw cycles at small scale
to characterize the process and understand the impact of process variables on the
stability of the drug substance. The set-point temperature profile of the heat transfer
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fluid for the scaled-down unit is then programmed and adjusted in such a way that
the product temperature profiles observed at the LPTF in the small-scale system are
superimposed over the ones observed at large scale. The multiple set-point profile
adjustment on the scale-down unit must be done carefully, taking into account the
differences in the cooling capacities and heat exchange efficiencies between the two
scales. Supercooling is rarely observed with large-scale systems but is frequently seen
in small-scale systems. Supercooling effects in small-scale units can be minimized
by inducing ice nucleation by transiently dropping the setpoint temperature to a very
low value (e.g., −70◦C). The process performance equivalence between the two
scales and performance consistency between large- and small-scale equipment can
be assessed by comparing nominal freeze times (NFTs) and effective freeze times
(EFTs), respectively. Nominal freeze time characterizes the ice crystal growth rate,
which, in turn, determines the quality of the product as the rates influences both
cryoconcentration and morphology of the ice. It is defined as the time it takes the
last point to freeze to −5◦C from an initial temperature of +3◦C. Effective freeze
time is defined as the total time required to reduce the temperature at the thermal
center of the sample to a sufficiently low temperature (e.g., −30◦C) from an initial
temperature (typically ∼10◦C).

Since the controlled-rate technologies are designed and programmed to minimize
the cryoconcentration effects through a controlled freezing rate (i.e., an ice front
velocity of 20–25 mm/h and the creation of linear dendrites as opposed to branched
dendrites), the cooling rates does not need to be monitored and assessed. However,
the other critical parameters of the freezing process need to be evaluated to assess
whether they need to be optimized to meet freezing requirements of the product. To
minimize mobility-related interactions, it is advisable that the product be frozen to
temperatures below T ′

g and sufficient time be allowed for the product to equilibrate
to that temperature to ensure complete conversion of all the free water to ice. The
parameters that need to be evaluated include (1) the lowest temperature of solidification
and (2) the time to reach complete solidification. These two parameters need to be
determined by monitoring the thermocouple placed at the last point to freeze in the
bag, which is usually at the top center of the bag.

The thawing process is normally characterized by the critical process parameters
of time, temperature, and mixing speed. Their design is product-specific and is dictated
by the stability of the protein. It is recommended that the parameters required for
thawing to be completed as rapidly as possible, without the presence of ice and with
minimal foam, be identified and optimized while maintaining the product temperature
below the temperature limit imposed by the stability of the product. This can be done
in two steps; initially a series of experiments can be performed where the temperature
and hold times are varied while keeping the mixing speed constant to identify the
optimum conditions that allow the thawing process to occur close to the maximum
allowed product temperature. Next, various mixing speeds, typically ranging from 50
to 150 rpm, can be studied in an effort to identify an optimum mixing speed that
results in a clear and homogenous solution with minimal generation of foam. If the
formulation contains a crystallizable excipient such as mannitol, one may observe
settling of fine mannitol crystals that formed during the freezing step at the bottom
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of the container. Increases in mixing speed will result in increased crystal dissolution
rates; however, an increase in foaming tendency may also result.

27.3.3.2.2. Process Characterization. The operating parameters in the
controlled-rate freezing–thawing method need to be characterized to understand
the effect of various process variables on the performance of the process and the
product quality attributes. The study should include the effects of fill volume, as this
affects the process performance and, in turn, affects the product quality. Various fill
volumes produce different product temperature profiles, and since it is not feasible to
examine all possible freeze–thaw cycles and study their effects, a bracketed approach
covering the extremes can be taken. The extremes consist of maximum load (100 L
for Celsius-Pak and 200 or 300 L for CryoVessels) and a minimum load (4.2 L for
Celsius-Pak and 30 L for a 200 or 300 L CryoVessels), and thus, only two cycles
need to be developed at lab scale to study the effect of fill volumes. For commercial
production, one freeze–thaw cycle covering all volumes and all denominations is
preferred, as it will be easy to validate and use. In addition to fill volume, the
effect of multiple freeze–thaw cycles, freezing rates (maximum and minimum),
protein concentration, excipient weight ratios, formulation (liquid and lyophilized
formulations), storage conditions (e.g., both relatively warmer temperatures such as
−20◦C or −30◦C, and colder temperatures corresponding to dry ice after freezing to
−50◦C) should be studied.

27.3.3.3. Development of a Scale-Down Model. Because of the cost and
limited availability of the drug substance during the early stages of product and pro-
cess development, we recommend developing a scale-down model that mimics the
conditions that prevail in the large-scale unit. Generally, these scale-down models are
suitable for characterizing the process and/or studying the effect of various process
variables on the integrity of the protein molecule in particular and overall quality
attributes of the drug substance in general. These studies are key to identification of
critical process parameters and to development of the “design space.” However, in
general, they are not suitable for developing a process or for identifying the process
conditions for large-scale freeze–thaw processes, especially the thawing conditions.
The development work for the large-scale freeze–thawing processes needs to be per-
formed in a large-scale unit, typically using a placebo formulation in place of drug
substance. A scale-down model can be said to mimic the large-scale unit when it
demonstrates the equivalency in (1) product temperature–time profile (e.g., product
temperature–time profiles on a scaled-down model must be closely superimposed on
the profiles from a large-scale unit) and (2) freezing and thermal events (e.g., extent
of cryoconcentration and specific surface area of ice). Both the temperature–time
profile and the extent of thermal events depend on the freezing rate and ice front
velocity, which, in turn, depends on the freezing pathlength. During the development
of a scaled-down model, for both controlled- and uncontrolled-rate technology, if one
keeps the freezing pathlength the same as that at large scale and manipulates the
dimension of the container or insulates the container in such a way that the rate of
freezing is determined predominantly by one-dimensional heat conduction, then the
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freeze–thaw conditions that prevail in the large-scale system can be easily mimicked.
The flexibility to volume adjustments of the scaled-down model can be achieved by
adjusting the other dimensions of the container, which may be challenging in the case
of cylindrical carboys, but easily attainable in the case of rectangular containers. If this
strategy is followed, freezer temperature is the only variable that determines the rate
of freezing, and by making the temperature consistent between small- and large-scale
systems, scale-independent freezing may be achieved.

27.3.3.3.1. CryoWedge. Sartorius-Stedim has designed a scaled-down system,
called the CryoWedge, to accompany the large-scale CryoVessel that allows study of
the impact of freezing and thawing conditions on the stability of the protein. The
scaled-down system requires a minimum working volume of 350 mL, and samples as
large as 4 L may be tested. Its wedge shape is designed to mimic one compartment
of the symmetric compartments of the CryoVessel with identical configuration of the
heat exchange surface angles, length, and material of construction [32].

The design of the CryoWedge models the compartments of the vessel, but it
requires programming in order to generate product temperature–time profiles similar
to those observed in the CryoVessel. A stepwise freezing–thawing program for the
heat transfer fluid needs to be developed using the CryoTrol software associated with
the CryoWedge unit so that it creates freezing and thawing conditions comparable to
what the product would experience in the CryoVessel. The final optimized stepwise
freeze–thaw conditions that resulted in superimposable product temperature profiles
between CryoWedge and CryoVessel then can be used to study the effect of process
variables on the stability of the product. Still, the CryoWedge connot be used to
develop a large-scale freeze–thaw process; a large-scale CryoVessel is required for
the development of the freeze–thaw process.

27.3.3.4. Considerations for Development of a Large-Scale Freeze–
Thaw System. The objective of the design and development of a freeze–thaw
system should be that it is easy to control, robust to operate, and linearly scalable from
lab to manufacturing. Scalable techniques that can identify the necessary conditions to
minimize such damage in manufacturing environment would be immensely valuable.

27.3.3.4.1. Design. Geometry of the container is a key design parameter. Com-
putational fluid dynamics (CFD) studies can predict the impact of edges and other
geometric considerations of the container on the temperature of the bulk drug substance
stored in the container and provide useful insight into container design considerations.
Dimensions of the container need to be designed such that the rate of freezing is
determined predominantly by one-dimensional heat conduction, which is believed to
be achieved more easily with rectangular as compared to cylindrical geometries [33].
In order to minimize cryoconcentration, the ice front velocity should be higher than the
diffusion rate of solutes so that the protein molecules and solutes become entrapped
by the moving freezing front. This can be achieved through the combination of shorter
freezing pathlength and efficient external heat transfer. Computational studies suggest
that a thickness of the heat transfer pathlength of 8.4 cm promotes linear dendrites,



692 STRATEGIES FOR BULK STORAGE AND SHIPMENT OF PROTEINS

and the rate of growth of dendrites would be comparable to diffusional rate of solutes
and the cryoconcentration phenomenon could be minimized [34]. One has to be care-
ful while trying to design a container with small diameter and large height in an
effort to increase the ice front velocity, because significant mechanical stress can be
generated in the side walls from expansion of ice during freezing. It is safer to have
the predominant heat sink located at the bottom of the vessel in order to prevent rapid
freezing of the upper levels of the liquid and entrapment of unfrozen liquid phase
under frozen surfaces.

For stainless steel containers besides heat transfer through conduction, heat trans-
fer from the storage container to the atmosphere through radiation can be enhanced
by polishing the heat transfer surface of the storage containers to 320 grit and elec-
tropolishing to provide a mirror finish [35]. Product transfer, storage conditions,
recovery, handling, rating for full vacuum, ability to withstand Clean-in-place (CIP)
and Sterilization-in-place (SIP), and compliance with ASME code are other consider-
ations that need to be kept in mind during the design.

27.3.3.4.2. Freezing. The limitations in heat transfer resulting in cryoconcen-
tration in large-scale freeze–thaw systems arise mostly from their inability to quickly
remove heat of fusion and cool the system as the ice front progresses. This challenge
increases with the increase in thickness of ice due to poor heat conduction through the
frozen mass. One way to address this problem is to increase the temperature differen-
tial between the heat transfer fluid and the product. Liquid nitrogen can be used, but
thermal stress may be imparted to the container, and additional handling limitations
may be needed. Use of cascade refrigeration design or cooling the heat transfer fluid
using liquefied gases in combination with the use of extended heat transfer surfaces
can be considered.

27.3.3.4.3. Mixing. Use of agitators in the form of an impeller or propeller may
not be an efficient way of thawing the solutions as they can be effective only after
significant amount is thawed statically, which takes considerable time. Gentle rocking
of the container back and forth by placing it on a shaker or recirculation of the
thawed material at a rate 2 times the average melting rate would be the ideal choices
for ensuring production of homogenous solution.

27.3.3.4.4. Requirements of Heat Transfer Medium:. Heat transfer fluids
should have low viscosities at low temperatures. Temperature-dependent viscosity
changes may result in dramatic changes in heat transfer coefficients if the viscosity
becomes large enough to cause transitions between turbulent and laminar flow. Heat
transfer fluids ideally should be nontoxic, nonflammable, and high-boiling. Unfortu-
nately, many low-viscosity fluids have relatively low flash point temperatures and thus
may pose a flammability danger.

27.3.3.5. Practical Considerations.
27.3.3.5.1. Formulation Considerations. Purified proteins must be stored for

an extended period of time before they can be processed for fill and finish operations.
During this storage time, they must retain their native state conformation and avoid
chemical degradation. Typically, the drug substance is expected to have a minimum
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of 2 years of storage stability. Although optimal conditions for storage are specific to
each protein, an attempt is made here to provide some general considerations to keep
in mind while designing the protein formulation and some guidelines for storage of
bulk drug substance:

• Storage in Liquid State. Instability in aqueous solution can be minimized by
optimizing solution conditions that increase thermodynamic stability of the
native conformation of the protein. Important variables include solution pH,
ionic strength, and protein concentration. In some situations, solution stability
is enhanced as protein concentration increases, whereas in other cases aggre-
gation follows second-order kinetics and rate of reaction is sensitive to protein
concentration, and optimization of protein concentration helps to stabilize the
protein solution [19]. Including some ligands that specifically bind to the protein
and thereby increase the thermodynamic stability, such as calcium and other
cofactors, can be considered. Solutes that are preferentially excluded from the
surface of the protein (termed excluded solutes) increase the free energy of
protein unfolding by destabilizing the unfolded state of the protein relative to
the native conformation. Excluded solutes are effective stabilizers in aqueous
solutions at relatively high molar concentrations (e.g., >500 mM) [36]. If the
protein is known to contain sulfhydryl (–SH) groups, addition of a reducing
agent such as dithiothreitol (DTT) to a final concentration of 1–5 mM may
reduce unwanted disulfide formation [37].

• Frozen Storage. If the protein is found to be sensitive to freezing and thawing,
and the mechanism of denaturation is suspected to be due to cold denaturation or
interfacial denaturation, then including cryoprotectants and surfactants should
be considered. The mechanism by which cryoprotectants protect the protein
during freeze–thaw is the same as the mechanism that enables the exclusion
solutes to protect the protein in solution by increasing the free energy of unfold-
ing [36]. Since the mechanisms are the same, the same excluded solutes such
as glycine, mannitol, disaccharides, and poly(ethylene glycols), PVP, certain
amino acids, methyl amines, and salting-out-salts (ammonium sulfhate) typi-
cally can be used as cryoprotectants and are effective in molar concentrations
in the range of 300–500 mM. If the mechanism of denaturation is through
ice–liquid interfacial denaturation, then slow cooling combined with the use of
a surfactant may alleviate denaturation at ice–liquid interfaces [38]. The addi-
tion of nonionic surfactants such as polysorbate 20 or 80, poloxamer 188, and
pluronic F68 ranging from 0.01% to 0.1% protects the protein by competing
with the protein molecules for ice–liquid interfaces [39]. Additionally, dilute
solutions are more prone to inactivation and loss as a result of low-level bind-
ing to the storage vessel. In these situations the adsorption-related denaturation
of the protein can be mitigated by increasing the initial protein concentration
or by adding a carrier or filler protein such as purified hSA to 1–5 mg/mL
(0.1%–0.5%).

Protein conformation and stability can be affected simply by exposure to low
temperature without cryoconcentration effects [40], which means that formulation
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excipients and their concentrations should be selected such that they do not depress
the freezing point substantially and require deep freezing for complete solidification of
ice. Formulation excipients should be chosen to provide eutectic freezing and protein
stability at warmer temperatures.

Storage of protein solutions in metal containers such as stainless steel can result
in leaching of metals, and if the protein contains exposed methionine or cysteine or
sulfhydryl groups, these groups may then be susceptible to metal-catalyzed oxidation.
In this case, adding a metal chelator such as polyaminocarboxylate (PAC), citrate, or
EDTA to a final concentration of 1–5 mM [41] should be considered. To prevent the
proteolytic cleavage of proteins, inclusion of protease inhibitors can be considered
and for any microbial growth, especially for liquid storage, including additives such
as sodium azide (NaN3) at a final concentration of 0.02–0.05% (w/v) or thimerosal
at a final concentration of 0.01% (w/v) can be considered.

The use of pH indicators will help in identifying suitable environments for freezing
protein solutions. Citrate, Tris, and histidine buffers are considered safe for freezing
processes as they are less likely to undergo pH changes during freezing [42,43].

27.3.3.5.2. Storage Temperature Considerations. The physical characteris-
tics of the containers with respect to their ability to withstand both freezing and
autoclaving conditions and rigorous shipping and handling must be evaluated prior
to their use; Table 27.1 [3] and Table 27.2 [44] summarize some of the important
characteristics of plastic containers. In order to use plastic containers for freezing
applications, their brittleness temperatures should be lower than their anticipated stor-
age temperatures.

The storage temperature of biologics is dictated by the product stability; how-
ever, historically biologics have been stored in the range from −20◦C to −80◦C. It
is critical to know the phase transition temperatures of product solutions, and storage

TABLE 27.1. Physical Properties of Plastic Materials

Maximum Use Brittleness Percentage
Type of Temperature, Temperature, of Water
Container Clarity ◦C ◦C Autoclavable Absorption, %

High-density
polyethylene

Translucent 120 −100 No <0.01

Polycarbonate Translucent 135 −135 Yes 0.35
Polypropylene Translucent 135 0 Yes <0.02
Polytetra fluo-

roethylene
Translucent 260 −267 Yes 0.01

Stedim Flexel
2D bags

Translucent — −80 No, γ-
irradiable

—

HyClone HyQ
CX5-14
Labtainer

Translucent — — No —
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TABLE 27.2. Physical Properties of Plastic Materials

Type of Plastica

LDPE HDPE PP MP PC PVC PA

Maximum Use
temperature, ◦C

80 120 135 175 135 70 121

Brittleness
temperature, ◦C

100 100 0 20 135 30 40

Transparency Translucent Translucent Translucent Clear Clear Clear Translucent
Autoclaving No No Yes Yes Yes No Yes
Sterilization gas Yes Yes Yes Yes Yes Yes Yes
Dry heat No No No Yes No No No
Disinfectants Yes Yes Yes Yes Yes Yes Yes
Specific gravity 0.92 0.95 0.90 0.83 1.20 1.34 0.90
Gravity flexibility Excellent Rigid Rigid Rigid Rigid Rigid Moderate

a Resin codes: LDPE—low-density polyethylene; PP—polypropylene; PMP—polymethylpentane;
PC—polycarbonate; PVC—poly(vinyl chloride); PA—polyallomer.

temperatures significantly away from phase transition temperature should be identi-
fied to avoid exposure to temperature-cycling effects that can inactivate the protein by
exposing it to high salt concentrations, extreme pH, or other cryoconcentration effects.
In general, storage at lower temperatures such as −40◦C or −80◦C is preferred over
−20◦C for a variety of reasons: (1) −20◦C is close to the phase transition temperature
(eutectic temperature) of salts that are commonly used in protein formulations, and
cycling of the temperature by the freezers above and below −20◦C can cause dissolu-
tion and recrystallization of salts, which could cause stress to the protein molecules in
addition to the cryoconcentration effects as mentioned above; (2) the temperature of
the freezer will not be the same −20◦C at all locations but could differ by 5◦C–10◦C,
which could potentially leave the product in a partially unfrozen state; and (3), on
storage at lower temperatures such as −40◦C or −80◦C, the rates of adverse reactions
arising from either cryoconcentration, cold denaturation, or interfacial denaturation
can be retarded compared to those at −20◦C. However, one must also realize that
the lower the storage temperature, the higher will be the cost for energy, equipment,
and operational logistics for storage and product. It may be possible to store some
products at −20◦C after they are frozen at lower temperatures if there are no phase
transitions and if the subsequent annealing resulting in secondary crystallization would
not impact product stability.

The adverse effects of repeated freeze–thaw can be mitigated by appropriate
aliquoting so that containers are sized to fill and finish batch requirements. Alterna-
tively, if the protein is sensitive to repeated freeze–thaws, then addition of glycerol
or ethylene glycol will prevent solutions from freezing at −20◦C, enabling repeated
use from a single stock without warming (i.e., thawing). Ethylene glycol is a better
choice than glycerol as it does not support microbial growth. To minimize cryocon-
centration effects, an alternative is to use small containers that will reduce the freezing
pathlength.
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27.3.3.5.3. Directional Heat Flow. According to guidelines for the formu-
lation and processing methods, the basic structural unit of ice formed could be (1)
vitreous, (2) cubic, (3) dendritic (linear or branched), or (4) spherulitic (coarse or
evanescent) [45]. The moving solid boundary during freezing could be flat or dendritic
in nature. A moving dendritic ice front allows solutes to be entrapped in the inter-
dendritic space, which promotes a more uniform macroscopic distribution of solutes
in the frozen mass and minimizes freeze concentration. If the moving solid–liquid
interface were flat, solutes could be more easily excluded from the frozen mass and
become increasingly concentrated. One important strategy for controlling dendritic
growth for freezing large volumes is to ensure directional heat flow. Convection or
agitation in the liquid phase of the solution during freezing may cause an exclusion of
solute molecules from the solution’s solidifying mass and gradual cryoconcentration
of solutes in the liquid phase. This is caused by the sweeping effect of liquid motion
at the solid surface and the suppression of dendritic ice growth. It is important to
avoid any mechanical agitation during the freezing.

27.3.3.5.4. Container–Closure Integrity (Carboys). A few practical con-
siderations during the use of carboys as storage containers for freezing, shipping, and
thawing of bulk drug substance are listed below:

• Avoid using polypropylene carboys (use polycarbonate carboys instead).
• Carboys may be autoclaved with a sterilization temperature of 121◦C and a

minimum time of 35 min.
• The autoclave cycle must be challenged with two bacterial aerosols.
• Define working volumes on the basis of integrity of the carboy and stability of

the drug substance, generally recommended at 3–16 L for 20-L carboys and
1–8 L for 10-L carboys.

• Minimize the number of underfilled carboys to prevent implosions related to
pressure differential when transported to global manufacturing sites.

• After filling of the bulk drug substance into carboys, the caps should be torqued
to 125 in. · lb and retorqued to 125 in · lb after 10 min.

• Do not freeze carboys in upright or frost-free freezers.
• Do not freeze carboys on the floor of freezer; use vented stainless-steel wire

racks of a walk-in freezer. Carboys on the floor will freeze atypically due to
lack of heat transfer from the bottom, causing bulging and stress on the carboys
underside. Leave a minimum of 2–3 in. of space between the carboys.

• Minimize any vibrations or agitation of carboys during freezing.
• Carboys may be wrapped in Mylar bags to avoid CO2 ingress from dry ice

used during shipment.
• Do not place carboys at an angle on gel packs during transportation to avoid

bulging.
• Do not expose the frozen carboy to room temperature immediately; follow a

gradual temperature exposure by exposing to 2◦C–8◦C, followed by exposure
to room temperature.
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• If stability data allow, consider dynamic thawing over static thaw at room
temperature to reduce the thaw time, minimize residence time of protein in a
concentrated state, and produce a homogeneous solution on the end of thaw.

27.3.3.6. Case Study. A systematic study was undertaken to understand the
differences in the impact between controlled and uncontrolled freeze–thaw rates
on product quality attributes. Conventional carboys were used for uncontrolled
freeze–thawing rates study, while CryoVessels and Celsius-Pak technologies
were explored for controlled-rate study. Two different types of biomolecules,
a fusion protein and a peptibody, were involved in the study. The integrity of
both types of molecules against multiple freeze–thaw cycles was evaluated using
stability-indicating assays. The rationale behind studying multiple freeze–thawing
cycles was (1) the impact is not clearly apparent from single cycle and (2) in practice,
the products are frozen and thawed multiple times for various reasons. The case study
results demonstrate that while some proteins may not be sensitive to the freezing-
rate-dependent denaturation phenomenon, some other biomolecules that lose integrity
on exposure to uncontrolled-rate freeze–thaw processes can be effectively protected
using controlled-rate freeze–thaw technologies such as Celsius-Pak or CryoFin.

As stated earlier in this chapter, some proteins are cold-labile and undergo cold
denaturation on exposure to subzero temperatures but others undergo denaturation dur-
ing the freezing–thawing processes by two different mechanisms: cryoconcentration
and/or ice–liquid surface denaturation. However, some proteins tend to survive against
the uncontrolled freezing–thawing-related denaturation processes. These denaturation
processes are believed to be influenced by the freezing rates, which, in turn, are
influenced by the freezing and thawing methodologies.

27.3.3.6.1. Case Study 1: Fusion Protein. To mimic uncontrolled freezing
and thawing rates, the bulk drug substance of the fusion protein solution was filled
into carboys and frozen by placement in a walk-in freezer. Thawing was carried out
by placing the frozen carboy in a cold room maintained at 2◦C–8◦C. A total of five
freezing–thawing cycles were carried out, and samples were collected after each cycle.
Size exclusion HPLC (SE-HPLC) was employed to resolve the higher-molecular-
weight species (aggregates) from the main component and the results, as shown in
Figure 27.3, indicate a slight increase in the percentage of aggregates, up to three
freeze–thaw cycles, as compared to the pre-freeze–thaw control sample in a carboy.
However, no further increase in the percentage of aggregates was observed beyond
three consecutive freeze–thaw cycles. As no increasing trend in the % aggregates with
increase in the number of freeze–thaw cycles was observed, it was concluded that no
significant impact of freeze–thaw operation was observed on product quality of the
fusion protein when frozen and thawed in carboys. All results from other stability
indicating analytical tests indicated no significant alterations in the integrity of the
protein. When this material was further processed for fill-finish operations, no change
in the overall drug product quality attributes was observed, demonstrating no adverse
impact of uncontrolled five freeze–thaw cycles.

CryoVessel technology was used as the controlled-rate freezing–thawing process,
and the impact of the process conditions on the integrity of the fused protein was
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studied in a CryoWedge, a scaled-down model that mimics the internal configuration
of the CryoVessel and requires only a few liters of material. When the same fusion
protein solution was then subjected to five consecutive freeze–thaw cycles in the
CryoWedge using an optimized freeze–thaw cycle, sizing results indicated no change
in the integrity of the protein structure, and the quality of fusion protein product
compared to the control as shown in Figure 27.3. The side-by-side stability results
of two technologies depicted in Figure 27.3 clearly demonstrate no impact of freez-
ing methodology on the product quality, suggesting the robustness of the protein to
freezing-induced denaturation processes.

27.3.3.6.2. Case Study 2: Peptibody. When the bulk drug substance of a pep-
tibody was subjected to multiple freeze–thaw cycles under identical uncontrolled-rate
conditions using 10-L carboys and the drug product quality attributes were evalu-
ated, differences were observed against the control or prefreeze–thaw samples with
the increase in number of freeze–thaw cycles as shown in Figure 27.4. Analysis of
postfreeze–thaw samples using SE-HPLC indicates an increasing trend in the percent-
age of higher-order aggregates with increase in the number of freeze–thaw cycles.
Differences in the percentage of main peak compared to control were also observed
with scale from 2- to 10-L carboys (data not shown), in agreement with the fact
that the freezing-induced denaturation is a scale-dependent phenomenon in the case
of uncontrolled-rate freeze–thaw technology. On the other hand, product collected
and analyzed from Celsius-Pak, a controlled-rate freeze–thaw technology, after each
freeze–thaw cycle did not show any significant change in percentage aggregates even
after five cycles, suggesting that the controlled-rate technology is better at preserving
product quality during freeze–thaw than in a carboy.
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The results of these case studies demonstrate that not all biomolecules are
sensitive to freezing-induced denaturation phenomena, and their robustness against
uncontrolled-rate freeze–thaw technology can be utilized advantageously by using
walk-in freezers consisting of either plastic or stainless-steel containers, provided the
material demand is not too high and initial capital investment in acquiring Celsius
or CryoFin technologies is not excessive. However, for those biomolecules that are
sensitive to freezing-induced denaturation phenomena and whose material demand
is too high, use of controlled-rate technologies such as CryoFin or Celsius-Pak can
prove to be quite beneficial in terms of efficiency and protection against denaturation.

27.3.4. Bulk Drying

Developing antibodies into therapeutic products involves administration of large doses
for long periods of time, which translates into a challenge to the upstream/downstream
scientist to produce high volumes of bulk. It becomes more challenging if the product
is designed for subcutaneous administration where the maximum injection volume
is typically 1.5–2.0 mL. One techniques that is commonly employed to concentrate
the solution and is easily scalable is tangential flow filtration (TFF), which allows
buffer exchange and concentration of protein to a certain level before it begins to
build up higher concentrations at the boundaries of the membrane, causing decrease
of flux and membrane fouling. Besides the impact of repeated circulation of protein
solutions through tubing and pulsation of the pumps on the integrity of the protein
caused by creation of cavities another factor that could potentially impact process
performance and limit its use for concentrating protein solutions is the development
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of high backpressure during the process caused by increase in solution viscosity and
increase in concentration exceeding the capacity of the pump. Furthermore, the high
viscosity of the solution impacts the yield.

Considering the high dose levels and large patient populations, it is anticipated
that some compounds will need to be manufactured in relatively high volume. To meet
this requirement for high-volume manufacturing, bulk, batch processing and holding
steps for pooling batches of intermediates is recommended, and should become an
integral part of unit operations in bulk manufacturing. In terms of operational conve-
nience, storage of bulk drug in solution state is desirable, and in most cases solution
stability does allow refrigerated storage. However, the real difficulty or challenge
arises when the bulk solution is subjected to vibrations and agitation during transport,
creating foam, which is known to be deleterious to the integrity of the protein. Hence,
cryopreservation is commonly employed for bulk storage and shipment. However,
both uncontrolled- and controlled-rate cryopreservation technologies present logisti-
cal and operational challenges, as they are expensive to clean, maintain, and operate;
require skilled personnel; and require a large facility space for storage of the in-
process quarantined material. Moreover, shipping of the containers and frozen liquid
is expensive.

In such situations, bulk drying can prove to be beneficial in addressing the limita-
tion and challenges associated with UF/DF IV processes and cryopreservation. Various
drying technologies such as freeze drying, spray–freeze drying, spray drying, and
vacuum drying are available, and the selection of the appropriate drying system for a
specific situation should be based on the product’s characteristics and drying behavior
as well as the requirements of the end product. Among all the available technologies,
freeze drying is the most commonly used method for bulk drying of protein solutions,
and among all types of freeze-drying trays, stainless-steel ones are perhaps the most
commonly used. However, the selection of trays is crucial, as the material composi-
tion of the trays can impact heat transfer, which, in turn, can impact the nature of
the cake structure and the efficiency and effectiveness of the process. The reader is
referred to Chapters 23 and 28 for detailed information on process development and
characterization of these technologies.

In addition to product quality, selection of the final bulk storage method also must
factor in the business and logistical aspects, some of which are discussed in the next
section.

27.4. BUSINESS AND LOGISTICS CONSIDERATIONS IN SELECTION
OF BULK STORAGE/SHIPMENT TECHNOLOGIES

Business and logistic considerations in the selection of the bulk storage and shipment
technology play a major role in determining the total cost of manufacturing, an impor-
tant variable for any business. Value comparison analysis that includes risks, capital
costs, depreciation value, implementation and operational costs, and other variables
can be performed before finalizing the technology.
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27.4.1. Capital Equipment Costs

These include

• Technology-Specific Equipment . A thorough evaluation of the technology in
question should ensure that useful life-cycle assumptions are being made in the
pursuit of this technology, determine the applicability of technology for multiple
products, determine the ease and cost of implementation across multiple sites,
and should check for robustness of the technology.

• Facility Modification Requirements and Cost . Issues such as the modifications
necessary to install and operate the new equipment at the drug substance
and drug product manufacturing sites, footprint space requirements, utility and
equipment tie-ins, fit with current supply-chain configuration, and costs associ-
ated with reconfiguration of supply chain, if any, must be included in estimating
the total cost of new-technology introduction.

• Warehouse Requirements and Potential Expansion Costs . Size and configuration
of current coldrooms, freezers, pallet position requirements of both existing and
new technologies, need for expansion of warehouse capacity, and associated
costs should also be included as capital costs.

27.4.2. Operational Costs

These include

• Full-time Employee (FTE). Comparison of ongoing staff costs to maintain status
quo with the cost of implementing new technology, future benefits, and long-
term savings after implementation, and the related underlying assumptions must
be reviewed.

• Transportation Costs . Comparison of status quo transportation lane costs with
assumptions of the new-technology transportation cost must be reviewed.

• Disposable Cost . Comparison of the cost of disposables for the old and new
technologies must be reviewed.

• Maintenance Costs . Comparison of maintenance costs of old and new tech-
nologies must be reviewed.

• Process Development Implementation Costs . Prior to implementation of the new
technology at the commercial site, a significant amount of process development
work may be required to characterize the new technology and implement it at
the various sites. Costs associated with the purchase of pilot-scale equipment
and related FTE costs must be reviewed and included in the total operational
cost.
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28.1. INTRODUCTION

The growing number of peptide, protein, and vaccine product candidates has greatly
increased the number of drugs and drug candidates in which stabilization by drying
and optimal dosage presentation are of increasing importance. The formulation, solid-
state properties, and so-called thermal history to which the drug is subjected during
downstream pharmaceutical processing are highly influential in determining key prod-
uct characteristics such as shelf life. The thermal history of a dried product is defined
by the drying process method and parameters used, including the heat and mass trans-
fer mechanisms of the drying system, the drying time, the processing temperature, the
chamber pressure (if drying under vacuum conditions), the moisture of the inlet air
(if not drying under vacuum), and other factors. Therefore, it is important to under-
stand the unit operations involved in a drying method and the key drying parameters
that impact the solid-state properties, and ultimately the product’s stability in storage.
This chapter presents an overview of several conventional and unconventional drying
methods used in the biopharmaceutical industry. Principles of biopharmaceutical sta-
bilization, the unit operations of key pharmaceutical drying processes, thermal history
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involved in each drying methods and their applications, and the challenges of each
drying method are reviewed.

28.2. AN OVERVIEW OF THE MECHANISMS OF STABILIZATION
IN FROZEN, LIQUID, AND DRIED STATES

More recent pharmaceutical drug development trends suggest that economical factors,
marketing considerations, and life-cycle management have become major drivers in
the selection of the final drug product form. While more biopharmaceutical products
are manufactured in liquid dosage forms, dried forms continue to increase, facilitated
by the advent of new drying process options.

Arguably the most important reason for drying a biological product is to stabilize
and prolong its shelf life. An in-depth understanding of the mechanisms of pharma-
ceutical stabilization in the dry state requires an appreciation of the mechanisms that
govern protein stability not only in the solid state but also in the liquid state, that is,
the starting material prior to drying. The stabilizers that have been developed for liq-
uid formulations including sugars (e.g., sorbitol, sucrose, trehalose), surfactants (e.g.,
polysorbates, pluronics), charge-shielding agents (e.g., small charged amino acids),
specific protein ligands (e.g., heparin binding to FGF) also have a beneficial role in
the dry state and will be briefly discussed here. An important mechanism of protein
stabilization in the liquid state, particularly for sugar-based stabilizers, is believed to be
“preferential exclusion.” Essentially, the theory states that the stabilizing solutes exert
their stabilization by being preferentially excluded from the protein surface [1–5].
Because the magnitude of solute exclusion is proportional to the surface area of the
protein, the energy barrier is higher for the protein to unfold in the presence of these
stabilizers. Therefore the system will favor the protein state with the smallest surface
area; that is, a more ordered and native conformation of protein molecule is ther-
modynamically favored. In the absence of stabilizers, the free energy of unfolding
(�Gunf) and total entropy of the system decrease, leading to destabilization. A second
mechanism thought to be involved in protein stabilization in the liquid state is related
to the colloidal stability as governed by the second virial coefficient [6,7]. However,
the supportive data for this mechanism are still evolving and debated.

The use of dried formulations eliminates many problems associated with drug
product in liquid or frozen formulations. In addition to a dramatic improvement in
the shelf life of most biological materials [8], drying circumvents possible agitation
or shear sensitivity, container closure integrity problems, freeze–thaw stresses, and
manufacturability challenges at high concentration. Other benefits of drying generally
include reduced product weight and bulkiness and hence ease of shipping and distri-
bution, reduced cold chain storage requirements, and the possibility of increasing the
reconstituted drug concentration range on reconstitution with a lower diluent volume.
Drying a solution containing dissolved drug can be accomplished by unit operations
as simple as the application of air drying, drying under gentle vacuum, or other heat-
assisted evaporative processes [9]. In addition to freeze drying (lyophilization), other
more complex drying methods that involve multiple unit operations such as spray
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drying, spray-freeze drying, and supercritical fluid drying have also been evaluated
for biopharmceuticals and are the focus of this chapter.

The most commonly used stabilizers for pharmaceutical drying include nonre-
ducing sugars (e.g., sucrose, trehalose, raffinose, stachyose), surfactants (e.g., polysor-
bates, pluronics), and some amino acids (such as arginine) and proteins (such as serum
albumin). One common requirement for stabilization is that the stabilizer remain in the
same amorphous phase as the biological material. Two generally accepted hypotheses
to explain stabilization in the dried state for many of these stabilizers include the
following [10–14]:

1. Water Substitution Hypothesis . Protein-bound water that is removed during the
last stages of drying is believed to contribute to thermodynamic destabilization
and activity loss. This dehydration or desiccation-induced loss is prevented by
hydrogen bonding between the stabilizer and specific sites at the surface of
the proteins, leading to preservation of native structure. In this theory, the
stabilizer preserves the native protein conformation by maintaining high free
energy of unfolding.

2. Glass Dynamics Hypothesis . Biological materials are kinetically immobilized
in a rigid, glassy matrix in the dried form. Therefore, global motions (α
relaxations due to translational and/or rotational motions) and local molec-
ular motions (β relaxations) that may be relevant to protein instability are
suppressed. Hence, protein conformation is stabilized regardless of the free
energy of unfolding.

28.3. HEAT AND MASS TRANSFER DURING DRYING

The heat transfer to heat the solvent and mass transfer to remove the solvent from the
product occur simultaneously during drying and can be described as three sequential
processes [15]:

1. Heat transfer from an external source to the solvent containing the dissolved
formulation and actives

2. Phase transformation and mass transfer of the solvent from a liquid or solid
(e.g., ice) to vapor state

3. Mass transfer of vapor away from the dried material

28.3.1. Heat Transfer

During drying, energy is transferred in the form of heat by means of conduction,
convection, and/or radiation. Heat transfer by conduction involves transfers of kinetic
energy as temperature gradients across the solids from a region of higher temperature
to a region of lower temperature. Conduction driers such as fluid-bed driers are also
called “indirect” or “contact” driers [16]. Typically the heat is supplied through heated
surfaces within the drier. The rate of conductive drying is proportional to the degree of
contact between the wet material and the heated surface. Vaporized liquid is removed
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from the heating medium and carried away by vacuum or by a carrier gas. The rate
of energy transferred by conduction (Qcond in cal/s) is proportional to the magnitude
of the temperature difference and opposite to its sign [15]:

Qcond = −kA
dT

dX
(28.1)

where A is heat transfer area (in cm2) and k is a proportionality constant called
thermal conductivity [in cal/(s·cm2·◦C)], a property that measures the ability of a
material to conduct heat. Thermal resistance to heat transfer by conduction (Rcond), a
value proportional to the reciprocal of k , reflects opposition to flow of heat energy by
conduction and can be derived from the following equation [15]

Qcond = �T

Rcond
(28.2)

where �T is the temperature difference between the surface and the drying interface
at product that drives heat transfer by conduction.

In many biopharmaceutical drying operations, heat is supplied externally to prod-
ucts by a drying medium such as heated dry gas to provide energy for solvent removal
(mostly by evaporation). The mechanisms of heat supply in this case consist of con-
vective with or without conductive heat transfer between the drying medium and
the product [17]. Convective drying involves heat transfer through diffusion and by
advection; that is, energy needed for solvent removal from the product is supplied by
Brownian motion of molecules of the surrounding drying gas (e.g., air, nitrogen), as
well as large-scale motion of currents of the drying gas. Thus, heat transfer occurs at
the interface of a solid and fluid or gas as a result of the temperature gradient. Vapor-
ized liquid is carried away by the drying medium [17,18]. Examples of convective
dryiers, also called “direct” driers, are air suspension driers such as fluid-bed, flash,
rotary, spray driers, and modifications of spray driers (e.g., spray coating) [16,18].
The rate of energy transfer by convection (Qconv) can be given by [15]

Qconv = hA�T (28.3)

where h is the convective heat transfer coefficient [in cal/(s · cm2· ◦C)] a quantity
that depends on conditions of fluid flow, fluid properties, and system geometry; �T
is the temperature difference between drying medium and product. Thermal resistance
to heat transfer by convection (Rconv) is proportional to the reciprocal of h and reflects
opposition to heat flow by convection.

Radiation is the transfer of heat from a surface through electromagnetic radiation;
that is, no medium is necessary for radiation to occur. The wavelengths of thermal
radiation produced by emitting bodies range from 0.1 to 100 µm [15–17]. For a small
spherical particle inside a large space, the rate of energy transfer by radiation (Qrad)
can be expressed as [15]

Qrad = �T

Rrad
(28.4)
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where �T is the temperature difference between the radiating surface and the prod-
uct. Thermal resistance to heat transfer by radiation (Rrad) reflects opposition to
heat flow by radiation; Rrad is a function of emissivity, a dimensionless factor that
expresses radiative emission from a surface as a fraction of emission from a blackbody.
Heat needed for solvent removal may be generated volumetrically as in dielectric or
microwave drying. This kind of heat supply eliminates the need to transport heat from
the dry surface into the wet core. Hence, this eliminates most of the defects concern-
ing external heat supply (to be discussed later). Despite numerous advantages, heat
generated volumetrically is seldom frequently used in biopharmaceutical drying due
to the difficulties associated with setup and high costs (17).

Pharmaceutical drying equipment typically uses more than one heat transfer mech-
anism for drying. For example, heat transfer in freeze drying and foam drying is
accomplished mainly through gas convective (vapor in the space between the shelf
and the bottom of the vial) and conduction from shelf to vial at points of contact.
Additionally, there is some heat transfer via radiation (from the top, bottom, and sides
to the vial) [19,20]. Under drying processes where all heat transfer mechanisms are
involved, the total thermal resistance (RT) can be described by [15]

RT = Rcond +
[

Rconv • Rrad

(Rconv + Rrad)

]
(28.5)

If Rrad � Rconv, then Equation (28.5) reduces to

RT = Rcond + Rconv (28.6)

and radiative heat transfer can be neglected. If Rcond is small (e.g., in the early stages
of drying), then Equation (28.5) reduces to

RT =
[

Rconv • Rrad

(Rconv + Rrad)

]
(28.7)

Finally, if Rrad is large, then

RT = Rconv (28.8)

As drying proceeds, contribution of Rcond increases (through the growing dried layer).

28.3.2. Mass Transfer

The vapor generated during drying must migrate from the liquid–vapor interface
through the dried material layer and be transported out of the drying equipment.
Concentration difference is usually the driving force behind mass transfer. Diffusion
of moisture in solids can occur by one or more of the following mechanisms [16,17,
19–21]:

1. Liquid and vapor flow due to differences in total pressure
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2. Vapor diffusion due to differences in vapor concentration or partial vapor
pressure gradients

3. Knudsen flow (effusion of vapor) if drying takes place at very low tempera-
tures and pressures (e.g., freeze drying), where the mean free path of vapor
molecules is of the order of diameter of the pores

4. Surface diffusion

5. Hydrodynamic flow (moisture movement due to differences in osmotic pres-
sure); that is, hydrostatic pressure differences when internal vaporization rates
exceed the rate of vapor transport through the solid to the surrounding

6. Capillary flow, referring to the liquid in capillaries

All of these phenomena can be combined into one, and the effective diffusivity can
be defined by Fick’s second law [15,21]. Thus, migration of vapor through the dried
material layer can be expressed as

dm

dt
= −DA

(
dc

dx

)
= −DA

(
M

RT

) (
dp

dx

)
=

(
ps − pi

RD

)
(28.9)

where dc/dx is the concentration gradient in the direction of transfer, A is the transfer
area, D is the diffusion coefficient (which includes combined effect from all mech-
anisms outlined above), M is the solvent molecular weight, R is the universal gas
constant, pi is vapor pressure at interface, ps is partial pressure of solvent at solid
surface, T is absolute temperature, and RD is the effective mass transfer resistance of
the dried layer.

Migration of vapor away from the dried material layer can be expressed as

dm

dt
=

(
p∞ − pS

RC

)
(28.10)

where p∞ is partial pressure of solvent far away from solid surface and RC is resistance
to convective mass flow. Total mass flow can be expressed as

dm

dt
=

(
pi − p∞

RT

)
=

(
pi − p∞
RD + RC

)
(28.11)

where RT is the total mass transfer resistance. At the beginning of a drying cycle from
aqueous solution, there is no dried layer and hence RT

∼= RC. As drying proceeds, a
dried layer begins to form and its resistance increases with time. Thus, RD signifi-
cantly contributes to RT and continues to increase with time, with a concurrent steady
decrease in drying rate.
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28.4. CONVENTIONAL AND UNCONVENTIONAL DRYING METHODS
USED IN THE BIOPHARMACEUTICAL INDUSTRY

Freeze drying and spray drying are considered more conventional drying methods in
the biopharmaceutical industry and have been applied to produce commercial bio-
pharmaceutical products on large manufacturing scale. In contrast, drying methods
such as spray-freeze drying, supercritical fluid drying, fluid-bed drying, foam drying,
microwave-assisted foam drying, and Xerovac (Anhydro Ltd., North Lincolnshire,
UK) are unconventional drying methods due to one or more limitations such as scala-
bility and manufacturability. In addition to classifying drying methods as conventional
or unconventional, the mechanism of heat transfer can be used as a basis for clas-
sification (drying by conduction, convection, radiation, or any combination thereof).
Another approach to classify drying methods is by the mechanism of solvent removal
(i.e., mass transfer). For example, solvent removal can be achieved via one or more
of the following:

1. Evaporation in spray drying, spray coating, and foam drying and in the sec-
ondary drying stage of freeze drying and spray-freeze drying

2. Sublimation during the primary drying stage of freeze drying and spray-freeze
drying

3. Precipitation in methods employing supercritical fluid technology.

Finally, the ability to affect particle attributes such as particle size and parti-
cle morphology has also been used to classify pharmaceutical drying processes. For
example, spray drying and spray-freeze drying are considered drying methods that
enable one to control particle attributes, whereas in freeze drying and foam drying,
control of particle size is virtually impossible.

Since freeze drying is extensively covered elsewhere in this book, our focus is
on other conventional and unconventional drying methods.

28.4.1. Spray Drying

Spray drying is a bottom–up processing method applied in the biopharmaceutical
industry mainly to produce particles for pulmonary and respiratory drug delivery
[22,23] or incorporation into complex systems such as sustained-release formulations.
The key advantages of spray drying are shorter process cycle time (i.e., more batches
per unit time), scalability (i.e., large batch size per unit operation, requiring fewer
production units), processing of thermolabile materials at atmospheric pressure, and
ability to control powder properties (e.g. particle size, particle morphology, powder
density, surface composition) [22–24].

28.4.1.1. Unit Operations in Spray Drying
28.4.1.1.1. Atomization. Atomization is a process where the feedstock (solu-

tion, suspension, or colloidal dispersion) is sprayed in micrometer-sized droplets
(1–200 µm) at high velocity. The surface area, surface tension, and surface free
energy increase on atomization. The amount of work and factors that influence work
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(e.g., nozzle design, atomization pressure, physical properties of feedstock such as
concentration, viscosity, surface tension, and density) control initial droplet sizes, and
hence provide control over particle size distribution [22–24].

Atomization methods are classified according to the method of energy transfer
to the liquid: centrifugal or rotary (e.g., spinning disk), kinetic (e.g., pneumatic or
air-assisted), high-pressure, effervescent, ultrasonic, sonic, or electrostatic atomization
[23]. Spray drying can also be classified according to the position of the atomizers
inside a spray drier: concurrent spray drying (spray enters the drying chamber from
the top in the same direction as the gas flow), countercurrent spray drying (the nozzle
is located at the bottom of the chamber; hence droplets initially travel upward in a
direction opposite to the gas flow leading to longer residence times), countercurrent,
and mixed-flow spray drying (e.g., gas enters from the bottom and top of the drying
chamber, while the atomizer is situated at the top) [23].

28.4.1.1.2. Drying. In the drying phase, the spray comes into thermal contact
with the heated, dry gaseous stream (such as dry air, dry nitrogen). The atomized
droplets have very large surface areas, resulting in rapid evaporation and a very short
drying time when exposed to the hot gas in the drying chamber. Drying stages of a
droplet inside the drying chamber can be divided into several periods [23–28]:

1. Initial Period . Droplet temperature increases to wet-bulb temperature Twb,
which is the lowest temperature attained by the edges or surface of the droplets
during evaporation and results from evaporative cooling. It is also the temper-
ature surrounding the droplet’s vapor cloud during evaporation. The surface
of the droplets would maintain 100% relative humidity at Twb.

2. Constant-Rate Period . A concentration gradient builds up in the droplet and
water activity at the surface decreases, causing the surface temperature to rise
above that of Twb. The temperature of the interior of the droplet is usually
10◦C–15◦C lower than Twb [27,28]. Under such conditions, the evaporation
rate is maximum at the surface of the droplet and decreases to a minimum
just beyond the equator. Dissolved solute is transported through diffusion and
convection to the droplet surface. At the droplet surface with the highest evap-
oration rate, the solute precipitates once its solubility limit is exceeded. This
phase ends with crust formation.

3. Falling-Rate Period . After crust formation, and as moisture content in each
particle drops, the diffusion coefficient of water to the surface becomes limited.
A critical moisture level is reached below which the surface of the dried
particle becomes impenetrable. Events during the falling-rate period depend
on the material properties of the crust (e.g., porosity and rheology). Product
temperature during this phase is usually lower than the outlet temperature. The
outlet temperature depends on the inlet air temperature, airflow rate, product
feed rate, and atomized droplet sizes [26].

Factors that affect drying are mainly the inlet temperature, outlet temperature,
drying gas density, relative humidity in the drying chamber, drying gas flow rate,
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Figure 28.1. Effect of drying (inlet) temperature on outlet temperature and moisture content

at fixed liquid feed rate of 1 mL/min (Unpublished data.)

residence time, nature of solute, solution concentration, solution feed rate, and solu-
tion boiling point [22,23]. Factors that one can practically control in a spray drying
process include inlet temperature, drying gas medium, drying gas flow rate, feed rate,
atomization pressure, and formulation. The rate of heat input must be sufficiently high
to effectively evaporate the spray. Drying gas flow rate and inlet temperature deter-
mine the rate of heat input to the drying chamber, the minimum residence time of
the droplets (τ) in the drying chamber, the evaporation rate, and the final moisture
content of the powder. Outlet temperature and product moisture content are linearly
dependent on inlet temperature [23] (Fig. 28.1) but vary inversely with the liquid feed
rate (Fig. 28.2).

The drying behavior of single droplets differs according to the nature of the solute
in solution to be dried [25]. For example, with mono- and disaccharides, droplet
temperature tends to remain constant just after the start of drying (almost equal to
Twb). It is speculated that internal circulation of liquid may be involved at the early
stage of drying. After the constant-rate period where drying rate decreases and internal
circulation of the liquid is suppressed, droplet temperature will gradually rise to the
outlet temperature. With high-molecular-weight sugars, constant-rate periods are much
shorter, and droplets are deformed with progress of drying [25].

The fractional evaporation of water from a droplet per unit length of travel (dW/dl )
at steady state can be represented by the Frossling equation:

dW

dl
=

[
�H

VfD2

](4.6e−7)[1+0.23(Re0.5)]

(28.12)
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inlet temperature of 150◦C. (Unpublished data.)

where �H is humidity difference between the ambient condition in the drying chamber
and that of the surface of the droplet, Vf is terminal velocity, and D is droplet diameter.
It should be noted that the drying time is proportional to the square of the radius. For
larger droplets, the drying time may become so long that the droplet reaches the wall of
the drier while still wet. The latter problem is often encountered in small-scale driers.
Heat and mass transfer can be improved by increasing the surface area-to-volume ratio
of the droplets (i.e., generating smaller droplets). Smaller droplets can be generated by
control of process variables such as increasing atomization pressure, using a drying
gas with a higher density, increasing gas:liquid ratio (i.e., mass:flow ratio), and/or
using a nozzle with a smaller diameter for atomization. More recently, high-pressure
effervescent atomization, a technology borrowed from the diesel industry, has been
successfully used in the spray-drying process of several solutions of vaccines and
antibodies [29–32]. This atomization process generates an effervescent mixture of
an insoluble gas with a liquid by colliding a gas such as nitrogen at high pressure
[>1300psi (lb/in.2)] with a liquid feedstock at a small dead-volume “T” junction.
As the atomizing gas–solution mixture is discharged from the atomizer orifice, the
gas phase expands, breaking the liquid into small droplets of uniform droplet size
distribution. This process generates an ultrafine droplet size distribution (mean size
<7 µm) at lower mass:flow ratio [30] and a more uniform spray pattern than do
conventional pneumatic two-fluid atomizers such as the Buchi two-fluid atomizer
(Fig. 28.3). Consequently, a narrower particle size distribution of dried particles can
be obtained (Fig. 28.4). Smaller droplets can also be achieved by control of feedstock
physical properties such as decreasing viscosity and/or surface tension.

28.4.1.1.3. Powder Separation. The resulting powders, consisting of micro-
meter-sized particles, are separated from moist gas stream by means of a cyclone,
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Figure 28.3. High-pressure effervescent atomization: generation of ultrafine spray droplets.

Figure 28.4. High-pressure effervescent atomization: controlling the droplet and dry powder

size distribution and engineering powder size distribution by tuning atomizing pressure and

flow rate.

electrostatic precipitator or bag filter and collected in a holding chamber (collector)
[23,24]. The cyclone separator is the most widely used instrument for of powder
collection. Collection efficiency from cyclones can be improved by increasing the gas
inlet velocity and using higher initial solid content in solution to be spray-dried [23].

28.4.1.2. Morphology of Spray-Dried Particles. The morphology of the
dried particle strongly influences the powder’s behavior during reconstitution and
in an air stream, and hence delivery characteristics from the delivery device. Spray
drying mainly results in particles that may be spherical, dented, or raisin-like [33]
(Fig. 28.5). Dynamics of evaporation, formulation, and processing conditions such as
atomization conditions, and inlet temperature have been shown to affect spray dried
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(a)

(b)

Figure 28.5. Scanning electron microscope scans showing (a) a typical hollow spray-dried

particle, (b) a typical spherical spray-dried particle (with surfactant), (c) dented and hollow

spray-dried particle, and (d) raisin-like spray-dried particles. (Unpublished data.)
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(d)

(c)

Figure 28.5. (Continued)
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particle morphology [23,34]. Some of the formulation properties that may impact
particle morphology include

1. Nature of Solutes . Pure lactose and formulations with a high surfactant concen-
tration have been reported to dry into perfectly spherical particles. Formulations
with higher-molecular-weight stabilizers, skim milk, caseinates, and other pro-
teins shrink unevenly during drying, giving rise to surface folds [33,35].

2. Reynolds Number . This is a dimensionless parameter that reflects turbulent
or laminar flow and is defined by the ratio of dynamic pressure and shearing
stress.

3. Boiling Point of Droplet Solution. Depending on drying temperature relative
to the boiling point of the droplet solution, spray drying can lead to multiple
morphology and crust structures [23].

28.4.1.3. Challenges Associated with Spray Drying. While many proteins
are not impacted by stresses associated with atomization and spray drying [36–38],
those that exhibit high-surface-active properties, and thus tend to gravitate toward
the air–water interface, are susceptible to atomization-related stress. This presents a
challenge for spray drying because the atomization step involves not only shear stresses
but also high surface tension as a result of surface area expansion. Exposing proteins
to a large air–water interface can lead to protein unfolding followed by possibly
aggregation of protein components. Human growth hormone (hGH) and bovine serum
albumin (BSA) are examples of proteins that undergo extensive aggregation during
atomization. It was found that the addition of surfactants and/or specific ions (such as
zinc) helped alleviate this atomization-related [36–38] surface denaturation.

Outlet (or product) temperatures of typically >50◦C are needed for efficient dry-
ing. While such temperature exposure can prove detrimental to some proteins, many
biological materials are able to retain activity throughout the process. Several reasons
for this include the short timescale of heat exposure (on the order of milliseconds),
the evaporative cooling effect, and the rapid formation of an amorphous glass that
encases the protein in a rigid matrix, thereby limiting mobility and decreasing chemi-
cal reactivity [22]. For more thermally labile materials, activity loss and poor shelf life
are observed when processing at inlet temperatures higher than the thermal unfolding
temperature. For example, the unfolding temperature (Tunf) of a monoclonal IgG1 anti-
body (MAb) corresponded to the observed onset of process induced MAb aggregation
as measured by differential scanning calorimetry (DSC) (Fig. 28.6). It should be noted
that depending on the protein structure and the process heat conditions, these changes
may be reversible [26].

Under appropriate outlet temperature and formulation conditions, spray drying
can be used to dry more complex biologicals, including live organisms. Generally for
live bacteria, lower outlet processing temperature was associated with higher viability
[26,39,40]. For example, gram-positive Lactobacillus paracasei bacteria were shown
to be stabilized for long periods of time using a spray-drying process conducted at
low outlet temperature conditions [41].
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Figure 28.6. (a) Influence of drying temperature on activity recovery and stability of spray-

dried live influenza virus; (b) spray drying above the Tunfolding of a MAb adversely impacted

product integrity. Below Toutlet of 90◦C, MAb aggregation process loss was minimal. (Unpub-

lished data.)

Other challenges associated with spray drying may be the need for an additional
drying step to reduce the solvent content to pharmaceutically acceptable levels [23],
difficulties in reconstitution, limited capacity for cGMP aseptic processing, yield prob-
lems (especially on smaller-scale spray driers), and electrostatic charges that may be
problematic during powder filling.

28.4.2. Spray-Freeze Drying

Spray-freeze drying is a more recently developed drying process that involves ele-
ments of spray drying and freeze drying. This process has been used to produce
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free-flowing powder of porous, micrometer-sized, dense particles with a high specific
surface area and improved bioavailability. Spray-freeze drying has potential applica-
tion in pulmonary delivery of proteins, as well as intradermal delivery of vaccines
from needle-free injections [42–45]. Spray-freeze drying can be used to dry a ther-
mally labile and hygroscopic drug that requires a high outlet temperature and long
residence time for drying [23]. Additional advantages of spray-freeze drying relative
to spray drying may be greater efficiency in terms of product recovery, and the ability
to produce highly dispersible porous particles [22,42].

28.4.2.1. Unit Operations in Spray-Freeze Drying
28.4.2.1.1. Atomization. As in spray drying, this process involves spraying or

atomizing a feedstock (solution, suspension, or colloidal dispersion) using a variety
of nozzles such as one-fluid, two-fluid, or ultrasonic nozzles. However, instead of
atomizing into ambient gaseous medium, the feedstock is atomized directly into a
cryogenic medium, where rapid freezing of the droplets takes place to form ice par-
ticles [22,45,46]. Where the cryogenic medium is a liquid such as liquid nitrogen,
liquid helium, propane, or ethane, the process is referred to as spray freezing into
liquid (SFL). If the cryogenic medium is a vapor, the process is referred to as spray
freezing into vapor (SFV).

28.4.2.1.2. Rapid Freezing. Sprayed droplets freeze during time of flight
through the cold vapor phase (in case of SFV) or inside the liquid cryogen (in case
of SFL). The rate of freezing of the droplets in either case is rapid, and neither
method allows for control of the rate of freezing. Freezing was estimated to be on
the order of 0.84 and 3.2 ms for droplets of diameter 16 and 32 µm, respectively
[36]. Rapid freezing results in a high degree of supercooling, and hence formation of
very small ice crystals within the frozen droplets [44]. This, along with atomization,
leads to high internal particle porosity and a very large specific surface area.

Liquid nitrogen is usually the preferred cryogen because of its inexpensive, envi-
ronmentally friendly, and inert properties [45].

28.4.2.1.3. Harvest of Frozen Droplets. Suspended frozen droplets are col-
lected by sieves or are collected after allowing the cryogen to boil off [45].

28.4.2.1.4. Primary Drying. The collected frozen droplets are transferred to
prechilled shelves (typically ≤−40◦C) of a lyophilizer for subsequent drying. The
principles of drying by ice sublimation for this phase of the drying process are identical
to those of primary drying in the conventional freeze-drying process. Specifically,
the primary drying phase is performed at low pressure (typically ≤150 mTorr) and
2◦C–5◦C below the collapse temperature (Tc) to avoid product collapse and maintain
elegant cake structure. The endpoint of primary drying is marked by a sharp decrease
in the dew point (the temperature at which ice has an equilibrium vapor pressure equal
to the measured partial pressure of water), an increase in product temperature to be
similar or higher than shelf temperature, and a decrease in the pressure reading of a
Pirani vacuum gauge [47,48]. By the end of this step, nearly 70%–80% of water has
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been removed in the form of ice, while the remaining water remains in the amorphous
phase [13,48].

Primary drying at atmospheric pressure using cold dehumidified air for fluidization
and drying of prefrozen droplets in a drying chamber was examined to determine
whether fluidization of the prefrozen droplets could reduce the drying cycle time
[49]. The results showed that this “atmospheric spray freeze drying” approach did
not shorten the drying time even on comparison of primary drying in a conventional
lyophilizer at 112, 225, and 750 mTorr.

An optional annealing step can be included before primary drying. Annealing
is a process by which frozen samples are held at a temperature between the ice
melt temperature and T ′

g for a period of time. Annealing results in the growth of
larger ice crystals and/or the crystallization of bulking agents (e.g., mannitol, glycine),
which increases the collapse temperature, and allows for primary drying at higher
temperature. The net effect is a decrease primary drying time and hence shorter process
time. An additional benefit of annealing is a reduction in the specific surface area of
the final product [31,32, 50–52].

28.4.2.1.5. Secondary Drying. As with primary drying, the spray-freeze dry-
ing process also involves a secondary drying step that is similar to the conventional
freeze-drying process. A secondary drying step is a short step performed after primary
drying at much higher shelf temperatures to remove the remaining water in the amor-
phous phase via evaporation. Ramping from primary drying to secondary drying final
temperature is typically done gradually to avoid product collapse, which may occur
in cases where the shelf temperature is higher than the glass transition temperature
(Tg) of the product (since Tg increases very slowly relative to the shelf temperature
depending on the rate of water evaporation).

28.4.2.2. Morphology of Spray-Freeze-Dried Particles. Unlike spray dry-
ing, spray-freeze drying results in nonhollow spherical particles with a highly porous
inner structure [44]. Because of a high internal porous structure, the specific surface
area of a spray-freeze-dried powder is reported to be as high as 40 times greater than
that of a corresponding spray-dried powder [42]. The use of an annealing step before
primary drying results in the loss of some of the porous structure in a spray-freeze-
dried powder and hence a reduction in its specific surface area, as well as shrinking
or shriveling of the surface of the particles [44,52].

28.4.2.3. Challenges Associated with Spray-Freeze-Drying. Aside from
the challenges associated with the cost and the logistics of handling and developing
a scaled-up process for liquid nitrogen, there are several process challenges in spray-
freeze drying. For example, shear and surface tension are stress factors associated with
the atomization step in the spray-freeze drying that can impact activity recovery for
products [36,44,46,52,53]. Because of their amphiphilic nature, many biological mate-
rials readily adsorb onto the ice–water interface just as they do with the air–water
interface. The hydrophobic ice–water interface may produce much damage if the inter-
facial area generated is large enough. In spray-freezing, the rapid and uncontrolled
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rate of freezing leads to generation of a very high interfacial surface area, causing
destabilization equivalent in some proteins to 11 consecutive slow freeze–thaw cycles
[54]. In the case of proteins, damage may occur at the ice–liquid interface, leading
to unfolding and subsequently aggregation [54–56]. A common solution has been
addition of a surfactant, which has been shown by several researchers to significantly
increase recovery of many proteins, including trypsinogen [44], lysozyme [46], and
recombinant human interferon-γ (rhIFNγ) [52]. Also, during rapid freezing, the gen-
eration of ice crystals may pose a challenge to biological materials that contain plasma
membranes, including enveloped viruses and bacterial cells [57]. Other stresses are
associated with freezing as a unit operation by itself, regardless of the freezing rate,
include cryoconcentration effects, which may lead to salt concentration and/or large
pH shifts due to buffer crystallization (as is the case with sodium phosphate buffer
system), cold denaturation, and destabilizing dehydration effects [58–60].

Finally, the dehydration process, which removes hydrogen bonding from the
protein surface, is known to be stressful. Therefore, the rational selection of stabi-
lizers (lyoprotectants with or without surfactants) and/or process modifications such
as annealing after spray-freezing will be critical to successful implementation of spray-
freeze drying [36,44,46,52,53].

28.4.3. Vacuum (Foam) Drying

When processed without subjecting product to freezing conditions, vacuum drying is
a convective form of drying in which moisture removal is achieved mainly by evap-
oration under reduced pressure. Vacuum drying, widely applied in the food industry,
is an effective and convenient way to dry thermolabile materials, and has been used
to dry and stabilize different biopharmaceutical formulations [61–64]. Air drying , on
the other hand, refers to evaporative drying under normal atmospheric pressure. Vac-
uum drying process conditions usually result in a foamy sponge-like cake structure,
and vacuum drying is sometimes referred to as foam drying . Foam drying can be
conducted with transient freezing, in which case moisture removal is accomplished
by both sublimation and evaporation [61–64]. Foam drying is characterized by rela-
tively brief and minimal excursions to extreme temperature regimes, since drying is
accomplished at ambient or near-ambient temperatures. Foam drying has lower energy
requirements compared to a drying process such as freeze drying [61]. Hybrid drying
technologies with vacuum drying are also emerging such as microwave vacuum dry-
ing, and vacuum drying with or without radiative heating [65–68]. Vacuum drying is a
promising method for application to biopharmaceutical products when sterile process
drying is required [69].

28.4.3.1. Unit Operations in Foam Drying. Foam drying was successfully
used to dry and stabilize formulations of several biomolecules well over a half-century
ago by several resourceful University of Cambridge microbiologists [31,32,70–73].
Among them was D. I. Annear, who described the foam-drying process with a good
level of detail and demonstrated its use in stabilizing several bacteria. Annear used
a simple setup starting with a high-concentration (40% w/v) solution of glutamate,
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a vacuum pump, and P2O5 moisture trap to cause boiling under vacuum conditions
and simultaneous evaporation into a dry foamy cake with excellent preservation of
product activity [70–72].

Foam drying can be done with better process control using conventional freeze
driers [26,61–64,74]; however the basic unit operations remain the same; starting
with the equilibration of the vials at ambient or near-ambient temperature conditions
followed by rapid drop in chamber pressure, which decreases the boiling point of the
solution, resulting in boiling (or foaming). As evaporation progresses, accompanied by
a moisture trap, (e.g., a condenser in a freeze dryer) evaporative cooling may accelerate
to cause ice nucleation and propagation to freeze the foam product. Depending on the
shelf and hence product temperature setting, the solutions may or may not freeze, or
may even become supercooled [68]. In cases where the pressure drop is slow, solutions
may not foam and instead dry to a film. Drying in such case has been referred to as
film drying [64,75,76], or Xerovac method of drying [77,78].

The foaming action is a cavitation process that involves cycles of solution bubbles
percolating upward, bursting, and coalescence of neighboring bubbles. This process
results in a variable foam structure with variable density, and likely variable moisture
content within the cake. Viscous solutions and/or solutions with high solids con-
tent (>20% w/v) typically foam with less violent bubbling action, and hence lower
likelihood of container closure integrity issues that can arise during boiling, such as
splattering within the vial [22,31,32,73,74]. Aside from the use of different excipients
to control solution viscosity, other strategies to control the foaming process include
modifying the freeze drier to enable control vacuum rampdown rate, solution thick-
ening by initial evaporation under low vacuum before rapid pressure drop to initiate
the foaming, foaming from the partially frozen or supercooled state, the use of bubble
seeding agents, and spinning the vial during foaming [79].

As with spray drying, any vacuum-drying process is characterized by two main
drying periods: a constant-drying-rate period and a falling-rate period, the thermody-
namics modeling of which has been described elsewhere [69]. Primary drying starts
once pressure drops, during which evaporation initiates regardless of foaming and
lasts for 1–2 h, when the bulk of heat and mass transfer occurs. Product temperature
gradually rises until it reaches shelf temperature, marking the end of primary drying.
The solution solidifies to form a foam or a film, and roughly 90% or more of the bulk
water is removed by evaporation by the end of the primary drying step [31,32,73,80].
Drying proceeds under cake collapse conditions in cases where primary drying is ini-
tiated in the partially frozen state, that is, above the collapse temperature (Fig. 28.7).
A secondary drying step follows, which further reduces the moisture content of the
dried product. This step may last longer than the usual secondary drying step in freeze
drying because of the tendency to form closed-cell structure (i.e., the roof of the foam
cake is a continuous layer with no pore structures that could serve as a low-resistance
path for moisture evaporation from the bottom layer of the foam). Besides convec-
tion, heat can also be supplied by conduction or radiation (e.g., IR and microwave)
[109], either separately or in various combinations whereby the efficiency in moisture
removal may be enhanced.
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Figure 28.7. Product temperature profile and product foaming during a foam-drying cycle.

28.4.3.2. Morphology of Vacuum-Dried Products. The foam structure
that is generated using sucrose- or trehalose-based excipients is amorphous with size
and thickness, that can vary depending on formulation parameters such as the protein-
to-stabilizer ratio and the nature of the stabilizer [31,64]. For example, with a low
protein-to-stabilizer ratio (low-molecular-weight stabilizers such as sucrose, trehalose,
or maltose), thicker glass foam is observed in film- or foam-dried products regardless
of the presence or absence or surfactant, compared to freeze-dried particles (compare
Fig. 28.8a and Fig. 28.8) [31,32,62,64]. The SEM data showed that the foam structures
have no detectable pores (Fig. 28.8c) as compared to, for example, a spray-freeze-
dried particle [64,69], which are porous and therfore exhibit larger specific surface
area. A high protein-to-stabilizer ratio formulation or the use of special stabilizers
such as dextran resulted in a more brittle product with a significantly higher specific
surface area that can be broken into thin, foam glass (Fig. 28.8d) [31].

28.4.3.3. Challenges Associated with Foam Drying. Foam drying is an
aggressive drying technique that involves several potential stresses on the product. The
cavitation associated with the foaming action and the shear forces at the air–water
interface could lead to protein denaturation and activity loss. However, under optimal
formulation conditions, for several proteins and vaccines tested so far, shear stress
does not seem to be damaging. Excellent recoveries have been observed after vacuum
drying of the air–water interface sensitive protein human growth hormone [64], LDH
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(a)

(b)

Figure 28.8. Scanning electron micrographs (a) taken after breaking a vacuum-dried product

of human growth hormone and stachyose (1:3) showing large and thick plates, (b) of a freeze-

dried product of human growth hormone and stachyose (1:3) showing very thin (and even

some porous) leaflets or flakes, (c) showing magnified and side views of particles in (a) revealing

a closed-pore structure in the plates, and (d) showing particles of a vacuum-dried product of a

formulation of high IgG-to-stabilizer ratio consisting of small thin flakes. (Unpublished data.)
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(c)

(d)

Figure 28.8. (Continued)
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[61–63], immunoglobulin molecule [31], rhGCSF [62,63], a genetically engineered
bivalent live attenuated virus vaccine for human parainfluenza virus 3 [32], and LaSota
virus [74].

Another challenge to foam drying is optimizing the formulation and process
parameters to achieve low (>4%) moisture contents. This may be important because
increasing the shelf temperature during secondary drying is not always successful,
especially once the closed-cell structure is formed. Strategies to achieve low moisture
content include increasing the pressure rampdown rate to increase the foaming rate,
increasing the surface-to-volume ratio and hence the surface area for evaporation, or
adding a “crystallizable” component such as phenylalanine that improves the porous
ultrastructure [66,67].

While it is feasible to scale up foam drying as a bulk process, implementing
foam drying at commercial scale in single-unit-dose glass vials is very challeng-
ing because of the difficulty in controlling the foaming action well enough to avoid
container–closure seal failure from splattering associated with bubble cavitation, while
at the same time achieving good vial-to-vial consistency in cake structure, volume, and
moisture content. The vial-to-vial variability in appearance also presents a challenge
in establishing quality control acceptance criteria. Measures to reduce inconsistencies
between vials are to control the foaming action by process and/or formulation control.
Process controls include reducing the vacuum rampdown rate, operating at higher shelf
temperatures, and using small fill volumes and large headspace (i.e., larger-volume
vials). While percolating bubbles from the bottom of the container can be one solution,
it is not considered a commercially feasible one. Formulation controls for foaming
may be to increase solution viscosity (using initial high solids content or addition of
viscosity-enhancing agents) and/or to control surfactant levels.

28.4.4. Supercritical Fluid (SCF) Drying

Supercritical fluid (SCF) technology, comprising methods used for either crystal-
lization or drying (drying by precipitation); utilizes the high solvation power of
supercritical fluids (SCFs) to produce particles at near ambient temperatures with nar-
row size distribution and controlled crystalline morphology suitable for dry powder
inhalation delivery systems and needle-free dry powder injection systems [23,81–83].
This technology allows for drying of biological materials for which degradation is
unavoidable by atomization and/or heat, and allows for control of solid state proper-
ties such as particle size. A unique aspect of SCF technology is the ability to rapidly
vary solvent strength and the rate of supersaturation (and hence nucleation) of dis-
solved compounds [22,23,84]. The SCF method has been used for lab-scale production
of powders of several biological materials such as insulin, catalase, trypsin, lysozyme,
and human growth hormone [85–87].

A substance becomes a supercritical fluid (i.e., a highly compressed gas) when its
pressure and temperature are above its critical pressure (PC) and critical temperature
(TC), respectively (Fig. 28.9). In the supercritical regime, any lowering of temperature
or pressure will bring the substance into liquid or vapor region, respectively. The
SCF has unique thermophysical properties. A SCF has liquid-like density, large com-
pressibilities, and viscosity values intermediate between those of a gas and a liquid.
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Small changes in temperature or pressure can result in large changes in density and
in solvent power. A SCF is able to penetrate substances such as a gas and dissolve
materials such as a liquid [22,23,84].

Supercritical fluids are good solvents for nonpolar compounds such as cholesterol
or α-tocopherol, but generally poor solvents for proteins [23,82,84]. Carbon dioxide
is the most widely used SCF medium for pharmaceutical applications since it has a
low critical temperature (Tc = 31.1◦C) and pressure (75.8 bar). It is nontoxic, non-
flammable, relatively inexpensive, recyclable, available in large quantity at high purity
grade, and generally regarded as safe. As a nonpolar SCF, CO2 is dissolvable in many
low-molecular-weight (LMW) species with appreciable vapor pressures, but not with
larger polymers that have low vapor pressures. It is used as an antisolvent for many
lipophilic and hydrophilic compounds [23,82,84,88].

28.4.4.1. Methods Used in SCF Technology and Unit Operations.
Supercritical fluid methods using CO2 are typically divided into two groups according
to its use as a solvent or an antisolvent [22,23].

28.4.4.1.1. Methods that Use Carbon Dioxide (CO2) as a Solvent. Super-
critical fluid methods that utilize CO2 as a solvent are applied to materials soluble in
or miscible with supercritical CO2 to produce particles with controlled size range.

One SCF method that uses CO2 as a solvent is rapid expansion of supercriti-
cal solutions (RESS), also known as supercritical fluid nucleation (SFN) [89]. The
RESS method produces very fine particles in the submicrometer and micrometer size
ranges and a solvent-free product. Recombinant human deoxyribonuclease (rhDNase),
lysozyme, lactate dehydrogenase (LDH), ovalbumin, and trypsogen in formulations
with less than 2% moisture were produced using RESS [82,84,86,90]. A typical RESS



CONVENTIONAL AND UNCONVENTIONAL DRYING METHODS 729

apparatus consists of a preheater, an extraction unit, and a precipitator, and the unit
operations involved in RESS are [23,82,84,88]:

1. Solubilization or Miscibility . Compressed and preheated SCF (usually CO2)

is mixed with solute or solution containing the protein and excipients in the
extraction unit at pressures between 80 and 100 bar and temperatures between
20◦C and 50◦C to achieve solubilization or miscibility. Heating at temperatures
above the extraction temperature may be necessary to prevent condensation and
blockage.

2. Atomization . The solution is expanded through a restriction such as a laser-
drilled nozzle or capillary at supersonic velocities into atmospheric conditions
in a precipitation unit. Rapid expansion of supercritical CO2 in solution causes
the breakup of drops into finer droplets. The SCF acts as a propellant and
effervescent agent to enhance atomization and shorten the drying process.

3. Precipitation . The resulting pressure drop due to rapid expansion causes the
density of the SCF to decrease rapidly, along with the solvent power, leading to
supersaturation of the solute, homogeneous nucleation, and subsequent particle
precipitation. The use of heated nitrogen may aid in drying.

4. Powder Collection . Particles generated from the nozzle are captured in a col-
lection unit within a collection chamber. The collection chamber can operate at
elevated or reduced pressure to control precipitation and allow more flexibility
in controlling size and morphology of particles generated.

Particle morphology and particle size distribution of precipitated powder is a
function of preexpansion conditions such as initial solute concentration, preexpan-
sion composition, nature of solute, presence of cosolvent, preexpansion pressure, and
temperature. The higher the preexpansion concentration, the smaller the particles will
be and the narrower the particle size range will be [23,91]. Particle morphology and
particle size distribution also depend on expansion/postexpansion conditions such as
nature of the SCF, length:diameter ratio of expansion device, expansion trajectory from
the preheater and the expansion device, particle agglomeration during free-jet expan-
sion, postexpansion temperature and pressure, nozzle geometry, and solute properties
[23,84,88,92].

For some RESS applications the high pressures and temperatures and the required
high ratios of gas to liquid (especially in cases where solubility and miscibility are
low) make it challenging to implement for labile proteins. Additionally, the separation
of submicron particles from large volumes of gas can be difficult on an industrial scale.
Limitations related to solubility can be partly overcome by using more polar cosolvents
in the SCF [92].

The “particles from gas-saturated solutions” (PGSS) process is a unique SCF
method based on the miscibility and solubility difference between CO2 and other
solutions (or melted compounds). The gas consumption in PGSS is typically lower
than in RESS because of lower requirements for gas:liquid ratios (<0.1 kg gas/1 kg
powder). This is perceived as a major advantage in cases where large-scale production
of particles is involved [87,92,93]. The lower process pressure range of PGSS as
compared to RESS means that the solvent can be recycled, the product is more likely
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solvent-free, and the process can be applied to thermolabile compounds since no hot
streams are used in solvent evaporation [92].

In PGSS, a gas-saturated solution or gas-saturated melt is expanded by passing it
through a nozzle or other expansion device. The combination of cooling and volume
expansion on release leads to supersaturation, followed by particle formation and
precipitation. The powder is separated from the gas by sedimentation in a spray
tower or by centrifugal forces in a cyclone separator. In PGSS, particle size and size
distribution are affected by temperature, nozzle geometry and dimensions, and SCF
addition [92,93].

28.4.4.1.2. Methods that Use CO2 as an Antisolvent. Supecritical fluid
methods that utilize CO2 as an antisolvent are known collectively as gas antisol-
vent (GAS) recrystallization methods or reverse crystallization. These methods are
applied to formulations that are not soluble in the SCF. The same methods are also
used for precipitation of biological materials from organic solvents, including insulin,
lysozyme, and myoglobin [23,82,88]. The GAS method may be further classified based
on application as batch or continuous modes [92].

In the batch GAS mode, SCF is added to a solution of the material. The rapid
addition of the SCF causes a reduction in the liquid density, volumetric expansion
of the liquid, followed by supersaturation and precipitation. Particle size is typically
within the 0.5–500 µm range and can be controlled by the rate of addition of the
antisolvent, the initial solute concentration, and temperature. Particle size distribution,
on the other hand, is a function of volumetric liquid expansion. The latter depends
on temperature, pressure, type of solvent, SCF, and stirring rate [92]. The GAS batch
mode is limited by its application in batch operations, use of organic solvents and
solvent removal.

Continuous GAS techniques include supercritical antisolvent (SAS) techniques
and solution-enhanced dispersion by supercritical fluids (SEDS). The principles of
precipitation are the same as in GAS batch techniques except that in continuous GAS
techniques, the liquid and SCF are fed continuously into the particle formation vessel
(precipitator/crystallizer) [92].

Supercritical antisolvent techniques are a subgroup of continuous GAS techniques
used to generate particles in the size range of 1–250 µm [91]. Applications of SAS
techniques include controlled-release formulations and protein powders. Advantages of
SAS techniques include higher solute throughput and flexibility of solvent choice [84].
Biological materials applications of SAS use the supercritical fluids (usually CO2) as
an antisolvent for the solute and as an extraction medium for water or solvent. The
process can be separated into several stages [82,88]:

• Aqueous or organic solution of the protein is introduced into the particle for-
mation vessel by pumping through a capillary nozzle (typical orifice size is
20–70 µm). On mixing of SCF and solution of the formulation, rapid volume
expansion occurs, and the solution becomes concentrated following extraction
of solvent by the SCF.

• Solutes are precipitated out as a result of increasing concentration in the solution
and the increasing miscibility between solvent and SCF.
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• The precipitated solid is filtered from the solvent through the bottom of the
pressure vessel and fresh gas or SCF can be introduced to remove trace solvent.

In SAS, the order of addition of solution and SCF in the particle formation vessel
may differ. In normal addition SAS (NA-SAS), for example, SCF is injected into the
solution. In NA-SAS, which is primarily a recrystallization technique, the rate of SCF
addition affects particle size and particle morphology. However, NA-SAS lacks control
of particle formation, and extensive particle agglomeration has been reported. Reverse
addition SAS (RA-SAS) is primarily a precipitation technique and allows greater
control of particle size distribution, particle shape, and physicochemical properties
[82,84]. In RA-SAS, solution of the formulation is either injected [the method is also
called precipitation with compressed antisolvents (PCA)] or aerosolized/sprayed [the
method is called aerosol spray extraction system (ASES)] into the SCF. In general,
SAS technology is noted for particle size control and morphology. For example, the
use of SAS technology resulted in microspheres (particle size ≤1 µm) and needles
(5 µm long) of insulin from an ethanol/water mixture at 90 bar and 35◦C, and particles
in the 2–4 µm range from a DMSO and N ,N -dimethylformamide (DMFA) mixture.
Using the same setup, a solution of catalase in ethanol and water yielded spherical
and rectangular particles approximately 1 µm in size [23,81,94,95].

Factors affecting particle size in SAS include mass transfer rates between the
droplet and antisolvent phases, mixing rate, rate at which solution is expanded, operat-
ing pressure, temperature and jet breakup. Jet breakup depends on nozzle configuration,
spray velocity, and physical properties of different phases. The higher diffusion coef-
ficient of water in supercritical CO2 means that any increases in temperature and/or
pressure can lead to particle size reduction, and favoring nucleation over crystal
growth. An increase in solute concentration also results in particle size reduction.
Finally, lowering the flow rate of supercritical CO2 relative to the solvent and modifier
can also result in smaller particles [82,84,96,97].

Particle morphology in SAS depends on formulation, droplet viscosity, and the
concentration of solutes. The use of sucrose typically results in spherical particles
with smooth surfaces. Mannitol tends to crystallize in SAS processes, resulting in
less homogeneous particle distribution. High trehalose levels in lysozyme and alka-
line phosphatase formulations have resulted in needle-shaped and spherical parti-
cles, whereas spherical particles are observed under lower trehalose concentrations
[82,84,96,97].

Strategies to improve mass transfer during SAS operations include decreasing
droplet size, increasing the drying medium:solvent ratio, and enhancing the
solvent–SCF mixing during spraying process [82].

As compared to SAS, the solution-enhanced dispersion (SEDS) process offers
the advantage of smaller droplet size and more intensified mixing that enhances mass
transfer rates [92]. Biologics containing formulations that are not dissolvable in SCF or
in an organic solvent can be processed by SEDS and maintained in an aqueous solution
prior to particle formation. Three main stages are involved in SEDS [82,83,85,92]:

• Simultaneous introduction of aqueous and organic feeds into the particle for-
mation vessel through a special coaxial nozzle to achieve dispersion and rapid
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mixing. The coaxial nozzle is designed to use high-velocity supercritical CO2

to disperse the aqueous feed and organic antisolvent into the vessel. Flow rates
are tuned to a single equilibrium phase within the vessel.

• Rapid supersaturation followed by solute precipitation from the aqueous feed
by the action of the antisolvent.

• Particles are retained in the vessel. The resultant supercritical mixture compris-
ing water and organic solvent extracted into supercritical CO2 is vented via the
back pressure regulator outlet.

Strategies to minimize contact time between the proteins and organic solvents in
SEDS are not always successful, and some studies have reported structural damage
to proteins [85].

28.4.4.2. Challenges Associated with SCF Technology. Each SCF pro-
cessing method has its own unique challenges with its use in the biopharmaceutical
industry. Perhaps one common challenge among all is solvent and SCF selection. Ideal
solvent requirements for use in SCF technology with biological materials include a
high solvent power for and compatibility with the biological molecule, a solvent that
is nondenaturing to biological materials and nontoxic. Solvents used in SCF seldom
satisfy all these requirements. For example, dimethylsulfoxide (DMSO) is toxic and
may cause significant perturbation of secondary structure of proteins (i.e., potential
for protein denaturation). Other solvents result in considerable damage to antibody
fragments and recombinant human growth hormone (hGH) on exposure to the sol-
vent over long periods of time. Methanol, ethanol, and ethyl acetate have poor solvent
power for proteins. Water, although the “friendliest” solvent to biomolecules, is poorly
soluble in supercritical fluids such as CO2. The addition of modifiers such as ethanol,
acetone, or isopropanol to the aqueous solution or to the SCF may be necessary to
enhance miscibility. Additionally, buffering agents can be added to aqueous solutions
to prevent pH drop during drying or processing [82,83,85].

Other challenges associated with use of SCF technology with biomolecules
include occasional high processing temperatures that may result in loss of biological
activity, and occasional high initial moisture levels that necessitate an additional
drying step to reduce initial moisture content to acceptable levels, in order to achieve
appropriate shelf life [83,85].

28.4.5. Mixed Drying

Although not cost- or energy-efficient, there are some reports of the use of a com-
bination of drying methods (“mixed” or “consecutive” drying) or drying methods
with more complex unit operations. Spray coating, a form of fluid-bed drying, serves
two consecutive purposes: (1) to coat carrier particles having a certain particle size
range with the active ingredient and (2) to dry the coated particles [24]. Spray coating
has promising application for producing vaccines for epidermal powder immuniza-
tion [98]. In instances where the drying method of choice (i.e., “first option”) was
unsatisfactory in producing a final powder with low moisture content (to control yield
and/or storage stability), mixed or consecutive drying systems were used. In other
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words, the moisture level in the powder produced after the main (first option) drying
method was further reduced under “milder” temperature conditions by a second drying
method (e.g., vacuum drying). For example, the use of a vacuum dryer as a second
dryer is reported for removal of moisture from spray-dried lactic acid starter cultures
[99], spray-dried protein formulations [31,64], and spray-dried vaccine formulations
[32]. Also, a combination of fluid-bed drying and freeze drying is reported for the
preparation of Streptococcus thermophilus [100].

28.5. CONCLUSIONS

An overview of several conventional and unconventional drying methods shows that
a number of other drying methods are available for drying biopharmaceutical products
in addition to freeze drying. The unit operations involved in each drying method, the
thermal history, their applications, scalability and manufacturability, and the associated
challenges are different for each process, and should be thoroughly evaluated in order
to determine suitability. While freeze drying clearly has its place in pharmaceutical
processing, under optimal formulation and processing conditions, alternative drying
process options have the potential to enhance product performance beyond what can
be achieved with the conventional freeze-drying process.
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29.1. PROCESS DESCRIPTION

Spray drying is a continuous process that converts a solution or suspension into a
powder by drying an aerosol spray of the solution with heated drying gas [1–3].
As the aerosol plume is sprayed into a drying chamber along with the drying gas,
the mixture is allowed to flow out of the system through particle-capturing cyclones
and/or filters. A wide range of solvents can be used, flows of the spray and drying
gas can be in various directions and configurations, powder collection can be by any
number of means, and the drying gas can be recycled or passed once-through. Spray
drying is used extensively for food products and bulk chemicals, and is increasingly
being used for small-molecule drugs, biopharmaceuticals, and vaccines.

A common scenario for biopharmaceuticals and vaccines is an aqueous solution
feed (sometimes with ethanol as a cosolvent), top–down concurrent, coaxial flow of
both the spray and the nitrogen drying gas, cyclone collection followed by a filter
for fines removal, and recycling of drying gas using condensers to remove the water
vapor. A diagram of such a setup is shown in Figure 29.1. Unless noted otherwise,
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Figure 29.1. An open-mode spray-drying system with an in-place dry-heat sterilization

arrangement. (Courtesy of Anhydro A/S, Denmark.)

in the remainder of this chapter all of the systems discussed use water as the solvent
(e.g., aqueous solutions or suspensions).

To understand the process from the perspective of the product, one must envision
the journey of a single sprayed droplet as it dries, becomes a particle, and is removed
from the gas flow. Each particle making up the collected powder started out as one or
more droplets emanating from the spray nozzle. Spray drying, like all drying processes,
involves coupled heat and mass transfer. Heat to support vaporization must make its
way from the bulk gas to the surface of the drying droplet, and vaporized solvent
flows from the droplet surface to the bulk gas. During the later stages of drying a
layer of dried material on the particle can impede these flows, adding resistance to
both heat and mass transfer. Because these droplets or particles are usually very small,
they travel along with the gas surrounding them, meaning that as the droplets dry into
particles, the gas surrounding them becomes cooler and wetter.

When the spray and the drying gas are introduced co-currently, as is the case for
biopharmaceuticals, droplets in the initial spray, which have just started the drying
process, are exposed to the warmest, but driest, drying gas. Because these droplets
do not yet have a dry layer on their surface, resistance to mass flow is low, and
the temperature of each droplet rapidly equilibrates to the “wet bulb” temperature
corresponding to the water vapor content of the gas surrounding it [4] and the droplets
will be substantially cooler than the bulk drying gas. It is by this mechanism that spray
drying can actually be a very thermally gentle process; one must keep in mind the
evaporative cooling effect at the droplet level.

Biopharmaceuticals and vaccines are usually dried to improve their stability dur-
ing shipping and storage. Lower molecular mobility in the dried state reduces the
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rate of chemical and physical degradation and aggregation processes. This same
principle must be considered as one envisions an individual droplet or particle under-
going the spray-drying process. In a properly designed process the droplet or particle
temperature will increase throughout the process, its temperature converging with
that of the surrounding gas. As the droplets dry into particles, the temperature that
they can safely withstand also increases. As a result of the coupled heat and mass
transfer, the surrounding gas is decreasing in temperature and increasing in mois-
ture while the droplet or particle is increasing in temperature and decreasing in
moisture. Therefore the highest temperature of the droplet or particle is at the end
of the process, where the gas is at its coolest. This is the exit temperature of the
drier.

A terminal, or “additional” drying step is sometimes needed to achieve the desired
final moisture content. This is because the relative humidity of the drying gas is at
its highest at the exit, and the dried particles may require a lower ambient relative
humidity to draw down particle moisture to the desired level without having to raise
the product temperature to an objectionable level. This can be achieved by subsequent
vacuum drying or pumping dry gas through the collected powder bed.

The fate of individual droplets or particles is also instructive to contemplate.
They can either flow all the way through to be collected as product in the cyclone
and/or filter, escape the system through the cyclone and/or filter, collide and merge
with other droplets or particles, or deposit on the walls of the drying chamber. A
major concern for someone considering spray-drying a product could be the product
mass recovery fraction: How much of their product will deposit on the walls and
not be collected as powder? The answer is that in laboratory-scale spray driers it
is not uncommon to lose up to 50% of the product to wall deposition, whereas at
full production scale (>1 m drying chamber diameter), this decreases to ∼5%. The
composition of the product formulation can also have a pronounced effect on the mass
recovery fraction. Materials with low glass transition temperatures will remain liquid-
like and hence “stickier” throughout more of the process, and will have lower mass
recovery fractions as a result. Sucrose, fructose, lactose, and glucose present in food
products are difficult to spray dry and recover, so “drying aids” such as maltodextrins
are used as formulation excipients [5].

29.2. SPRAY-DRYING EQUIPMENT

Spray-drier equipment consists of an atomizer nozzle located inside a cylindrical
drying chamber, a cyclone particle separator, and sometimes a particulate filter as
the core components. The atomizer nozzle is configured in such a way as to pro-
duce a fine mist of liquid droplets, which are carried through the drying cham-
ber by a heated drying gas stream. Evaporation of the carrier solvent results in
a cloud of solid particles, which are separated from the gas stream by the vortex
action inside the cyclone and/or removed by membrane filtration. In systems using
a cyclone a particulate filter is subsequently used to remove the smallest particles
(“fines”).
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A spray-drying system can be operated in either an open-mode or closed-cycle
design. In the open-mode operation, the process gas is discharged after a single pass
through the dryer. This mode of operation is selected when air is used as a process
gas and an aqueous feed solution is employed. However, a closed-cycle spray drier
with inert gasses such as nitrogen or carbon dioxide provides emission-free drying and
eliminates the hazards of explosion associated with the handling of organic solvents in
the liquid feed. The solvent is recovered from the gas stream leaving the fines filter by
a scrubber–condenser system in the closed-cycle mode, before returning the process
gas to the drying chamber.

Various atomization techniques are applied in spray-drying technology. Five types
of atomizers are used: rotary, conventional spray, ultrasonic, two-fluid low pressure,
or two-fluid high pressure (see Table 29.1). All except the rotary type can be operated
in either a concurrent mode or a fountain mode. In the concurrent mode, the nozzle
is placed in the ceiling of the drying chamber near the process gas disperser, while
in the fountain mode, the nozzle is placed in the cone section of the drying chamber,
spraying upward into the hot process gas flowing out of the ceiling gas disperser. All
the studies reported in this chapter used the concurrent configuration.

In rotary atomization, the feed solution is centrifugally accelerated to high
velocity in the atomizer wheel, which typically spins at 10,000–30,000 revolutions
per minute (rpm). The degree of atomization and particle morphology depends on
wheel speed, feed rate, liquid properties, and the atomizer wheel design. Particle
size is adjusted by changing the peripheral speed. Typically, a rotary atomizer
design is selected for applications where the desired mean particle diameter is in
the range of 20–50 µm, produced from non-heat-sensitive and shear-sensitive feed
solutions.

With a conventional spray nozzle, atomization is the result of the conversion of
pressure energy within the liquid feed into kinetic energy. Pressure applied to the liquid
within the nozzle forces the liquid out of the orifice, creating the atomization. Particle
size is adjusted by changing the feed pressure and nozzle orifice size. Pressure nozzles

TABLE 29.1. Types of Spray Drying Atomizers

CAN-BD
Two-Fluid, Two-Fluid,

Conventional Low High Pressure,
Parameter Rotary Spray Ultrasonic Pressure “Effervecent”

Nebulizing fluid N/A N/A N/A N2 or air CO2 or N2

Pressure of
nebulizing fluid

N/A N/A N/A 2–10 atm 80–120 atm

Smallest particle
size, µm

20 70 20 2 1

Biopharmaceuticals? No No Yes Yes Yes
Vaccines other than

live viruses?
No No No Yes Yes

Live virus vaccines? No No No No Yes
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will generally deliver a narrower particle size distribution but a larger particle than
will other atomizer types. Typically, mean particle diameters in the range of 70–100
µm are achieved with a pressure nozzle. Ultrasonic vibration has also been used with
this type of nozzle to achieve droplet diameters down to 20 µm (www.sono-tek.com).

Two-fluid low-pressure nozzle atomization is achieved pneumatically by a
high-velocity gas stream, either internally or externally mixing with the liquid feed
in the nozzle, thereby impacting atomization. The concurrent mode is selected
when drying heat-sensitive biopharmaceutical products. Particle size is controlled by
varying the nozzle flow ratio between atomizing gas and feed. Inlet gas pressures
are 2–10 atm, and mean particle diameters in the range of 2–20 µm can be
produced [6,7]. This nozzle type was used for most of the studies reported in this
chapter.

A newer nozzle technology uses the two-fluid nozzle approach, but operates at
much higher pressures of 80–120 atm. It has been called by different names. Beginning
in 1996, it was termed “carbon dioxide–assisted nebulization with a bubble dryer”
(CAN-BD) [8–27]; Truong-Le and co-workers have termed it “high-pressure spray
drying” [28–34]; Reverchon uses the term “supercritical-assisted atomization” [35];
and more recent publications by Abdul-Fattah et al. have referred to it as “effervescent
atomization” [36,37]. Room temperature is normally used, and both CO2 and N2 have
yielded good results as the nebulizing gas. Particle sizes down to 1 µm can result.
Two groups have used this type of nozzle successfully for live virus vaccines, which
are especially thermolabile [26,27,37]. Their results are discussed in detail later in this
chapter.

The particle characteristics of size distribution, residual solvent content, and chem-
ical integrity are controlled by several variables, namely, the atomizer nozzle design,
ratio of atomizer gas flow rate to liquid flow rate, inlet process gas temperature, pro-
cess gas flow rate, and cyclone design. An integrated control system is necessary for
achieving optimal process parameters to satisfy the required particle characteristics.

Equipment design considerations for sterile spray-dried particle manufacturing
stipulate additional complexities required for ensuring sterility. In this case, aseptic
boundaries such as sterilization-grade high-efficiency particulate air (HEPA) filters
need to be introduced in the atomizer and process gas streams, and methods to render
the liquid spray solution sterile need to be incorporated into the process. Furthermore,
the spray-drier components should be presterilized and depyrogenated in preparation
for the aseptic processing to render the product sterile and to conform to allowable
endotoxin limits. The sterilization processes may encompass γ irradiation, steam ster-
ilization, and dry-heat sterilization methods depending on the component material
compatibility and the utilities available in the manufacturing facility. The sterilized
process components are then introduced aseptically into a barrier isolator environment
or a biosafety cabinet capable of being decontaminated. In all cases, a comprehensive
validation program is instituted in order to comply with cGMP requirements and to
assure reliability.

A more recent trend in the industry is moving towards an in-place sterilization
capability for the spray drying system due to the complexity and staging of the prester-
ilized components involved in the system assembly. A typical arrangement of a spray
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dryer system with a sterilization-in-place (SIP) scheme utilizing dry heat is shown
in Figure 29.1. The entire system is assembled and then sterilized utilizing heated
gas. Thermal stability and sealing integrity of the gaskets used in the component
assembly often dictate the choice of the material of construction of the gaskets used
in the assembly. A platinum-cured silicone gasket offers acceptable characteristics
for high-temperature operations. The temperature limitation of the sterilization-grade
HEPA filter element in the heated process gas stream can be overcome using a bypass
arrangement as shown. The filter used in the bypass stream contains either a ceramic
or stainless-steel filter media that can withstand the higher sterilization temperatures,
while not requiring the postuse filter integrity testing as mandated by the FDA guide-
lines. On the product collection end, a barrier isolator environment is required to
aseptically isolate the collection vessel.

The liquid spray solution for the atomizing nozzle should be presterilized using
a sterilization-grade (0.22-µm presize) filter. Typically, the feedline is aseptically
connected to the spray nozzle. It is highly recommended that the postuse integrity
testing of the sterilizing filter be successfully demonstrated before the spray process
commences. It is also a common practice to start the spray-drying system with sterile
water and achieve thermal equilibration of the system before switching to the feed
solution.

One major consideration in spray drying should be to optimize the process con-
ditions so as to achieve the desired particle size distribution and the lowest possible
moisture content. The process yield suffers if more finer particles are produced, which,
in turn, are not captured by the cyclone separator; on the other hand, moisture-laden
particles tend to stick to the walls of the piping and cyclone, significantly reducing
the process yield. Therefore the atomizer nozzle design and the cyclone efficiency are
of paramount importance. It is obvious that the residence time of the spray droplets
in the drying chamber is primarily the controlling factor for achieving lower moisture
content in the collected particles. The driving forces are process gas flow rate and
the inlet temperature. In processing proteins and vaccines, there are limitations on the
process temperatures due to thermal degradation considerations; on the other hand,
decreasing the process gas flow rate with the intent of increasing the droplet residence
time has a negative impact on the particle separation efficiency. Therefore, carefully
designed process development studies are required to optimize the outcome. One way
to decouple the complexities of drying from powder collection is to use filters to
collect the powders. The filters are backpulsed at a continuous interval throughout the
process to minimize flow resistance.

Conceptually the continuous nature of the spray drying process offers economy
of scale in comparison to freeze drying; however, scale-up can be more technically
complex for spray drying than for freeze drying.

29.3. GENERAL APPLICATIONS

Spray drying converts solutions or suspensions to powders. It can be carried out
under full sterility and closed-system processing and configured in such a way as to
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manufacture particles anywhere in the size range of 1–100 µm mean particle diameter
with a narrow size distribution. As a continuous process it is inherently more scalable
than batch processes such as freeze drying. Furthermore, technology exists today to
reproducibly fill powders in unit doses down to 1 mg aseptically.

Given these attributes, spray drying should be considered as an alternative for
liquid products as well as those currently dried using lyophilization (freeze drying).
This consideration should not be limited to final drug product. Bulk intermediates,
sometimes requiring −70◦C storage of hundreds of liters, could also be spray-dried and
stored as stable bulk powders instead. If bulk intermediates are dried as powders, there
may be no need for further wet processing. The powders, if formulated appropriately
for final drug product, could be filled into primary containers as is or even admixed
with other powders to achieve the desired final drug product. This would eliminate
not only the bulk intermediate freezing, storage, and thawing but also the subsequent
lyophilization step. Admixing of powders also reduces the complexity of designing
liquid formulations for multiple active products, some of which may have conflicting
formulation requirements (pH, excipients, etc.).

The use of spray drying for encapsulation of biopharmaceuticals or vaccines is
beyond the scope of this review. The interested reader is referred to a number of
recent articles on the subject [38–46]

29.4. SPECIFIC APPLICATIONS

Many papers in the scientific literature include the use of spray drying for biopharma-
ceuticals or vaccines. This section reviews this literature, highlighting insights gleaned
about the advantages and disadvantages of spray drying for these applications. The
interested reader is also referred to previous reviews [47–54].

29.4.1. Proteins, Antibodies, and Peptides

There are many examples of spray drying of proteins and peptides. Perhaps the best
known is Exubera, an insulin powder for inhalation developed by Pfizer and Nektar
[55,56]. Exubera powder was manufactured using a spray drier with a proprietary
design low-pressure two-fluid nozzle, and powder capture is with cyclones. An addi-
tional drying step was used to achieve the desired final moisture content of 2%. The
formulation consists of 60% (w/w) insulin, nearly 30% sodium citrate dihydrate, and
mannitol and glycine. The product is noncrystalline and has a glass transition temper-
ature of 80◦C. Exubera was discontinued by Pfizer because of poor sales in late 2007,
and Nektar is currently seeking another marketing partner.

Eli Lilly and Alkermes are continuing to develop their inhaled dry powder
insulin product, which is produced using the Alkermes AIR spray-drying process
[57–59]. Alkermes uses a synthetically manufactured natural lung surfactant
dl-α-dipalmitoylphosphatidylcholine (DPPC) in their formulation. This surfactant
has very low water solubility but good solubility in ethanol, which was used as
a cosolvent for spray drying. They produce particles with 1–3 µm aerodynamic
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diameter for pulmonary delivery by inhalation, but the particles have a geometric
diameter of 3–15 µm [57]. The very low density of their particles allows for this
difference. The advantage of the large geometric size is that the AIR particles require
less energy to achieve dispersion and deaggregation from the dry powder inhaler, and
this allows the inhaler to be smaller, simpler, and less expensive than those required
for powders with smaller geometric particle sizes. Emitted doses of up to 96% were
achieved with a simple Spinhaler inhaler. Vanbever et al. [57] describe use of
a benchtop spray drier with rotary atomizer processing a feed stream of product
and excipients dissolved in 87% ethanol and 13% water with only 0.1% solute
concentration. Experiments were run with inlet drying gas temperatures of 100◦C,
110◦C, 150◦C, 175◦C, or 200◦C, and the outlet temperature ranged between 50◦C
and 130◦C depending on the inlet temperature and other operating parameters. Yields
varied between 3% and 80% with a trend toward higher yields at lower temperatures.
Active ingredients were human albumin, insulin, albuterol, or estradiol. Formulation
excipients DPPC and/or lactose were tested. One formulation that yielded good
powder characteristics was albumin/DPPC/insulin in ratios of 38/57/5 (w/w/w) and
an inlet temperature of 110◦C.

Stahl et al. [60] successfully produced pure inhalable insulin powders using a
benchtop spray drier. The formulation was simply 5 mg/mL insulin in water. Insulin
degradation was avoided as long as the combination of spray rate, drying gas rate,
and drying gas inlet temperature were operated at conditions that resulted in the outlet
temperature of <120◦C. In a 2007 study, full activity retention was obtained at an
outlet temperature of 75◦C for a range of insulin formulations as well [61].

The first published use of spray drying of a purified protein that we found was
from 1989 when Labrude et al. reported on drying of human hemoglobin [62]. Their
previous studies on lyophilization of hemoglobin found that sucrose was effective in
preventing formation of methemoglobin (MetHb) during that desiccation process. In
the spray-drying study a sucrose concentration of 0.25 M was found to be optimal
for minimizing MetHb formation. Drying gas inlet temperatures greater than 120◦C
resulted in extensive degradation, and temperatures above 60◦C also caused formation
of low levels of MetHb.

Faldt and Bergenstahl [63] spray-dried sodium caseinate, bovine albumin, and
glycine with a benchtop spray drier using an inlet drying gas temperature of 180◦C,
obtaining outlet temperatures of 80◦C–90◦C. The formulations also included lactose.
They measured the surface compositions of the resulting powders using electron spec-
troscopy for chemical analysis (ESCA). Both proteins could be detected on the surface
at liquid bulk concentrations as low as 0.01%. For both sodium caseinate and bovine
albumin, the surface composition was enriched relative to what would be expected
from the liquid bulk ratio of protein to lactose. This was not observed for powders in
which the amino acid glycine was used instead of protein. Measurements of solution
surface tensions revealed that the proteins were populating the air–liquid interface but
that glycine was not. The authors attributed the enhanced presence of protein on the
surface of dry particles solely to their surface activity in aqueous solution. Interested
readers are referred to Vehring et al. [64] for an explanation of another hypothesis for
surface enrichment—that the lower diffusivity of the higher-molecular-weight proteins
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relative to lactose and glycine caused or exacerbated surface enrichment during the
rapid drying and concomitant shrinking of the droplets.

A study using β-galactosidase in 1994 revealed that residual enzymatic activ-
ity and product yield were significantly affected by process variables [65]. Among
trehalose, mannitol, sucrose, and arginine hydrochloride, trehalose performed the best
at yielding a fully active product stable over 1 year at 40◦C. Examination by scanning
electron microscope confirmed 1–5-µm-diameter particle diameters. A benchtop spray
drier was used, and the best overall results were obtained using an inlet drying gas
temperature of 140◦C and resulting outlet temperature of 100◦C. Activity losses cor-
related with formation of insoluble protein aggregates. Higher activity losses resulted
from higher inlet drying air temperatures.

In 1999 Branchu et al. [66] reported on the effects of spray drying β-galactosidase
alone or with either hydroxypropyl-β-cyclodextrin (HP-β-CD) and/or sucrose. The
formulations were spray-dried at an outlet temperature of 61◦C. Spray drying alone
or with sucrose resulted in extensive inactivation of β-galactosidase. However, spray
drying with HP-β-CD (with or without sucrose) in the formulation yielded fully active
protein. No protein aggregation was detected. The authors attribute the damage to the
air–water interface and suggest that HP-β-CD reduced the level of protein at the
interface.

Tissue-type plasminogen activator (t-PA) was formulated in arginine phosphate
with 0.004% polysorbate 80 and successfully dried using a benchtop spray drier with
a two-fluid low-pressure nozzle [67]. The nozzle was operated a 5 mL/min liquid
formulation and 600 L/h atomizing N2 gas. Particle sizes were 3–8 µm. The protein
was not damaged as long as the drying gas inlet temperature was maintained at
120◦C or lower. Use of higher temperatures resulted in the formation of insoluble
aggregates. The same paper reported that for recombinant human growth hormone
(rhGH), spray drying caused extensive aggregation [67]. Testing atomized, but not
dried, sample demonstrated that protein damage was caused by surface denaturation
at the air–liquid interface of atomized droplets. Most of the aggregation could be
avoided by adding 0.1% surfactant polysorbate 20. The mechanism at work here,
and in examples cited later in this chapter, is that the protein structure is perturbed
and/or protein molecules come into close contact with each other at the air–liquid
interface, facilitating protein–protein aggregation. The addition of a surfactant reduces
the concentration of protein at the interface, thereby maintaining more of it in the bulk
liquid, where aggregation is less likely.

Maa et al. [68] followed up with more work on rhGH, further exploring the detri-
mental effect of protein degradation at the air–liquid interface. A benchtop spray drier
was used with inlet drying gas temperature of 90◦C and outlet temperature of 53◦C,
and a low-pressure two-fluid nozzle operated at 900 L/h atomizing N2 gas and liquid
formulation flow rate of 5 mLmin. They confirmed that rhGH insoluble aggregate
formation could be prevented by using polysorbate 20 surfactant with no presence of
sugar protectant. Addition of zinc suppressed the formation of soluble protein aggre-
gates. The combination of the two yielded a spray-dried rhGH powder manifesting
insignificant protein degradation. The authors speculated that the formation of soluble
aggregates was eliminated by zinc ion formation of rhGH dimer complexes, which
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are resistant to such aggregation. Operating the spray nozzle at different conditions
and using laser diffraction droplet sizes of the spray, they found that the percentage
of aggregated protein in the sprayed liquid was inversely proportional to the mean
droplet diameter. This confirmed spraying damage (without drying) related to the
air–liquid interface, because smaller drops have a higher surface-to-volume ratio than
do larger ones.

Recombinant human growth hormone with an added terminal NH2 methionine
is known as Met-rhGH. Abdul-Fattah et al. [69] used Met-rhGH in a comparative
study of spray drying with a low-pressure two-fluid nozzle, lyophilization with and
without an annealing step, and film drying. The latter involves very slow nonfreezing
dehydration of a thin liquid layer on a surface. They also tested a number of different
formulation excipients and surfactant at different levels. Spray drying was at benchtop
scale with inlet drying gas temperature and outlet temperatures of 94◦C and 58◦C,
respectively, and an atomization pressure of 40 psig (lb/in.2 gauge). Particle sizes of
spray-dried powder were on the order of 2 µm. In results very similar to those from
the studies above with rhGH, spray drying without surfactant produced high levels of
protein aggregates, levels that were higher than those from the other drying methods.
The inclusion of polysorbate 20 surfactant protected Met-rhGH against aggregation.

The first protein product approved for pulmonary delivery, recombinant human
DNase (rhDNase), was tested with spray drying in an effort to develop a dry powder
version (the original version was delivered as a nebulized liquid solution) [70]. A
range of protein : NaCl formulation ratios were dried in a benchtop spray drier using
an inlet temperature of 90◦C and outlet temperature of 55◦C. These were the only
conditions reported, and inhalable, active particles were successfully produced.

In a subsequent paper members of the same research group state that spray
drying rhDNase was impractical for large-scale production because it requires an
additional drying step to achieve sufficiently low moisture content (3%) for adequate
storage stability [71]. They tested a formulation consisting of rhDNase alone. Higher
spray-drying temperatures, which would achieve the desired moisture, were found
to denature the product. The authors also reported on the spray drying of a human-
ized anti-IgE monoclonal antibody in formulations with a range of mannitol contents
[71]. They had similar findings of high moisture content, and also avoided antibody
degradation through the process. They tested the anti-IgE antibody : mannitol 80 : 20
formulation ratio on storage stability for one year, and found that antibody protein
aggregation could be avoided as long as the powder was retained in an environment of
not more than 38% relative humidity at 2◦C–8◦C. Storage at 30◦C or higher induced
continuous increases in the amount of aggregated antibody over a year.

Maa et al. [72,73] present reports on performance of a benchtop spray drier
for protein aerosols. They spray-dried anti-IgE monoclonal antibody in various for-
mulations containing lactose or mannitol. The primary focus of the study was to
optimize product recovery by modifications of operating conditions and the glass
cyclone dimensions and interior surface coating for a benchtop system. Spray drying
80 : 20 anti-IgE Ab : mannitol at a solid concentration of 12.5 mg/mL over a dozen
experiments with different conditions and cyclones yielded recoveries ranging from
73% to 78%, which is only a small improvement. Use of a cyclone with an electrically
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conductive inner coating did not affect recovery of Ab : mannitol formulations but did
have a slight effect for rhDNase : mannitol formulations. Recovery of particles <2 µm
aerodynamic diameter was very poor, and the authors state that this as a fundamental
limitation of using a cyclone. Along these lines, Sievers et al. have had success using
0.45-µm-pore-size membranes for powder recovery [26]. Cellulose acetate and nylon
filters performed well, but PTFE membranes were found to impart a static electric
charge to the powders (data not shown).

Costantino et al. [74] studied the same recombinant humanized anti-IgE mono-
clonal antibody, examining the effect of mannitol crystallization on powder aerody-
namic diameter and formation of soluble antibody aggregates. Spray drying was at an
inlet drying gas temperature of 105◦C and outlet temperature of 55◦C. Mannitol con-
centrations above 20% (w/w, dry basis) did not benefit protein stability. Applications
of 10% and 20% mannitol powders were stable for particle size [fine-particle fraction
(FPF)] during storage at 5◦C and 30◦C, but at 30% mannitol, crystallization occurred
during stability testing, causing dramatic reductions of FPF and increases in protein
aggregation rate.

In more work on recombinant humanized anti-IgE monoclonal antibody, Andya
et al. [75] reported difficulties in meeting the competing needs of achieving powder
particle size and dispersability with those of providing protein stabilization. As a
reducing sugar, lactose was confirmed to cause glycation on storage. Mannitol had
a positive effect on powder physical properties and protein stabilization, but above
a molar ratio of 200 : 1 (excipient : protein) its crystallization during storage negated
any benefit. Trehalose stabilized against aggregation, but powder physical properties
were poor. Spray-drying conditions were the same as those reported in the previous
paragraph.

Adler et al. published two papers [76,77] dealing with denaturation of proteins
lactate dehydrogenase (LDH) and bovine serum albumin (BSA) during spray drying.
In both cases the addition of sufficient quantities of the surfactant polysorbate 80
eliminated protein degradation during spray drying, but did not prevent degradation
of LDH during storage [76].

Prinn et al. [78] used BSA as a model protein in a statistical study of the small-
scale spray-drying effect of operating parameters on product quality results. Protein
aggregation was measured using size exclusion chromatography (SEC). No straight-
forward relationship between outlet temperature (or any other parameters) and protein
aggregation was found, except that high aggregate levels were not seen at lower
temperatures. For example, at outlet temperatures of ≤ 60◦C, aggregate levels were
always below 5%.

The 1–34 fragment of human parathyroid hormone was successfully spray-dried
by Codrons et al. [79,80] for delivery by inhalation. The formulation included albumin,
endogenous lung surfactant dipalmitoylphosphatidylcholine (DPPC), and trehalose or
lactose. Spray drying was conducted on a benchtop system with an inlet drying gas
temperature of 100◦C and outlet temperature of 62◦C. Rodent testing achieved good
systemic delivery through pulmonary administration for formulations without albumin,
which was found to absorb the peptide. Lactose yielded good results and no evidence
of reducing; however, no stability testing was done.
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Cetrorelix, a 10–amino acid peptide, was dissolved in 94% acetic acid and spray-
dried, and the results compared to those for pearl milling [81]. Degradation products
at a level of 1.3% were observed for 60◦C outlet temperature and 0.7% at 50◦C. There
was no such degradation during pearl milling. Furthermore, the authors found that the
pearl-milled powder dispersed well from lactose carrier particles while the spray-dried
product did not.

In another study α-amylase was evaluated for residual enzymatic activity after
spray drying [82]. At outlet temperatures up to 75◦C small losses were seen, but
activity was lost with higher temperatures, decreasing to 55% while remaining at
105◦C.

Human polyclonal IgG was successfully spray-dried in histidine buffer, pH 6.0,
at a concentration of 5 mg/mL with sucrose, trehalose, and 0.002% Tween 20 [83].
The benchtop spray drier was operated at only 70◦C inlet drying gas temperature, and
the outlet temperature was 40◦C. Reconstitution with small water volumes to achieve
concentrated reconstitution was successful up to a IgG concentration of 200 mg/mL
without loss of monomer.

Jalalipour et al. [84] spray-dried recombinant human growth hormone (rhGH)
in the development of an inhalable powder. Spray-drying inlet drying gas and outlet
temperatures were 90◦C and 56◦C, respectively. Eight formulations were tested, each
containing 2 mg/mL of protein in a ammonium bicarbonate buffer (pH 7.4) and various
amounts of polysorbate 20 surfactant, zinc chloride, and lactose. The surfactant was
effective at suppressing protein aggregation but had a detrimental effect on the fine-
particle fraction (FPF). An intermediate level of polysorbate 20 (0.01%) was chosen
as an optimum level for both FPF and elimination of aggregation. Zinc complexed
with the protein and may have aided in its resisting aggregation as well.

Forbes et al. [85] studied thermal denaturation of trypsin, including that occurring
during spray drying. Inlet drying gas and outlet temperatures for spray drying were
125◦C and 65◦C, respectively. Spray drying was compared to protein crystallization,
but no stabilizing excipients were used. It is not surprising that pure trypsin retained its
activity through the crystallization process but lost some activity during spray drying.

Spray drying of human antibody IgG1 with various levels of mannitol showed that
high amounts of mannitol (50%–80%) exerted a destabilizing effect on the antibody
and the aggregate level increased from 2.6% to 4.2%. In contrast, solutions with only
20%–40% mannitol showed the same amount of aggregates as did the pure antibody
solution [86]. Using an extensive suite of analytical techniques, the authors showed
that protein structure was retained, but did not use X-ray diffraction to determine
whether the mannitol had crystallized, as had Costantino et al. earlier [74].

Antibody IgG1 was studied with high-pressure (CAN-BD) spray drying, freeze
drying (with and without annealing during freezing), and foam drying with varying
levels of sucrose and with or without surfactant [36]. The CAN-BD process was
operated with nitrogen as the nebulizing fluid at 1800 psig and room temperature, at
which conditions the nitrogen is a supercritical fluid. The drying gas inlet tempera-
ture was 87◦C, and outlet temperature ranged from 50◦C to 60◦C. Additional drying
after spray drying was conducted at 60◦C for 30 min with dry nitrogen. All compo-
sitions and drying methods performed similarly with respect to protein aggregation
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across processing, with postprocessing aggregation levels ranging from 1.6% to 2.6%.
Formulation and drying method both influenced the physical stability of IgG1. Stabil-
ity of IgG1 improved as sucrose fraction increased, regardless of the drying method.
The impact of drying method on stability varied depending on composition. In protein-
rich formulations, freeze-dried powders showed the poorest storage stability, and the
stability differences were correlated to differences in protein secondary structure. In
sucrose-rich formulations without surfactant, CAN-BD spray-dried powders had the
highest aggregation rate; however, inclusion of surfactant dramatically reduced the
aggregation rate on storage. Foam drying performed well, but it would be expected
that foam-dried materials would require long reconstitution times, and that it may be
difficult to determine whether and when reconstitution was complete.

Hormones Met-rhGH and salmon calcitonin (sCT) were studied with trileucine, a
novel excipient for aerosol powder formulations [87]. Spray drying was with a bench-
top unit operated with an inlet drying gas temperature of 125◦C and outlet temperature
of 70◦C. The study also included spray drying of netilmicin, gentamicin, albuterol, and
cromolyn (individually). For sCT at nearly 80% degradation, 70% monomer loss was
observed when a spray-dried powder of 100% sCT was stored at 25◦C and 75% RH
for 7 days. However, the initial sCT concentration and monomer content were nearly
unchanged for a spray-dried powder of sCT formulated with 60% (w/w) trileucine.
Mannitol, regardless of its concentration, failed to protect spray-dried sCT from ele-
vated humidity. When formulated with trileucine, glycine, and mannitol, Met-hGH
showed increased stability during the drying step, where 97% of the hGH was intact.
This is a dramatic improvement over the same formulation without trileucine. The
authors attribute this to the surface-active trileucine protecting Met-hGH from dam-
age at the gas–liquid interface. Trileucine also improved storage stability. Trileucine
has a high glass transition temperature, making it a good glass former and drying aid,
and also improved the aerosol performance of everything tested in the study.

The CAN-BD high-pressure spraying method was also used for anti-CD4 anti-
body, α1-antitrypsin and trypsinogen [88]. Carbon dioxide was used as the nebulizing
fluid at 1200 psig and room temperature, at which conditions it is a liquid (below the
critical point). Powders were stored in desiccated containers before testing. Anti-CD4
antibody was formulated in a proprietary buffered solution containing saccharide and
surfactant. It was spray-dried at an outlet temperature of 50◦C without any product
degradation or reduction of ELISA binding activity. The particles were of respirable
size with 2% (w/w) moisture. α1-Antitrypsin was spray-dried with an outlet temper-
ature of 40◦C at a concentration of 4% (w/w) with 4% trehalose with 0.01% (w/w)
Tween 20 in 0.1 M sodium phosphate, at pH 7.0. The resulting powder had 1.8%
moisture, and the particles were of respirable size. The processed powder achieved
106% of its original enzymatic activity after reconstitution in water. The powders were
free of protein aggregation as measured by size exclusion chromatography. Respirable
sized particles were obtained. In the absence of a stabilizing sugar, the activity of the
enzyme was only 48% of its original activity when redissolved in water after CAN-
BD. The addition of either sucrose or trehalose in fractions constituting 80%–89%
(w/w dry basis) was able to improve the retained activity of the trypsinogen processed
by CAN-BD to nearly 100%. No protein aggregation was found, and the activity of the
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particles remained virtually unchanged after storage in a desiccated room temperature
vacuum chamber for 6 months.

29.4.2. Vaccines

Spray drying has been used with vaccines as a way to switch from a liquid product to
a dry product, as an alternative to lyophilization for injected vaccines, or as a method
to manufacture powders for nasal or pulmonary delivery. Addressing the latter, direct
immunization of the respiratory mucosa has the attraction that it offers needle-free
delivery, that direct immunization of the mucosa may improve mucosal immunity,
and that stronger mucosal immunity may, in turn, improve protection for pathogens
that enter through the respiratory tract [89]. In fact, the respiratory system contains
almost 80% of all immune system cells, and mucosal immunization can generate sys-
temic immunity. Starting in 1952 live Newcastle disease vaccine was administered to
chickens by inhalation. Other pulmonary immunization trials in animals have included
fowlpox, infectious bronchitis, hog cholera, erysipelas, pseudorabies, gastroenteritis,
pasteurellosis, and mycoplasmosis. Human vaccination by inhalation has been tested
or practiced since 1957 in various countries for diseases such as measles, plague,
tularemia, brucellosis, anthrax, and bacillus Calmette–Guérin (BCG) [89].

Live virus vaccines have a long history of creating longlasting immunity with
broad protection; however, these vaccines are the most difficult type to manufacture.
It is not unusual to lose 90% of vaccine potency between the initial cell culture pro-
duction and product release. A key challenge has been the drying and stabilization
of these vaccines. An example of this is Varivax by Merck, which is a lyophilized
varicella virus vaccine that, even though it has been freeze-dried, still must be main-
tained frozen during shipping and storage. It is not uncommon for live virus vaccines
to lose half of their potency during lyophilization. However, lyophilized products are
not suitable for pulmonary delivery unless the product is reconstituted and admin-
istered as a nebulized liquid, but reconstitution and nebulization can cause further
potency losses, and nebulization requires electrical power. Conversion of lyophilized
material to a powder with a particle size small enough for inhalation would require
milling, which would add additional cost and incur potency losses due to fracturing
of live virions (which can be on the order of inhalable particles in size) and frictional
heating. Spray drying offers the convenience and simplicity of a single unit operation
to convert a liquid formulation directly to a sterile, potent, inhalable dry powder. It
is now possible to purchase filling machines for such powders that can reproducibly
dispense single doses as small as 1 mg into foil blister packs, which prevent moisture
ingress. The summaries presented below take examples of specific vaccines of several
types from the most recent literature.

Alum-adjuvanted vaccines are of interest because international health authorities
have identified that during cold chain distribution it is sometimes accidentally frozen,
which causes coagulation of the alum-adjuvant particles and complete loss of vaccine
potency [90]. Dry formulations would not be damaged by accidental freezing and
may not even require refrigeration for at least part of their distribution. In a process
comparison published in 2003 by Maa et al. [91], aluminum hydroxide-adjuvant hep-
atitis B surface antigen (Alum-HBsAg) and aluminum phosphate-adjuvant diphtheria
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and tetanus toxoids (Alum-DT) were dried by freeze drying, spray drying, air drying,
or spray–freeze drying. Only spray–freeze drying yielded fully active vaccine. The
ultrafast freezing of the droplets as they were sprayed into liquid nitrogen allowed
insufficient time for the aluminum adjuvant particles to aggregate. With the other
methods, including the conventional spray drying that they employed, the alum par-
ticles in the vaccines coagulated. In 2007 Sievers et al. [26] reported successful
use of CAN-BD spray drying to create a dry powder vaccine from a commer-
cial liquid Alum-HBsAg vaccine. Full preservation of ELISA activity was achieved
for formulations containing sufficient amounts of stabilizing trehalose. The pow-
ders were stored for 43 days at either −20◦C or +66◦C without loss of potency,
and testing in mice showed full retention of immunogenicity. The mechanisms of
protection in this case may be steric hindrance of alum particle aggregation by suf-
ficient trehalose, cooling imparted to the droplets from vaporizing CO2 liquid during
CAN-BD spraying; and/or the overall lower operating temperature of the CAN-BD
system.

A 2003 patent application by Truong-Le discloses the use of “high-pressure gas
spraying and/or near supercritical spraying” followed by drying [28], which seems to
be virtually the same as the CAN-BD process described in a patent application filed 4
years earlier and issued as a patent in 2003 [14]. The Truong-Le application discloses
successful spray drying of a live influenza vaccine B/Harbin in formulation AVO47A.
The stability data shown indicate the loss of only 0.1 log10 of virus potency per
month when stored at 25◦C. The formulation consisted of 5% sucrose, 2% trehalose,
2% arginine, 0.2% pluronic F68, 50 mM KPO4 buffer pH 7.2, 10 mM methionine,
and 2 mM EDTA.

In 2004 Maa et al. described using a spray drier to coat 40–60-µm-diameter
lactose particles with either diphtheria toxoid (dT) or alum-adjuvant hepatitis B surface
antigen (Alum-HBsAg). The formulations also included trehalose, mannitol, dextran,
and Tween 80. The particles were tested by epidermal powder immunization of mice
and guinea pigs, and significant antibody responses were observed.

In 2004 US and international patent applications were published for “high pressure
spraying” and drying disclose the drying of live influenza virus in formulation AV047r
(5% sucrose, 2% trehalose, 10 mM methionine, 1% arginine, 0.2% 15 pluronic F68,
50 mM KP04, pH 7.2). [34,35] The spray nozzle was operated at 1300 psi with N2,
and drying gas was introduced at 55◦C. Reconstitution of the dry powder showed no
significant potency loss. The formulation lost only 1 log10 of potency over 23 days at
37◦C storage.

In 2007 Corbaine et al. [92] published a paper on spray drying of an atten-
uated live virus vaccine with an ultrasonic nozzle, and a number of different for-
mulations were tested. The drying gas inlet temperature was set at 90◦C and the
outlet temperature at 70◦C. Particle aerodynamic diameters were in the vicinity of
30 µm, which is suitable for primary respiratory vaccination of chickens. Three of
the formulations achieved full retention of activity through processing (trehalose,
trehalose-BSA, and trehalose-PVP-BSA). The trehalose–BSA formulation was the
most stable over 10 months at 25◦C, with an average degradation rate of 0.2 log10

per month.
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Abdul-Fattah et al. [37] reported using “effervescent atomization” (equivalent
to one form of CAN-BD and high-pressure two-fluid nozzle spraying) to spray dry
live attenuated parainfluenza virus vaccine in a sucrose-based formulation with and
without pluronic F68 surfactant. This spray-drying method was compared with freeze
drying (with and without annealing during freezing) and foam drying. Stability studies
conducted at 25◦C and 37◦C showed that the vaccine was most stable in the foam-
dried preparation with surfactant and least stable in spray-dried preparations without
surfactant and in all freeze-dried preparations regardless of the presence of surfactant.
The CAN-BD spray-drying method using surfactant performed best for retention of
activity throughout the process; however, foam drying achieved greater stability over
time. Surfactant improved thermal stability for all manufacturing types. The authors
concluded that the presence of ice was a major destabilizing influence. They also
introduced the concept of enthalpy recovery, and showed that better storage stability
at both 25◦C and 37◦C corresponded with greater enthalpy recovery as measured
during differential scanning calorimetry.

A vaccine strain of Mycobacterium bovis BCG and model organism Mycobac-
terium smegmatis were successfully spray-dried by removing salts, adding leucine
and omitting glycerol from the bacterial suspension [93]. A benchtop spray drier was
operated with an inlet drying gas temperature of 100◦C–125◦C and outlet tempera-
ture of 40◦C. Retention of bacterial viability through the drying process was 48%,
which is a 100-fold improvement over yields for the current freeze-drying process for
commercial BCG vaccine against tuberculosis. Use of this new formulation for freeze
drying increased yields 10-fold over those using the commercial formulation. The
mass median aerodynamic diameter of particles containing viable mycobacteria was
in the range of 3–5 µm, making the powder suitable for inhalation delivery. Storage
stability at 25◦C for 4 months was improved relative to that of the commercial product.

Sievers et al. [26,27] reported in 2007 and 2008 on stabilization and drying of live
attenuated measles vaccine to be administered as a dry powder aerosol to populations
in developing world countries. Starting with a reconstituted commercial lyophilized
product and supplementing it with 4.9% trehalose, they showed 107% ± 23% retention
of activity through CAN-BD (high-pressure two-fluid nozzle) using CO2 at 1200 psig
nozzle pressure, and a spray-drier outlet temperature of 50◦C [26]. Flow rates of the
vaccine formulation and CO2 into the nozzle were 0.3 and 1.5 mL/min, respectively.
Subsequent studies used bulk vaccine fluids as a starting material and introduced the
use of myoinositol as a stabilizing sugar that has low hygroscopicity and imparts
good aerosolization properties to the powder. Myoinositol was tested over a range of
concentrations either alone or with mannitol, sorbitol, leucine, or gelatin. The CAN-
BD spray-drying method was carried out with the same settings as the previous study.
Retention of viral potency across spray drying ranged from 57% to 85%, and retention
of activity through the World Health Organization (WHO) 7-day, 37◦C stability test
ranged from 5% to 21% (the WHO requirement is that at least 10% of potency must
remain after this test). The formulation with the overall best performance contained
35 g/L of myoinositol and 15 g/L of sorbitol. It retained 60% through spray drying
(equivalent to the freeze-drying process for the commercial vaccine) and 21% through
the WHO stability test.
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29.5. CONCLUSIONS

There is extensive documentation in the scientific literature of success with spray
drying for the manufacture of proteins, peptides, and antibodies. Damage to these
products during spray drying is usually either by high temperature or aggregation
at the liquid–gas interface. In all cases where high temperature caused damage to
the product, the process conditions were easily adjusted to eliminate the damage.
The implication of running a spray dryer at lower temperatures is that it negatively
impacts its throughput, which for spray driers is the evaporation rate (kg/h). For most
cases where product aggregation was observed, the problem could be overcome by the
addition of a surfactant such as polysorbate 80 up to 0.1%. Surfactant was not found
to be damaging in any of the studies. Other stabilizing components such as trehalose,
sucrose, sorbitol, myoinositol, leucine, trileucine, sodium citrate, and mannitol also
proved to be beneficial.

The only reports of spray drying of live virus vaccines used CAN-BD (high-
pressure two-fluid nozzle, effervescent) spraying. The exact mechanism that makes
this method is more successful than other types of spray drying is not yet known.
Both N2 and CO2 nebulizing fluids work well for this application. The phenomenon
that is common to N2 and CO2, and which is absent with conventional spray drying,
is the evaporative cooling provided by the N2 or CO2 as it flashes from liquid to gas.
Much of this cooling would be imparted directly to the sprayed droplets. This cooling
of the aerosol may protect the live virions from damage during the part of the process
where they would be subjected to the hottest drying gas.

Overall, spray drying is a mature technology for spray drying of proteins, pep-
tides, and antibodies at laboratory scale. It has been successfully scaled up, but these
developments have not yet been shared in the scientific literature. Spray drying of vac-
cines is a less mature field. The mechanisms behind, and scalability of, high-pressure
two-fluid nozzle spray drying should be examined further.
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30
DEVELOPMENT AND

OPTIMIZATION OF THE
FREEZE-DRYING PROCESSES

Feroz Jameel and Jim Searles

30.1. INTRODUCTION

Lyophilization , which is also termed “freeze drying,” is a dehydration process that is
used to convert solutions of labile materials into solids to achieve enhanced stability
during transportation and long-term storage. It is also being explored for its potential
applicability as an alternate method to frozen storage and shipment of intermediates
and bulk drug substances, and for diafiltration to concentrate protein solutions, beside
its use in producing bulk crystalline material [1]. It comprises of three steps: (1)
freezing, where the water of the solution is converted into solid ice; (2) primary drying,
where the solid ice is sublimed under vacuum into vapor; and (3) secondary drying,
where the water that did not form ice is removed through desorption at slightly elevated
temperatures. Freeze drying is the most preferred drying technology among the other
available drying methods for the simple reason that it is a low-temperature process and
allows processing of biological solutions with less susceptibility to damage. However,
development of a liquid dosage is preferred and prioritized over the lyophilized dosage
form for cost (the process times are long and the cost of goods manufactured is high)
and patient compliance (no reconstitution step is involved) reasons. Additionally, it
is not an easy process; it is not uncommon to see lyophilized products that lack
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elegance, with high reconstitution time, freeze-drying cycles of several days, and lot-
to-lot and vial-to-vial variability/heterogeneity in quality attributes; and most important
is recommended storage temperature of 2◦C–8◦C (i.e., failure to achieve ambient
storage stability). These issues arise from the lack of clear understanding of concepts
relating to design of formulations and the freeze-drying process. Formulation and
process are highly interdependent in lyophilization; what is in the formulation dictates
the process design, and the process variations can completely change the physical
state of the formulation. A poor formulation can be practically impossible to freeze-
dry, and even with a well-designed formulation, a poorly designed process may take
several days to produce material of suboptimal quality.

The dogma that the “process makes the product” is true. The process must be
designed in such a way that the product looks pharmaceutically elegant without col-
lapse and has low residual moisture content, short reconstitution time, in-process
retention of activity, and adequate shelf-life. These quality attributes expectations
require that the formulation be dried below the collapse temperature [2]. The com-
mercial manufacturing requires that the process should be short (i.e ., economically
viable), operative within the capabilities of the equipment with appropriate safety
margins and efficient plant utilization. The above expectations require the design of
lyophilization cycles to be such that the collapse temperatures are maximized and
drying rates are as high as possible and robust enough to be implementable on typical
production freeze dryers [3].

One also should be aware of the manufacturing challenges ahead, challenges
relating to differences in environment (e.g., effect of a particle-free environment),
differences in load size (scale-related issues), differences in equipment (dryer) design,
and time and procedure differences [3].

This chapter discusses the scientific and engineering concepts required to develop
a process for the manufacture of freeze-dried biopharmaceuticals to help address the
challenges and issues stated above.

30.2. CHARACTERIZATION OF THE FORMULATION

As the physicochemical processes that occur with the excipients during the process
of freezing and their influence on the values of critical freeze drying properties are
not yet completely understood, we rely mostly on trial-and-error experiments to select
formulation and process variables. The values of critical freeze-drying properties of
the formulation such as eutectic melting temperature (Te), the glass transition temper-
ature of the maximum freeze concentrated solution (T ′

g), crystallization and annealing
temperatures and times, residual unfrozen water content at the T ′

g temperature (W ′
g)

and the glass transition temperature of the dry powder (Tg) dictate the selection of
the excipients and the freeze-drying process conditions. The onset of crystallization
and the annealing temperature dictate the freezing parameters and the protocol, with
T ′

g and/or Te values setting the basis for the selection of primary drying conditions
(shelf temperature, chamber pressure, and time). The W ′

g value also forms the basis
for selection of secondary drying conditions (ramping rate proceeding from primary
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to secondary drying temperature and time); Tg of the cake provides an assessment
for the storage stability and forms the basis for the recommended transportation and
storage conditions of the product [4]. The values of the abovementioned properties for
the formulation depend heavily on the values of these properties for individual com-
ponents present in the formulation and their mass ratios in the mixture. It is always
desirable to have a simple formulation, and it is advisable to question the inclusion of
any ingredient in the formulation; however, given the stability challenges associated
with the labile protein coupled with end-use requirements, one may end up with a
multicomponent salt system. Under those situations it is imperative that the formulator
characterize the behavior of these components both individually and in a mixture and
determine the values of the properties before locking in the formulation and selecting
the process conditions. Most of the excipients that are used in the formulations either
as buffers, stabilizers, or bulking agents behave differently because of the variations
in their concentrations, temperature (cooling and warming), and presence and absence
of other excipients [5].

30.2.1. Collapse Temperature

In order to meet the above mentioned desired product quality attributes requirements
and to ensure an efficient process, the product needs to be dried at as high a tem-
perature as possible without exceeding the collapse temperature for that product. The
collapse temperature is defined as the maximum product temperature that allows dry-
ing to occur without the loss of porous “cake-like” structure with the dimensions
equivalent to those of the frozen solid [6]. If all the excipients in the formulation form
a single amorphous phase postfreezing and do not crystallize, then the T ′

g value plus
2◦C will be the collapse temperature of the formulation. Two degrees are added to
the T ′

g value because the system will not undergo viscous flow and loss of structure
will not be observed until the product temperature exceeds the T ′

g value by a couple
of degrees. If all the excipients in the formulation crystallize on freezing, then the
eutectic melting temperature (Te) will be the collapse temperature of that formula-
tion. A eutectic mixture is a physical mixture of two or more crystalline compounds
that melt together at the same temperature as one compound. In a mixed system
where crystalline phase constitutes the major component, the Te would be the col-
lapse temperature. Carrying out primary drying with the product temperature above
T ′

g but below Te will dry the product with the collapse of the amorphous compo-
nent on the surface of the crystalline phase, and the crystalline phase will render the
necessary mechanical support to the cake structure, but the impact on the product
stability must evaluated [5]. If the amorphous phase constitutes the major compo-
nent and crystalline phase the minor component, then, under those situations drying
above T ′

g but below Te will be risky and will depend on how far the product temper-
ature is from the T ′

g as the crystalline structure will not provide sufficient mechanical
support.

Drying above the collapse temperature results in loss of pharmaceutical elegance,
usually higher residual moisture content, and higher reconstitution time due to lack
of porous structure, and with some proteins it is accompanied by loss of activity. The
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TABLE 30.1. Collapse Temperature Tc and Glass Transition Temperature T ′
g Data for Selected

Excipientsa

Material T ′
g, ◦C Reference Tc, ◦C Reference

BSA −11 34 — —
Dextran −10 34,11 −10 37
Ficol −19 11 −20 38
Gelatin −9 11 −8 38
PVP (40k) −20 11 −23 38
Dextrose −44 11 — —
Hydroxypropyl β-cyclodextrin — — −18 37
Lactose −28 34,11 −31 37
Mannitol −35 34,11 — —
Raffinose −27 35 −26 38
Sorbitol −46 11 −45 38
Sucrose −32 34,36 −34, 37
Trehalose −29 34,11 −34 37
β Alanine −65 34 — —
Glycine (−62) 8 — —
Histidine −33 34 — —
Acetate, potassium −76 34 — —
Acetate, sodium −64 34 — —
CaCl2 −95 34
Citric acid −54 34
Citrate, potassium −62 34
Citrate, sodium −41 34
HEPES −63 34
NaHCO3 −52 34
Phosphate, KH2PO4 −55 34
Phosphate K2HPO4 −65 34
Phosphate, NaH2PO4 −45 34
Tris base −51 34
Tris HCl −65 34
Tris acetate −54 34
ZnCl2 −88 34

a Collapse temperature data were obtained by freeze-drying microscopy, and T ′
g data were obtained using

DSC at roughly 10◦ C/min heating rates and represent midponts of the glass transition region. Values in
parentheses were estimated by extrapolation from noncrystallizing mixtures to the pure compound

collapse temperature, which is normally 2◦ –3◦ above the T ′
g value, depends on on

the chemical composition, hence, it is formulation-specific. The collapse temperatures
of some excipients that are commonly used pharmaceutically are summarized in the
Table 30.1. During selection of the excipients, care must be taken to avoid choosing
those excipients that have low collapse temperatures. Some can be as low as −80◦C
and will have a significant impact on the overall formulation collapse temperature and
product resistance (Rp), which, in turn, will impact drying rates and process times.



CHARACTERIZATION OF THE FORMULATION 767

30.2.2. Characterization Techniques

Various techniques such as freeze-drying microscopy, modulated differential scanning
calorimetry (MDSC), and electrical resistance are employed to determine the key
freeze-drying properties. The T ′

g of a multicomponent system can also be estimated
from the T ′

g values of the individual components using a Fox equation [7]

1

Tg
= W1

Tg1
+ W2

Tg2
(30.1)

where W1 is the weight fraction of component 1 and Tg1 is the glass transition tem-
perature of pure component 1. Equation (30.1) can be applied to systems containing
more than two components. The impact of a second solute component on T ′

g of a
formulation can be estimated from equation 1 if Tgi in Equation (30.1) is identified
as T ′

g of aqueous component i , and Wi are weight fractions of solute relative to the
total mass of solute. For example, the effect of glycine on T ′

g of aqueous sucrose
systems [8] is fully consistent with Equation (30.1) (see Fig. 30.1). Here the T ′

g value
of aqueous glycine is obtained by fitting the data to the Fox equation as it is difficult
to determine the value of T ′

g of glycine as it readily crystallizes on freezing.

30.2.2.1. Freeze-Drying Microscopy. Freeze-drying cryostage, in combi-
nation with the light microscopy techniques such as polarized light, serves as an
important tool in the screening and selection of excipients and in development and
optimization of the freeze-drying process. Using freeze-drying microscopy, one can
observe the behavior of the excipients during freezing and drying, and identify the
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Figure 30.1. Effect of glycine on the T ′
g of amorphous sucrose:glycine frozen systems. (Data

adapted from Shalaev and Kanev [8].)
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(a) (b) (c)

Figure 30.2. Depiction of phenomenon of ice dendrites, drying front with retention of

structure and collapse: (a) dendritic ice formation after freezing and before the vacuum is

applied; (b) drying with and (c) without retention of the structure.

temperatures at which various thermal events such as collapse, crystallization on set
(annealing temperatures and time), and eutectic melt occur, and examine the mor-
phology of the frozen solid and dried cake [9,10]. One may ask: “Do the events
observed under freeze drying microscopy correlate with the events in the vial?” The
answer is usually “Yes” in our experience; in most cases we have observed quite
a good correlation. It is carried out by placing 4–5 µL of the sample between the
two coverslips, cooling the samples to freezing temperatures, −40◦C or −50◦C, and
holding them there for a few minutes. The temperature can be incrementally varied
and the interesting thermal events during freezing such as the effect of formulation
composition and freezing rates on the morphology of ice (dendritic or spherulitic,
etc.), annealing conditions (temperature and time), and eutectic melt for crystalliz-
able excipients can be observed and noted. Similarly, after applying vacuum, one can
vary the temperature incrementally to observe the behavior of cake structure with the
progress of drying, and can identify the collapse temperature. Figure 30.2 depicts the
progress of freeze drying of a system containing 2% sucrose and 4% mannitol along
with concentrated protein. Panel (a) shows the dendritic ice formation after freezing
and before the vacuum is applied, and panels (b) and (c) depicts the drying with and
without retention of structure, respectively. In this case we first observed the loss of
amorphous phase on the crystalline matrix of mannitol followed by loss of crystalline
phase, which resulted in complete loss of cake structure, that is, collapse of the cake.
The temperature at which complete collapse was observed was −9◦C.

One advantage of the latest freeze-drying microscope developed by Linkam is
the ability to program and control the pressure and temperature to simulate vial freeze
drying [10]. The temperature sensors need to be carefully calibrated. Inorganic salts
such as NaCl (−21.5◦C) and KCl (−11.1◦C), whose eutectic melting temperatures
are known and well documented, can be used as standards to calibrate the system.

30.2.2.2. Modulated DSC. Differential scanning calorimetry (DSC) has
proved to be a very useful tool for characterizing the frozen formulation and
acquiring most of the information one needs for the development of a process (e.g.,
see Table 30.1 for T ′

g values found by DSC for various compounds). It measures
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TABLE 30.2. Glass Transition Temperatures Tg of Selected Excipients Measured by DSCa

Compound Tg, ◦C Reference

Citric acid 11 54
Glycine (∼30) 13
Lactose 114 55
Maltose 100 55
Mannitol 13 21,56
Raffinose 114 55
Sorbitol −1.6 56
Sucrose 75 55
Trehalose 118 55
Maltodextrin 860 169 55
PVP k90 176 55

a Consult the references for details on these techniques. Value in parentheses is extrapolated fom
mixtures using Fox equation and is highly approximate.

the difference in heat flow to a sample compared to a reference and detects both
(1) first-order irreversible/kinetic thermal events such as crystallization and eutectic
melt (exotherms or endotherms) and (2) second-order reversible events such as glass
transitions. However, one challenge with DSC is the detection of weak transitions
due either to low concentration or low molecular weight of the excipient [11].
Sometimes it is also difficult to differentiate between a crooked baseline and a real
transition. Such ambiguities can be overcome by rescanning or using modulated
DSC, which separates the reversible components such as glass transitions from total
heat flow. The sensitivity of the weak transitions can be improved by (1) increasing
the sample size, which enhances the amplitude of the transition; (2) increasing the
scanning rates; and (3) increasing the concentration but keeping the mass ratio of the
components in the mixture constant. The caveats with these increasing sample size
and scanning rates is that they move the transitions to higher temperatures and can
also cause merging of the nearby thermal events. The dependence of glass transitions
on heating rates needs to be corrected as heating rates employed in freeze drying are
much lower and the real values will be lower by a few degrees, especially in cases
where drying is carried out at product temperatures close to T ′

g. Further resolution
and sensitivity in the determination of T ′

g can be obtained using the derivative of the
power–time curve [12].

30.3. FREEZE-DRYING PROCESS

Once the formulation is completely characterized, its freeze-drying properties are
understood, and their values are determined, the next step would be to identify opti-
mal process conditions. Identification of optimal process conditions requires a good
understanding of the various phases of freeze drying, the objectives of each phase,
the process parameters, and the factors that affect both the independent and dependent
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variables. Freeze drying is carried out in three phases: freezing, primary drying, and
secondary drying.

30.3.1. Freezing

Freezing is considered the most critical phase as the performance of the subsequent
phases, and the quality attributes of the final drug product depends on the way in which
the solution is cooled. The main objective of the freezing phase is to remove water
from the system as much as possible by formation of ice and convert all solutes into
solids, either crystalline (eutectic) or amorphous (a glass). As the formulation solution
is cooled, two events occur in a fashion quite different from that normally observed
with pure water: (1) the degree of undercooling will be less as the solutes will act
as nuclei, so the nucleation temperature will be higher than that of pure water; and
(2) the subsequent propagation of ice occurs below the equilibrium freezing point as
the presence of solutes depresses the freezing point. As the water crystallizes into ice,
the solutes concentrate into a freeze concentrate, and the continual increase in solute
concentration further depresses the freezing point in this phase. If the solutes reach
supersaturation, then crystallizable excipients such as mannitol or glycine will crys-
tallize and precipitate. The other solutes will remain amorphous, and when the critical
solute-dependent concentration is reached, the unfrozen amorphous freeze concentrate
will exhibit restricted mobility and the physical state of the system will change from
a viscoelastic liquid to an amorphous solid, called “glass” [10]. The temperature at
which this occurs is called the glass transition temperature of the maximally freeze con-
centrated system (T ′

g), and the corresponding unfrozen water and amorphous solutes
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concentrations are denoted as W ′
g and C ′

g, respectively (see Fig. 30.3). The W ′
g is sig-

nificant during secondary drying as high values require that the product temperature
be slowly ramped during secondary drying to ensure that the product temperature is
below Tg/moisture curve. There are several methods for determining the W ′

g values;
they can be determined from the area under the ice-melting endotherm or by taking
solutions of different concentrations, determining the amount of frozen water at each
concentration, and then extrapolating to the solute/water ratio that has zero frozen
water (W ′

g) [32]. The C ′
g values can also be determined by methods proposed by Jens

et al. and Bakul et al. [39,40].

30.3.1.1. Freeze Concentration. The time to reach the glassy state must
be expedited in order to minimize the residence time that the protein spends in the
freeze concentrate stage, where all the potential deleterious cryoconcetration effects
can occur. The pH can shift because of selective crystallization of the buffer compo-
nents, protein–protein interaction can result in colloidal instability, the ionic strength
can increase several-fold [if a protein were formulated with 0.15 M NaCl, the NaCl
concentration would increase to 6 M by the end of freezing (calculated data)], and an
exposure of protein to such high ionic strength could destabilize the protein [13–15].

30.3.1.2. Crystallization of Excipients. Crystallization of an excipient
depends on several factors, including their nature, solubility, and initial concen-
trations, and the presence of other formulation components and the details of the
freezing protocol [16]. Depending the intended role of an excipient, crystallization
may be desirable or undesirable, and it may be important when the crystallization
occurs in the process. In terms of process performance and product quality, it is
imperative that the intended role of each excipient be achieved during the freezing
phase. If the intended role of an excipient is to function as a stabilizer, then it
is important to ensure that it remains amorphous and the protein is molecularly
dispersed in it [3,4]. Proteins do not crystallize on freezing but remain amorphous,
and if the stabilizer does not remain amorphous and crystallizes out, then it will be a
physical mixture and will not impart stability to the protein. If the intended role of
an excipient is to function as a crystalline bulking agent and provide a crystalline
matrix to the cake, then it is important to ensure that it totally crystallizes during
the freezing phase. If it does not complete the crystallization process during the
freezing phase, it will crystallize during primary drying and/or during storage. If
it crystallizes during the primary drying phase, it will release water, and since the
temperature during primary drying would still be below freezing point, the released
water will form ice, which could break the vials. The classic example is the vial
breakage of mannitol-based formulations [17]. If the partially crystallized bulking
agent crystallizes during storage, then the water released on crystallization will
depress the Tg of the dry amorphous component where protein is dispersed, as water
acts as a plasticizer, and compromise the storage stability of the product [4]. A
further, more amorphous component of the partially crystallized bulking agent will
depress the T ′

g in the frozen state and the Tg of the dried powder substantially; for
example, amorphous mannitol has a T ′

g of −34◦C and Tg of 0◦C. Additionally, longer
reconstitution times are observed with partially crystallized products. On the other
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hand, if the intended role of an excipient is to act as a buffer, then it is important to
ensure that none of its components crystallize out on freezing [18].

Because of the potential consequences of partially crystallizing the crystallizable
excipients in the formulation during the freezing phase, as mentioned above, it is quite
critical that optimal conditions be identified from both formulation and process aspects
to ensure total crystallization during the freezing phase. With regard to formulation,
crystallization can be enhanced by using a high mass ratio of the crystalline bulking
agent (3 times the total amorphous solutes).

30.3.1.3. Annealing. From a process perspective, since few of the excipients
complete their crystallization in normal freezing, a thermal treatment, called annealing ,
is required to ensure complete crystallization. The temperature and time of maxi-
mum crystallization of a particular excipient can be determined using frozen solutions
by real-time X-ray diffraction techniques [19] and/or by the DSC and freeze-drying
microscopy methods [16]. This can be confirmed or verified using any of several tech-
niques: (1) T ′

g –annealing temperature curves, (2) the area under the eutectic melting
endotherm in a frozen system, (3) the area under the bulking agent melting endotherm
in a dry powder system, or (4) by absence of an exotherm on heating the dry powder
on DSC. Time of annealing can be determined by following the onset and offset of
the crystallization peak.

The maximum rate of nucleation and the maximum rate of crystallization occur at
two different temperatures (see Fig. 30.4). For crystallization to occur, nuclei need to
form first. Nucleation typically occurs at very low temperatures when the critical mass
is formed and the solution becomes supersaturated. However, at this temperature the
growth of nuclei into crystals will be minimal to none because of the high viscosity and
low mobility. It requires warmer temperatures to gain mobility and allow molecules to
orient to form crystals; the rule of thumb is that you will see mobility when the temper-
ature is 10◦C above the glass transition. So, for total crystallization, the solution needs
to be cooled below the T ′

g then warmed to at least 10◦C above the T ′
g to start pinpoint-

ing the temperature at which maximum rate of crystallization occurs. Depending on
the concentration of protein, mannitol-based formulations crystallize anywhere from
−26◦C to −10◦C. For a mannitol-based formulation containing 25 mg/mL protein,
we observed maximum crystal growth when annealed between −15◦C and −12◦C
following −40◦C cooling and, the T ′

g –annealing temperature curve as illustrated in
Fig. 30.5 was generated to confirm. Here the T ′

g value has been used as an indirect
measurement of degree of crystallinity.

It can be seen from Figure 30.5 that there was a good correlation between the
T ′

g value and the annealing temperature, with the increase in annealing temperature
there has been an increase in T ′

g value suggesting increase in degree of crystallinity,
it plateaus between −15◦C and −12◦C, and then the values drop. The plateau was
indicative of maximum crystallization, and the drop was due to the annealing tem-
perature approaching the onset of eutectic melting temperature where ice melts and
depresses T ′

g values.
In addition to crystallization of crystallizable solutes, annealing enables secondary

crystallization of ice and Ostwald ripening, where larger ice crystals grow at the
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expense of smaller ones. Ostwald ripening is normally employed for two reasons: in
situations where there is (1) heterogeneity in the product quality arising from hetero-
geneity in ice morphology or (2) mass transfer issue due to high product resistance.
Ostwald ripening helps create larger ice crystals and decrease the product resistance
to flow of water vapor by leaving larger channels in the dried cake, which results in a
shorter primary drying time overall, as well as minimizing variation in primary drying
time between vials [20].

As stated earlier, if both a bulking agent and a saccharide (stabilizer) are included
in the formulation, the level of bulking agent must be either very low or very high
relative to stabilizer. If the level of bulking agent in the amorphous stabilizer phase
is very low, the impact on T ′

g will be minimal. If the level of bulking agent is high,
bulking agent can be induced to crystallize nearly completely, thereby minimizing
the level of bulking agent in the amorphous phase and maximizing the T ′

g of the
formulation.

30.3.1.3.1. Freezing Parameters. The freezing parameters influence the ice
morphology, which, in turn, influences the performance of the subsequent phases of
freeze drying and also the quality attributes of the product. Additionally, the freezing
protocol affects the integrity of the protein. Cryoconcentration and ice–liquid interface
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denaturation are the two mechanisms by which a protein tends to denature during
freezing, and freezing rate affects both. Minimization of cryoconcentration effects
requires that protein spend less time in the freeze concentrate stage, which means faster
freezing. Establishing specifications against these effects and monitoring them during
the process is key to minimizing process and product variability. Slow freezing is also
deleterious to formulation systems that are prone to phase separation; slow freezing
provides enough time for the phase separation process to occur. If the solution contains
a stabilizer (cryoprotectant), the stabilizer is phase-separated.

Freezing rate determines the size and morphology of ice. The higher the freezing
rate, the higher would be the degree of undercooling , which is defined as the difference
between the equilibrium freezing point and the nucleation temperature at which ice
crystals first form in the solution. Also, the higher the freezing rate, the smaller would
be the size of ice crystals, which means larger ice-specific surface area. So, if one
were to minimize the cryoconcetration effect by faster freezing, this would create
larger ice-specific surface area and provide a larger interfacial area and more potential
for denaturation, if the protein were to denature at the ice–aqueous interface. From
the process perspective, smaller ice crystals means small “pore size” in the dried layer,
which results in a high resistance to water vapor transport during primary drying. As
a result, primary drying times can be long but secondary drying times could be shorter
as high specific surface area in the dried product decreases secondary drying times
[21–23].

The rate of ice crystal growth is a major factor in determining the solidification
of ice and the residence time of the product in a “freeze-concentrated” fluid state. A
rapid ice growth rate minimizes the residence time of solutes/protein, and minimizes
the adverse conditions known to occur in the freeze concentrate. In commercial freeze-
drying applications, heat transfer limits the rate of ice growth. Therefore, in vials and
pans where heat removal is through the container bottom, rapid ice growth is facilitated
by small fill volume : container area ratio (i.e., small fill depth) and “good contact”
between the container bottom and the freeze-dryer shelf. A low shelf temperature also
promotes rapid ice growth.

In freeze drying, various freezing methods are used. Depending on the product
requirements to freeze the vials, this includes immersion of vial trays in liquid nitrogen,
loading of vials or pans onto precooled shelves, or ramped cooling on the shelves. All
these methods differ in freezing rates, and hence will differ in degree of undercooling.
The highest degree of undercooling is normally observed with freezing small fill
volumes using liquid nitrogen and minimum degree of undercooling is observed using
the precooled shelf method.

One more concern before pulling down the vacuum and beginning the primary
drying phase is to ensure the complete solidification of ice. A more uniform freeze
and complete solidification can be achieved by lowering the final freezing shelf tem-
perature to 5◦C–10◦C below the collapse temperature and hold for 1 h if the product
is amorphous in nature and fill depth is ≤1 cm. Products with larger fill depths posses
the potential for nonuniform freezing patterns. This can be eliminated or at least mod-
erated by initially lowering the shelf temperature to an intermediate level, high enough
to avoid crystallization of any ice (i.e., −5◦C to −10◦C) before the shelf temperature is
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lowered to the final temperature. This protocol provides an opportunity for a uniform
freeze. For products that are crystalline in nature, the final freezing shelf temperature
must be 10◦C–20◦C lower than the eutectic temperature since many eutectic systems
can achieve high degrees of undercooling/supersaturation before crystallizing.

30.3.2. Primary Drying

Primary drying is the longest phase of freeze drying. In primary drying the crystalline
ice is sublimed to vapor. In order to maintain product elegance and product stability,
it is required that the primary drying be carried out at a product temperature below
the collapse temperature. The details of determining the collapse temperature are
mentioned above; however, it is emphasized here that for those systems that involve
an annealing step in their freezing protocols, values determined that did not factor in
annealing can be misleading.

Product temperature and sublimation rate are the two dependent variables that
determine the performance of the process and the product quality attributes, which,
in turn, depend on independent variables: shelf temperature and chamber pressure.
The shelf temperature mainly determines the rate of heat transfer; the chamber pres-
sure determines both heat and mass transfer as a significant amount of heat is also
transferred through gas collisions; hence, product temperature is the result of shelf
temperature and chamber pressure. The product temperature is also influenced by heat
transfer characteristics of the vials and the mass transfer characteristics of the product
and semi-stoppered vials [22,24,25].

30.3.2.1. Primary Drying Design Considerations.
30.3.2.1.1. Target Product Temperature. The most critical part of designing

the primary drying phase is selection of the appropriate shelf temperature and cham-
ber pressure profiles with time, which is very specific to formulation composition,
fill volume, and type of vial. Depending on the composition of the formulation, the
product temperature increases with drying time, due to resistance in mass transfer
arising from dried layer thickness, which increases with time. In order to keep the
product temperature below the collapse temperature to avoid collapse, the shelf tem-
perature and chamber pressure need to be adjusted during primary drying. To avoid
adjustments in process parameters during the process and to keep the process simple,
it may be advisable to run primary drying at a constant shelf temperature–chamber
pressure profile designed in such a way that product temperature is maintained at a
safe level ranging from 2◦C to 5◦C below the collapse temperature or T ′

g to accom-
modate increase in product temperature with time, and that will be considered as the
target product temperature. In cases where the cycle time is short, a safety margin of
up to 5◦C can be used.

30.3.2.1.2. Selection of Chamber Pressure. The rational selection of chamber
pressure and shelf temperature requires knowledge and understanding of the coupled
heat and mass transfer phenomena that combine to establish the product drying rate
and temperature. Figure 30.6a shows drying rate and product temperature data for
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Figure 30.6. (Data from [28, 29]) Sublimation rate versus chamber pressure.
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a typical product, across a range of chamber pressures and shelf temperatures [26].
Over this range of pressures, this is typical for pharmaceutical products in vials,
increasing pressure leads to higher product temperature and drying rate. Increases
in shelf temperature also lead to higher product temperature and drying rate. Also
note that at a given product temperature the maximum drying rate can be achieved
by using low pressure and high shelf temperature. However, the use of pressures
below 50 mTorr increases heat transfer disparities among vials (especially edge vs.
center shelf vials), exacerbating heterogeneity in both drying rates and product quality
attributes. Such low pressures may also cause contamination of the product with
volatile stopper components or pump oil. Another key consideration when setting
these process conditions is to ensure that the drying rate capability of the freeze dryer
is not exceeded (discussed in detail below).

The basic equations that govern these freeze-drying phenomena are as follows
[22,24]:

dm

dt
= Pice − Pc

Rp + Rs
(30.2)

Here, dm/dt is the sublimation rate, Pice is the vapor pressure of ice at the product
temperature, Pc is the chamber pressure, Rp is the product resistance, and Rs is the
stopper resistance. Equation (30.2) indicates that the driving force for mass transfer
is the pressure gradient between the vapor pressure of ice and the chamber pressure;
the higher the chamber pressure, the lower the driving force for mass transfer from
the ice interface in the product to the freeze-dryer chamber. However, as discussed
below, higher chamber pressure can improve heat transfer to the vial:

dQ

dt
= �Hs

dm

dt
(30.3)

Equation (30.3) couples the heat and mass transfer phenomena, where (dQ/dt) is the
rate of heat transfer, �Hs is the heat of sublimation, and dm/dt is the sublimation
rate. Then

dQ

dt
= AvKv(Ts − Tp) (30.4)

Here, dQ/dt is the rate of heat transfer, Av is the cross-sectional area of the vial, Kv

is the vial heat transfer coefficient, Ts is the shelf temperature, and Tp is the product
temperature at the bottom of the vial. The vial heat transfer coefficient is the sum of
contributions arising from direct conduction from the shelf to the vial at the points of
contact (Kc), the contribution from radiative heat transfer (Kr), and the contribution
from conduction through the gas between the shelf and the bottom of the vial (Kg),
represented as

Kv = Kc + Kr + Kg (30.5)
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Since radiation to the bottom of the vial accounts for a small fraction of the heat trans-
fer, conduction through direct contact and through gas will be the major contributors.
The coefficient of heat transfer through gas from the top of the shelf to the bottom
of the vial (Kg) is in the range of pressures used for lyophilization, proportional to
pressure [27]. Higher pressures increase the effective thermal conductivity of the gas
in that narrow gap because the gap distance is on the order of the mean free path for
molecular motions in the gas [27].

Returning to Figure 30.6a, we see that increasing pressure leads to an increase
in product temperature and drying rate. Although the higher pressure decreases the
driving force for mass transport, it increases the heat transfer coefficient for conduction
through the gas between the shelf and the bottom of the vial (Kg).

Chang and Fischer reported a significant increase in drying rates with high shelf
temperature and low chamber pressures with recombinant human interleukin-1 recep-
tor antagonist formulation [26] but also found significant product temperature gradient
across the cake, a source of heterogeneity. This could potentially become of significant
concern with larger vials and fill volumes.

In summary, in most applications of practical interest, the chamber pressure is
set between 50 and 50 to 200 mTorr. It is difficult to consistently maintain chamber
pressure much below 50 mTorr, which will create heterogeneity problems, and there
is no advantage in using pressures much higher than 200 mTorr. Hence, it is advisable
to select a chamber pressure ranging from 10% to 30% of the vapor pressure of ice
at the product temperature. For formulations with low collapse temperatures such as
sucrose-based formulations, a chamber pressure near the upper limit of 30% would
be considered optimal in terms of uniform heat transfer, and for formulations with
high collapse temperatures such as −16◦C one might consider the lower limit of
10%. The following equation or a readout from the graph in Figure 30.7 can be used
to select the “optimal” chamber pressure at the known target product temperature
(Tp).

Pc = 0.29 × 10(0.019·Tp) (30.6)

Here, Pc is chamber pressure (in Torr) and Tp is the target product temperature (in
◦C).

30.3.2.1.3. Selection of Shelf Temperature. After identifying the pressure
conditions, the next question will be the appropriate shelf temperature–time profile
in conjunction with the chamber pressure that would result in the target product
temperature. This can be either through a trial-and-error approach, which requires
many experiments, or through calculations using equations governing heat and mass
transfer rates outlined above. In situations where the product temperature exceeds the
target product temperature, the heat input needs to be reduced, and this can be done
by decreasing either the shelf temperature or the chamber pressure.

For formulations with a low collapse temperature, use shelf temperature to lower
the heat input rather than chamber pressure, as low collapse temperature formula-
tions will have low pressures, and the flexibility to further lower pressure would be
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limited. For each 5◦C change in shelf temperature, the product temperature changes
by 1◦C–2◦C, and one also needs to keep in mind that there will be no added value
in changing the settings after the process has progressed through two-thirds of the
primary drying phase.

On the other hand, for formulations with a high collapse temperature, pressure
can be used to lower the heat input as they are run at high pressure. Formulations with
high collapse temperatures such as concentrated protein mannitol-based formulations
allow primary drying at elevated shelf temperatures, but such drying conditions need
to be questioned and reviewed carefully as they can overload the dryer. In general,
shelf temperature and chamber pressure settings should be cautiously selected in such
a way that the product temperature does not exceed −15◦C; otherwise the heat and
mass transfer capabilities of the commercial freeze dryer may be pushed beyond their
limits, causing loss of pressure control, resulting in loss of product. The arrows in
Figure 30.8 indicate the limits of the shelf temperatures above which the mass flow
will exceed 1 kg h−1m−2 shelf area at Pc ∼ 100 mTorr [28,29] and can potentially
cause choked flow. This topic is covered in more detail in section 30.4.

30.3.2.2. Determination of Product Temperatures. Product temperature
is a critical parameter that needs accurate measurement as it is used to control and mon-
itor the performance of the process. Temperature sensors in the form of thermocouples
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at various solute concentrations, that is, different dry-layer resistance in primary drying.

Circles represent low dry-layer resistance (solids 
 1%), squares represent medium dry-layer

resistance (10%> solids>1%), and triangles represent high dry-layer resistance (solids � 10%).

The arrows specify the maximum shelf temperatures above which mass and heat transfer

overload of a ‘‘typical’’ manufacturing dryer is likely. (Adapted with permission from Tang

and Pikal [41].)

or resistance temperature device (RTD). RTD’s of various gauges in the vials at
selected locations are used to monitor the product temperature; however, it has two
main drawbacks (1) the vials with probes will be biased and will not be representative
of the whole batch, and will be misleading if the product temperature profile is used
to identify the end of primary drying; and (2) it measures the product temperature at
the bottom of the vial rather than at the sublimation interface. The precision and accu-
racy of the probes is important, and we recommend using 30-gauge thermocouples
(Omega: 5SRTC-TT-T-30–36 or a similar model). Some of these limitations can be
overcome by using the manometric temperature measurement (MTM) method, which
is based on quickly isolating the freeze-drying chamber from the condenser for a short
time during primary drying and subsequently analyzing the pressure rise data [33].
The advantage of the MTM method is that it determines the product temperature at
the sublimation interface and would be representative of the whole batch. However,
currently MTM is mostly used for developmental studies at the lab scale and has lim-
ited applicability for commercial purpose due to the following reasons. Firstly, MTM
requires swift closure of the valve between the chamber and condenser and achieving
that could be a challenge with production scale freeze dryers. Secondly, since pressure
rise rate is dependent upon the product dry layer resistance, the ice sublimation area,
and the chamber volume, large volume freeze dryers and small sublimation areas or
small number of vials can significantly limit its applicability.
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30.3.2.3. Primary Drying Endpoint. The primary drying time is directly
related to the ice sublimation rate and is a dependent variable determined by indepen-
dent variables-chamber pressure, shelf temperature, heat transfer coefficient of vials,
fill volume, and product resistance. The primary drying time can be estimated using
heat and mass transfer rates. Figure 30.9 depicts the primary drying time estimates
for tubing vials as a function of Ts − Tp, where the product temperature (Tp) is the
target product temperature in Figure 30.9 and the shelf temperature (Ts) is determined
using Figure 30.8. Although these are only rough approximations, but can be used as
an initial guess the method can be used to generate good initial guess.

30.3.2.4. Indicators of Primary Drying Endpoint. A method that deter-
mines precisely when the last piece of ice has sublimed would be very important not
only for maximizing the throughput of a process but also from the product quality
perspective, as advancing to secondary drying phase without completion of ice sub-
limation would carry the risk of product collapse. Several methods can be used to
monitor the progress of primary drying and to indicate the endpoint of the phase; a
few of these are summarized below.

30.3.2.4.1. Product Temperature Data. The product temperature data indicate
the endpoint of primary drying when the product temperature profile converges to that
of the shelf temperature. Normally, the product temperature, when plotted as a function
of time, shows a steep increase in temperature at the end of primary drying followed
by a plateau. Frequently, the vials containing thermocouples are not representative
of the batch as a whole, because the vials that contain probes will freeze faster as
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probes act as nucleating sites and will have less undercooling, which means larger
ice crystals. These larger ice crystals will form larger pores and offer less resistance
to mass transfer and hence will dry faster, resulting in shorter primary drying time.
Therefore, a “soak period” ranging from 10% to 15% of the primary drying time must
be allotted following the time when all the thermocouple vials suggest the end of
sublimation. Front-row vials complete primary drying far earlier than do the interior
vials; this is due to atypical radiation heat transfer effects from the walls and door of
the freeze dryer.

30.3.2.4.2. Dew Point. For water-based products moisture analyzers can be used
to provide the data necessary to determine the end of primary drying phase. Moisture
sensors have been considered too fragile for use in freeze drying, and temperature and
pressure sensors have been the choice for monitoring the primary drying phase. But
lately moisture sensors have demonstrated their ability to indicate the phase endpoint
more reliably and have been designed to protect against steam sterilization. During
the primary drying phase, water vapor continues to evolve from the product at a
steady state and will be displayed on the moisture analyzer as a steady-state dew-point
temperature, usually between −35◦C and −65◦C dew point. At the end of primary
drying, the dew-point value drops sharply in response to the change in gas composition
within the chamber, changing from almost 100% water vapor to essentially 100%
nitrogen, indicating that the last piece of ice has sublimed.

30.3.2.4.3. Pirani Data. The design of the Pirani gauge is based on the transfer
of heat from a hot wire, located inside the sensor, to the surrounding gases. Since
gauge output depends on both thermal conductivity and pressure of the gases, all ther-
mal conductivity gauges provide indirect, gas-dependent pressure readings. Traditional
Pirani gauges provide useful pressure readings between 10−3 and 10 Torr. The thermal
conductivity pressure gauges (Pirani pressure gauge) are generally calibrated against
air or nitrogen, and since the thermal conductivity of water vapor is roughly 1.5 times
that of air or nitrogen, it reads higher vapor pressure during primary drying. When
the last piece of ice has sublimed and there is no water vapor but mostly nitrogen, the
value drops and approaches the actual pressure determined by capacitance manometer
(MKS Baratron gauge) indicating the end of the primary drying phase.

30.3.2.5. Drying Close to Collapse, Impact on Process Performance, and
Product Quality

30.3.2.5.1. Relationship Between Resistance to Mass Transfer and Small-
Scale Product Collapse in Protein Lyophilization. Conventional concepts
suggest that resistance of the dried product to mass transfer is directly proportional to
the thickness of the dried layer. Pikal et al. studied the effect of dried layer thickness
on the mass transfer rate during the primary drying phase and reported that resistance
to mass transfer increases with increase in the dried-layer thickness but in a nonlinear
fashion, due to the existence of a surface barrier (i.e., Rp at I = 0 is not zero) [24].
They reported the dependence of the product resistance and dried-layer thickness pro-
files on the solute type and noted that their concentrations, in general, increase with
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the increase in the solute concentration. They also reported that the product resistance
decreases sharply as the product temperature increases toward the collapse or eutec-
tic temperature, and this was attributed to hydrodynamic surface flow of the water
vapor through the pores. This was further investigated independently by Milton et al.
and Overcashier et al. to better understand the mechanism behind it [33,42]. They all
agreed that increase in resistance to mass flow correlates with the increase in thickness
of the dried layer at lower temperatures but that resistance remains constant with the
increase in the dried-layer thickness when the product is dried at a temperature close
to the material’s collapse temperature. They attributed this phenomenon to microcoll-
pase, that is, development of additional pathways in the form fractures and/or holes
in the dried material, which was further evidenced by SEM photomicrographs of the
dried cake. Overcashier et al. also studied product resistance as a function of for-
mulation at a constant solid mass, in protein product versus trehalose and sucrose,
and reported that resistance was lower with trehalose than in the protein product and
even lower in sucrose but that all resistance values were equivalent at lower shelf
temperatures.

However, Chang and Fischer’s studies with various combinations of shelf tem-
perature and chamber pressure contradicted these findings and hypothesis [26]. They
observed the resistance to vapor flow to be independent of product temperature over
a wide range of temperatures from −32◦C to −14◦C.

30.3.2.5.2. Impact on Product Stability. The relative impact of drying the
product above and/or close to collapse temperature on the stability of the product
depends on the nature of the protein, the formulation, and the mechanism of degra-
dation. Various groups studied this effect and reported conflicting results. Lueckel
and co-workers reported increased levels of higher-order aggregates of IL-6 in both
glycine : sucrose and mannitol : sucrose formulations when the product was freeze-
dried at collapse temperature [43]. Interestingly, they found more aggregates when
annealed for glycine crystallization than when the annealing step was omitted, which
they suspected to be due to extended exposure of the product above the T ′

g. Con-
tradictory to this observiation, Sarciaux and co-workers reported decreased levels of
aggregates of human IgG when annealed, which they ascribed to decreased specific
surface area of ice and hence decreased ice–liquid interfacial denaturation [44]. Adams
and Irons studied the effect of structural collapse on the activity of l-asparaginase in
1% lactose formulation and found no correlation between the structural collapse and
alteration of biological activity or the integrity of tetramer of asparaginase [45]. How-
ever, they reported good correlations between collapse and increased levels of residual
moisture content and reconstitution time. Jiang and Nail studied the impact of drying
at the collapse on the stability of three enzymes, catalase, β-galactosidase, and lactate
dehydrogenase and reported loss of activity in all three [46]. Lactate dehydrogenase
exhibited substantial loss compared to the other two, and this was attributed to a greater
propensity of lactate dehydrogenase to denature on freeze–thaw. Most of these stud-
ies lacked evaluation of impact of collapse on long-term storage stability, which is of
practical importance. Recognizing this as a gap and its practical significance, Wang
and co-workers thoroughly investigated the impact of collapse on long-term stability
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of recombinant factor VIII and α-amylase using three different freeze-drying condi-
tions; one produced a collapsed cake and the other two did not collapse the product
but were either too aggressive or too conservative [47]. The results of 18-month stor-
age stability studies indicated greater than 80% recovery of activity with both protein
molecules, suggesting no adverse impact of drying with collapse on long-term storage
stability. Additionally, the stability profile of products dried under aggressive condi-
tions (i.e., very close to the collapse temperature) were indistinguishable from stability
profiles of products dried under very conservation conditions.

Such studies involving the evaluation of impact of drying above and close to the
collapse temperature on process performance and product stability are critical to (1)
distinguishing between collapse merely as a cosmetic defect versus a product quality
attribute that could lead to subtherapeutic dosing, (2) identifying maximum allowable
product temperature and then developing process conditions to dry the product close
to it and make the process efficient, and (3) collecting the storage stability data on
the abused product to support the closure of nonconformances during commercial
production.

30.3.3. Secondary Drying

At the end of the primary drying phase, depending on the composition of the formu-
lation, there would be 5%–20% of water that did not form ice and remained bound
to the product. If the formulation is predominantly amorphous in nature, then the
moisture content after primary drying would be toward the higher end, and if it is
crystalline in nature, it would be toward the lower end. Regardless, the storage sta-
bility of biological products depends on the residual moisture content, and the main
objective of secondary drying is to remove that bound water by raising the temperature
to a level that enhances the storage stability of the product. What is the optimal level
is quite specific and varies from product to product, usually it is less than 1% w/w
for proteins and varies between 2% and 3% for vaccines, but one key consideration
that applies to all formulations is the ramp rate during transition from primary to
secondary drying. As mentioned above, 5%–20% of residual water will remain at the
end of primary drying and the Tg/collapse temperature of the product will be quite
low, and fast ramping to the elevated temperature of secondary drying would carry
the risk of product damage in terms of both quality and stability. It is advisable to
ramp slowly until the set point is reached at a safe heating rate of 0.20◦C/min for
amorphous formulations. For crystalline formulations, it can be slightly faster (0.3◦C
or 0.4◦C/min) as the collapse temperature would be higher and will not carry the
potential for collapse during secondary drying; thus a higher ramp rate is suggested
for such products. Since secondary drying is a desorption process and is independent
of chamber pressure (at least up to 200 mTorr), the primary drying chamber pressure
can be continued through secondary drying without change [22].

The shelf temperature–time profile for secondary drying varies from formulation
to formulation, and protein stability as a function of the temperature profile must
be considered while designing the secondary drying conditions for the product. The
optimum secondary drying time can be determined by real-time residual moisture mea-
surement during secondary drying by extracting samples from the freeze dryer without
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interrupting the freeze-drying cycle (i.e., using a “sample thief/extractor”). The mois-
ture content can be measured using Karl Fischer titrimetry (KFT), thermal gravimetric
analysis (TGA), or near-IR spectroscopy (NIR). For the uniformity of moisture across
the cake and between the vials, it is advisable to dry at low temperatures for a longer
time than at high temperatures for a shorter time. In general, for protein formulations,
drying at 25◦C–30◦C for 3–4 h is adequate; however, for mannitol-based formula-
tions and in situations where mannitol hemihydrates are formed and secondary drying
is used as an opportunity to desolvate the mannitol hemihydrates, secondary drying
at elevated temperatures of 50◦C–55◦C for 2–3 hours helps to eliminate mannitol
hemihydrates [30].

30.4. CONSIDERATION OF SCALE-UP AND MANUFACTURING
ISSUES DURING DEVELOPMENT

During development of the freeze-drying process one must be aware of the manu-
facturing challenges, challenges relating to differences in the environment, scale-up
issues (differences in load size), differences in the design of the lyophilizer and asso-
ciated equipment and, and time and procedure differences. A process can be assumed
to be robust and easily transferable from one environment to another and from one
scale to another if one can demonstrate equivalent product temperature profiles on dif-
ferent lyophilizers and if the lyophilizers can maintain the chamber pressure set point
throughout the cycle. The shelf temperature is controlled as the temperature of the heat
transfer fluid as it is pumped into the shelves. The fluid flow rate, internal shelf design,
and fluid properties all contribute to determining the efficiency of heat transfer from
the fluid to the shelf top surface. Shelf temperature adjustments can be made to the
cycle recipe to compensate for slight differences in product temperatures. One must
also ensure that the primary drying time is sufficient (but not excessive) for different
lyophilizers, so the use of methods to monitor and adjust the duration is critical.

Thermal radiation and other heat transfer differences can cause significant hetero-
geneity in product temperatures and sublimation rates and hence variations in drying
times [25,31]. Also, differences in the efficiency of the condenser or refrigeration
system could limit the performance of one freeze dryer at a particular thermal load
compared to another. Factors contributing to this are the surface area of the condenser
coils and the cooling power provided through the refrigerant or heat transfer fluid
pumped through those coils. Inadequacy of this part of the system is manifested by
the product and condenser chamber pressures exceeding set point early in primary
drying. This can be remedied by reducing the shelf temperature during at least that
part of the cycle, but primary drying must be lengthened to account for the reduced
sublimation rate.

It has been found that if the sublimation rate is too high and the pressure is too
low, the water vapor can reach the speed of sound as it travels between the chamber
and the condenser, causing “choked flow” [28,29]. This problem can be diagnosed
by observing a very low condenser chamber pressure and by the product chamber
pressure exceeding set point. It can be remedied by slowing the sublimation rate by
reducing the shelf temperature, but this may extend the cycle duration unacceptably.
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An alternative is to increase the chamber pressure and reduce the shelf temperature.
Increasing the chamber pressure has the desired effect of increasing the density of
gas, thereby reducing its velocity (for the same mass flow rate) and avoiding choked
flow. However, we know from the section above that higher chamber pressure will also
increase both the sublimation rate and the product temperature, so the shelf temperature
must be reduced as well to the extent that these effects need to be reduced.

Most freeze dryer can support a sublimation rate of 1 kg/h per square meter of
shelf area at 100 mTorr before reaching choked flow [28,29]. Searles [28] and Nail
and Searles [29] suggest simple ways to measure this capability for every dryer. At
twice the pressure, this capability is theoretically twice as high, but one must run tests
at the desired pressures to be sure. In addition, product drying rate should be measured
for the early part of primary drying (e.g., for the first 6 h) by stopping the run at that
point and weighing vials. This can be done with a small batch in a laboratory dryer.

Figure 30.6b shows a way of matching product temperature requirements with
cycle time benefits (by maximizing the drying rate) for a given dryer (see also Refs. 28
and 29). Here we have superimposed a red line for the maximum product temperature
and a pink line for the dryer choked flow rate limit, each as functions of pressure. The
area bounded by these lines represents the “safe zone” of operation for that particular
product–dryer combination. One can see that increased drying rate, while it comes
with the benefit of shorter cycle times, increases the risk that one will encounter
either excessive product temperature or inability of the dryer to support that rate.
Inability to support that rate will be manifested by pressures above set point which,
unless counter balanced by an immediate shelf temperature decrease, will collapse the
product through excessive temperature.

It has been shown that moving a lyophilization cycle from the lab bench to
a cleanroom manufacturing environment can cause changes in product performance
[23]. This can occur in the presence of higher levels of environmental particulates in
a conventional laboratory setting, which can serve as ice nucleation sites, resulting in
faster, cooler primary drying. On transfer to manufacturing in a cleanroom environ-
ment, ice nucleation temperatures will be lower and the product will dry more slowly
and be warmer.

Considering these differences early on will help in minimizing the optimization
of process parameters during technology transfer and scale-up in manufacturing.

30.5. CASE STUDY

Here we present a case study of a development of a freeze-drying process for a protein
formulation that illustrates the importance of characterization and understanding of the
thermal behavior of each excipient, both individually and in the mixture, in the design
of a process (particularly the freezing protocol). It is a blood protein of molecular
weight 240 kDa. When this protein was freeze dried in an unoptimized formulation
using an unoptimized process, it was found to be unstable during the freezing phase
and on storage. Several formulation candidates consisting of various combinations of
stabilizers and bulking agents along with polysorbate 80, as described below, were
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tested, and on the basis of initial accelerated stability data and other business factors,
three formulations were selected for further development. This case study relates to
the formulation containing mannitol (as a bulking agent), trehalose (as a stabilizer),
polysorbate 80, 0.1 mg protein, and residual salt (NaCl) at pH 7.0. The formulation
was characterized using both modulated DSC (MDSC) and freeze-drying microscopy
to determine the optimal annealing conditions for mannitol crystallization. The T ′

g of
the formulation was also determined before and after annealing. Mannitol was found
to be easily crystallizable at any temperature above −26◦C (see Fig. 30.10) and did
not require much higher temperature for mobility, probably because of low viscosity
and protein concentration.

However, the T ′
g value of the formulation was found to be −53◦C, surprisingly

lower than expected. After freeze drying, the dried cake did not exhibit elegance and
indicated signs of incomplete crystallization of mannitol. When the freeze-dried pow-
der was scanned on MDSC, two interesting events were observed: (1) on the reversible
component, which is based on heat capacity and captures only real transitions, a Tg

of value 64◦C was observed; and (2) on the nonreversible component, an exotherm
value of ∼ 60◦C was observed (see Fig. 30.11).

When all the crystallizable excipients are completely crystallized and the intended
role of each excipient is achieved, a trehalose-based formulation under ideal conditions
should exhibit a Tg value close to 100◦C. The Tg value of 64◦C for the trehalose-
based formulation was quite low, suggesting the presence of amorphous mannitol
(amorphous mannitol has a Tg value of 0◦C). This was further confirmed by the pres-
ence of an exotherm that was due to crystallization of amorphous mannitol. These
pieces of information clearly indicated incomplete crystallization of mannitol despite
annealing at optimal conditions. The incomplete crystallization of mannitol and low
T ′

g value of −53◦C were found to be due to the presence of small amounts of NaCl.
Sodium chloride was found to interfere with the crystallization of mannitol and depress
the T ′

g value of sucrose. Additionally, characterization of the physical state of the
freeze-dried powder using X-ray powder diffraction (XRD) indicated the presence
of mannitol hemihydrates (see Fig. 30.12). There were two options: (1) either elim-
inate NaCl completely from the formulation or (2) completely crystallize out NaCl
before annealing mannitol and thereby prevent its inhibition of mannitol crystalliza-
tion. Removing NaCl from the formulation was a difficult option as it would require a
complete change of the downstream process, and it was too late to make any changes
to the bulk manufacturing process. Crystallization of sodium chloride is not an easy
process. As with other crystallizable excipients, crystallization of NaCl depends on
the concentration, temperature, and time. So a thorough systematic characterization
of sodium chloride, both individually and in the presence of other formulation excip-
ients, was undertaken using both MDSC and freeze-drying microscopy to determine
(1) minimum concentration required for crystallization, (2) nucleation temperature,
and (3) optimal annealing temperature and time. It was determined that for crystal-
lization of sodium chloride, the following were required: (1) a minimum concentration
of 150 mM NaCl, (2) exposure to ≤ −50◦C for a minimum of 1 h for nuclei to form
prior to annealing, and (3) annealing at −35◦C for 2 h for complete crystallization
(see Fig. 30.13).
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The strategy undertaken was to first crystallize out sodium chloride before crys-
tallizing mannitol. Accordingly, the freezing protocol was modified; the freezing
temperature was changed from −40◦C to −50◦C to allow NaCl to nucleate, and
an additional annealing step at −35◦C for 2 h was added to facilitate crystallization of
NaCl prior to annealing of mannitol at −26◦C. This modified freezing protocol was
first tested on MDSC complemented by freeze-drying microscopy before lyophilization
in vials. An absence of any exothermic peaks on the final warming curve postannealing
on the nonreversible component of the heat flow thermogram was observed, suggest-
ing complete crystallization of all crystallizable excipients. As mentioned earlier in
this chapter, the T ′

g value can also be used to indicate the extent of crystallization.
When the T ′

g value closely matches that of the pure amorphous theoretical value, it
is indicative of complete crystallization of all crystallizable excipients in the system.
On the final warming curve a T ′

g value of −41◦C was observed, which was close to
the theoretical value of −37◦C. In addition to modification of the freezing protocol,
the secondary drying conditions were modified such that the terminal temperature of
secondary drying was changed to 50◦C for 3 h to desolvate the mannitol hemihy-
drates. When the formulation was lyophilized with these altered parameters and the
product was characterized for physicochemical properties, all the issues appeared to
be completely resolved. The cake looked quite elegant as opposed to granular in the
previous cycle (see Fig. 30.14).

Characterization of the powder on MDSC indicated an increase in the Tg value
from 64◦C to 84◦C, and the absence of any thermal events on the nonreversible compo-
nent confirmed near-complete crystallization of crystallizable excipients (Fig. 30.15).
Physical-state characterization of the powder using XRD indicated not only an increase
in degree of crystallinity of both NaCl and mannitol but also an absence of the char-
acteristic peaks of mannitol hemihydrates.

These findings correlated very well with the improvement in physical properties
(i.e., decrease in reconstitution time and the residual moisture content) and long-term
storage stability of the product.
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CONSIDERATIONS FOR

SUCCESSFUL LYOPHILIZATION
PROCESS SCALE-UP,

TECHNOLOGY TRANSFER, AND
ROUTINE PRODUCTION

Samir U. Sane and Chung C. Hsu

31.1. INTRODUCTION

The life cycle of a lyophilized pharmaceutical product can be classified into three
main stages. The first stage, lyophilized product development, is where the formu-
lation scientist defines the formulation, product container, and fill volume on the
basis of the target product profile, and the process development engineer develops the
lyophilization process on laboratory or pilot scale. Several excellent reports exist in
the literature that discuss the science behind lyophilized product development along
with case studies [1,2,20,22]. The second stage involves scaling up the process to
production scale for clinical or commercial supply. Finally, the third stage involves
continuously maintaining the clinical or commercial supply, including possible trans-
fers between production facilities and process improvements. This chapter focuses on
the last two stages of the life cycle for parenteral products contained in glass vials.

Throughout the life cycle, it is important for the critical product quality attributes
of the lyophilized product to be identified; their acceptable ranges defined; and any
changes in the process, scale, or facility evaluated for possible impact on those
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attributes. The quality attributes that are unique to a lyophilized product are cake
appearance, moisture content, and reconstitution time. These three attributes are gener-
ally the key indicators of process performance and can be correlated with biochemical
attributes and long-term stability, which may be critical to the product quality [3–5].
Additionally, these three attributes are relatively easy to assess on a large number of
samples. As a result, they are widely used during scale-up and routine manufacturing
to assess process success.

The second unique aspect of lyophilization is that it is one of the few unit opera-
tions where the physicochemical treatment occurs after the product is aliquoted in the
final container that is presented to the end user. However, except for cake appearance
inspection, all the batch release testing is performed on only a very small number
of product vials. Thus, batch uniformity is an important consideration during process
scale-up, technology transfer, and routine production of a lyophilized product. Mois-
ture content is especially suited for assessing and validating batch uniformity as will
be evident during the course of the discussion in this chapter.

There are three main parts to this chapter. Section 31.21 discusses scale-up from
lab/pilot scale to production scale, Section 31.3 describes process transfers between
production sites, and Section 31.4 discusses supporting routine production. The scope
of this chapter is limited primarily to considerations around lyophilization equipment
differences during scale-up and process transfers. Indeed, there are numerous other
considerations related to vial/stopper processing, filling equipment, product contacting
materials, and other issues that may also impact the ultimate quality and stability of
the lyophilized product. However, discussion of those factors is beyond the scope of
this chapter.

31.2. SCALE-UP

Basic lyophilization equipment comprises of three major components:

1. A drying chamber, which typically consists of multiple shelves on which prod-
uct containing vials are placed. Heat transfer fluid at a controlled temperature
is circulated through the shelves to achieve the desired shelf temperature. The
chamber can be sealed and evacuated to attain the low pressure levels required
for lyophilization.

2. A condenser, which is generally another vessel connected to the drying cham-
ber by a vapor tube. The condenser contains an array of coils that are cooled
to a low temperature (typically below −50◦C). These coils function as a water
trap by condensing the water vapor from the drying chamber on the coil
surface.

3. A refrigeration–heating–vacuum system that is used to control the temperature
of the shelves and the condenser as well as to achieve low pressure levels
during lyophilization.

1The scale-up section of this chapter evolved from a previously published article by Sane and Hsu [6].
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These three components are responsible for controlling the overall heat transfer rate to
and from the product vials and mass transfer of water vapor from the product vials. The
rates of these heat and mass transport processes ultimately dictate the properties of the
lyophilized product. Even though the user-specified lyophilization cycle parameters
(viz. shelf temperature, chamber pressure and time) may be the same, the heat and mass
transfer rates may differ depending on the design and performance of the lyophilizer.
Therefore, during lyophilization scale-up it is important to understand the differences
in the equipment at two different scales and their impact on lyophilization process
dynamics [6].

31.2.1. What Could Change During Lyophilization Scale-Up

Figure 31.1 illustrates the various parameters that influence lyophilization process
performance and the properties of a lyophilized product. Among the parameters listed,
the “equipment variables” are the most difficult to match on different scales, and
adjustments to the “cycle parameters” may be necessary to ensure comparable product
quality. Some of those variables are discussed in greater detail below.

31.2.1.1. Environmental Conditions in the Processing Area. Production-
scale machines are often operated in a cleanroom environment, while pilot-scale testing
is generally performed in a lab environment, which typically has significantly higher
particulate loading. Particles from the environment can be introduced in the bulk solu-
tion when it is filled and loaded in the lyophilizer. These particles can act as nucleation
sites leading to higher ice nucleation temperature during freezing on pilot scale versus

Cycle Parameters
Shelf temperature
Chamber pressure
Segment durations 

Ramping rates 

Product Parameters
Formulation

Primary package
(vial/stopper)
Fill volume

Equipment Variables
Loading room classification

Equipment design & capacity 
Instrumentation & controls 

Calibration

Product Quality
Biochemical

characteristics
Long-term stability
Cake appearance
Moisture content

Reconstitution time

Process Monitors
Shelf temperature
Chamber pressure

Condenser temperature
Product temp

Chamber gas humidity

Lyophilization

Figure 31.1. Lyophilization process variables.
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production scale. It is widely reported in the literature that the nucleation temperature
affects the ice crystal size—the lower the nucleation temperature is, the smaller is
the ice crystal size and the greater is the ice interfacial area [7]. Small ice crystal
size increases the mass transfer resistance offered by the dry cake during primary
drying, and hence the material produced on production scale may experience slower
ice sublimation and a higher product temperature. Additionally, size of the ice crystals
could potentially impact biochemical stability of some proteins due to degradation at
ice–liquid or ice–void interface [8]. To minimize the impact of environmental differ-
ences during scale-up, care should be taken while generating the pilot-scale data. The
majors may include (1) use of vials and stoppers that have been washed using pro-
cesses equivalent to the manufacturing scale; (2) handling of components and filling
inside a laminar flow hood; (3) filtration of the bulk solution prior to filling using a
filter equivalent to the manufacturing scale; (4) use of powder-free gloves, lab coat,
and hair cover during material handling and filling; and (5) prompt transfer of filled
and partially stoppered vials to the lyophilizer.

31.2.1.2. Shelf Surface Temperature. Shelf temperature during lyophiliza-
tion is generally controlled according to the temperature of the heat transfer fluid (e.g.,
silicone oil) at the inlet of the shelf. On the other hand, the temperature experienced
by the product is the shelf surface temperature. Depending on the differences in the
equipment design and the shelf temperature control strategy, the shelf surface tem-
perature may be different in different machines even though the shelf temperature set
point is kept the same. Furthermore, production-scale machines tend to have wider
temperature variation across shelves, especially under heavy heat load. A temperature
difference of 2◦C–5◦C between the inlet and outlet of a shelf is frequently observed
during the freezing ramp and the early stages of primary drying. This could lead to
greater variability in the temperature ramping rates, extent of annealing, and sublima-
tion rates among product vials from different regions of a shelf. Figure 31.2 shows an
example of shelf inlet and outlet temperature profiles for a manufacturing-scale freeze
drier. Clearly in this situation, the vials located near the shelf fluid outlet would expe-
rience somewhat slower freezing ramp and lower shelf temperature compared to the
vials near the shelf fluid inlet. The lyophilization cycle on production scale has to
be appropriately designed to yield uniform product quality despite this variability.
Alternatively, worst-case locations need to be identified so that product from those
locations can be monitored and tested as a part of validation and batch release analysis.

31.2.1.3. Radiation Effects. For a product vial undergoing lyophilization, the
primary mode of heat transfer is gas-phase conduction to or from the shelf on which
the vial is placed. However, there is some contribution via radiation from shelves
and walls of the chamber. The differences in the shelf spacing, the wall temperature,
and the proximity of the walls to the edge vials could lead to varying degree of
radiation contributions on different scales. Figure 31.3 shows an example of product
temperature profiles during primary drying of vials from different regions of a shelf.
The vial near the edge completes primary drying sooner than do those near the center
of the shelf. Additionally, the vials near the edge equilibrate to a somewhat higher
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Figure 31.2. Example of shelf fluid inlet and outlet temperature profile during freeze drying

in a 50-ft2 lyophilizer with 45-kg water load (solid line—shelf fluid inlet; dashed line—shelf

fluid outlet).

temperature at the end of primary drying. Both of these phenomena are a result
of increased heat transfer to the edge vials via radiation. The extent of edge effect
depends on the difference in the shelf temperature and the chamber wall temperature as
well as the chamber pressure. Although lyophilizers with controlled wall temperature
are commercially available, very few of them have such a capability. In lyophilizers
without chamber wall temperature control, if the shelf temperature during primary
drying is close to ambient temperature, the edge effect is reduced. On the other
hand, if the shelf temperature is significantly below ambient (Fig. 31.3), a substantial
difference is observed between the drying rate of the edge vials and the vials in the
shelf interior. This effect is pronounced even further as chamber pressure decreases
and radiation becomes a larger fraction of the overall heat transfer rate. Clearly in this
case, if one relies on product temperature data from the edge vials, primary drying
duration would be underestimated.

It can be argued that the edge vials may not necessarily experience higher product
temperature during the sublimation phase of primary drying. The majority of the heat
transfer due to radiation from chamber walls occurs in the radial direction through the
walls of the product vial. If the product has a tendency to shrink, it can provide a low-
resistance path for water sublimation via the gap between the vial wall and the cake.
Effectively, the overall mass transfer resistance to water vapor flow decreases and the
product temperature is relatively unaffected despite higher heat input to the product.

31.2.1.4. Chamber Pressure Control. The pressure control strategy could
also have an influence on process dynamics because of its impact on chamber gas
composition during drying. The majority of the commercial-scale lyophilizers today
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shelf.

rely on introduction of nitrogen, at a controlled rate, to maintain the chamber pressure.
However, some older lyophilizers may rely on the so-called on/off control where
pressure in the chamber is controlled by opening and closing the vacuum valve without
introducing any nitrogen. When nitrogen is used for chamber pressure control, the mole
fraction of water vapor during drying is less than unity. This is especially true when
working with small-vial loads relative to the capacity of the equipment or with freeze-
drying cycles with low sublimation rates. On the other hand, with on/off control the
drying chamber contains exclusively water vapor. Since primary mode of heat transfer
from shelves to vials is gas phase conduction and since nitrogen has conductivity lower
than that of water vapor [9], the differences in chamber gas composition could lead
to differences in heat transfer rates and subsequently in primary drying duration. It
is important to take these dependences into consideration while comparing data from
different scales with different relative loadings and different pressure control strategies.

31.2.1.5. Type of Measuring Devices, Tolerances, and Calibrations.
The two most common types of gauges for chamber pressure (vacuum) measurement
during lyophilization are capacitance manometer and Pirani. The latter is not
recommended for chamber pressure control since its response is dependent on the
composition of gas in the chamber. It is important to use the same type of gauge on
pilot and production scales in order to ensure equivalent conditions for freeze drying.
There could be differences in the shelf temperature and chamber pressure control
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tolerances and transducer calibrations on the two scales, which could lead to small
differences in process dynamics.

Although any one of the factors discussed above may not be sufficient to signif-
icantly affect the performance of a lyophilization process, the combination of these
factors, if not accounted for upfront, could lead to significantly different process
performance upon scale-up.

31.2.2. Lyophilization Process Scale-Up Methodology

The main objective of lyophilization process scale-up is to specify a robust lyophiliza-
tion cycle that can be executed reproducibly and yields uniform product attributes
consistent with the material manufactured on pilot or clinical scale. To be successful
in achieving this objective, one of the keys is to have a well-characterized formulation.
The thermal characteristics of the formulation, in frozen state, such as the collapse
temperature, should be evaluated to determine the critical product temperature that
should not be exceeded during early stages of primary drying to avoid impact on
product quality [10,11]. It is also important to characterize the lyophilized product for
the target moisture range, cake appearance, reconstitution time, and any other critical
attributes so that appropriate acceptance criteria can be developed for testing product
from production scale.

Another key to successful scale-up is to perform pilot-scale process development
while taking into account the capabilities of the production-scale machine. As was
discussed in the previous section, the production scale equipment tends to have greater
variability in shelf surface temperature and also some limitations in terms of maximum
achievable ramping rates and condenser capacity. The pilot-scale process parameters
need to be appropriately selected to account for these limitations (e.g., slower freezing
ramp, longer primary drying duration). Additionally, vial and stopper components
should be identical and be preprocessed in the same way as those for the production
scale.

Once the lyophilization process parameters are established on pilot scale, one to
four engineering runs should be performed on production scale to confirm that the
equipment can execute the intended lyophilization cycle routinely and yields prod-
uct of acceptable quality and uniformity. If the pilot-scale cycle has been properly
designed and with adequate safety margin, no adjustments to the shelf temperature
and chamber pressure set points and ramping rates for production-scale cycle should
be necessary. Only adjustments to the drying durations may be required because of the
scale-dependent factors described in the previous section. Often, active product is not
available in sufficient quantities to perform these engineering runs. In these situations,
a mixed load of active and surrogate vials can be used. To demonstrate that the prod-
uct quality is uniform regardless of the location in the lyophilizer, groups of active
vials can be dispersed throughout the lyophilizer and analyzed for cake appearance,
moisture content, and any other relevant product quality attributes.

Engineering runs can also be utilized to demonstrate that the process on production
scale is robust and to rationalize the choice of alarm limits. This can generally be
accomplished with two runs. In one of the runs, the lyophilizer cycle can be set
at the lower limits of primary and secondary drying shelf temperature and chamber
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TABLE 31.1. Example Lyophilization Cycle Conditions for Robustness Testing

Run 1: Lower Run 2: Upper
Parameter Target Process Limits Process Limits

Primary drying
Shelf temperature, ◦C 0 −3 3
Chamber pressure, mTorr 120 100 140
Secondary drying
Shelf temperature, ◦C 20 17 23
Chamber pressure, mTorr 120 100 140
Time, h 8 7 9

pressure, and secondary drying duration. In the other run, the lyophilizer can be set
at the upper limits of primary and secondary drying shelf temperature and chamber
pressure, and secondary drying duration. Table 31.1 presents an example of target
cycle conditions and the corresponding two runs that challenge the lower and upper
limits of the process. It is well established that for the conditions typically used
for vial lyophilization, the sublimation rate as well as the product temperature during
early stages of primary drying increase with increasing shelf temperature and chamber
pressure [12]. Additionally, higher temperature during secondary drying is expected to
lead to lower moisture content. Thus, the choice of parameters presented in Table 31.1
(Run 1 and Run 2) brackets the entire range of product temperatures, sublimation rates,
and residual moisture contents that may be observed within the alarm limits of the
intended lyophilization cycle.

Once the lyophilization cycle on production scale is established and confirmed to
be robust, it can be validated [3]. At this point, having comprehensive data from the
engineering runs maximizes the probability of success for the validation batches. If
the product uniformity has been well characterized during engineering runs, a reduced
level of sampling for validation testing may be justifiable.

31.2.3. Key Considerations During Lyophilization Scale-Up

31.2.3.1. Equipment Capabilities. The production-scale machines generally
deliver lower cooling and heating capacity per unit shelf area as compared to the

TABLE 31.2. Example Lyophilizer Performance With and Without Water Load

Test No Load With 1300 L Water

Shelf cooling rate (20◦C to −35◦C) 2.3◦C/min 0.7◦C/min
Shelf heating rate (−40◦C to 20◦C) 1.2◦C/min 0.9◦C/min
Dynamic condenser capacity — ∼ 50 kg/h at 150 mTorr
Shelf temperature control at 50◦C ± 0.5◦C around set point +1◦C to −2.5◦C around

set point

Data from 56 m2 lyophilizer designed for 1300 L maximum condenser capacity



SCALE-UP 805

pilot-scale machines. One should be aware of the maximum ramping rates that can
be executed on production scale with full product load. Lyophilizer manufacturers
generally specify the maximum ramping rates for the empty chamber. However, the
performance with product load tends to be significantly slower and should be deter-
mined during qualification of the machine (Table 31.2).

Another equipment parameter that could be potentially limiting is dynamic con-
denser capacity of the production-scale machine. This parameter dictates the maximum
rate at which water can be captured (kg water/h) by the condenser while main-
taining the process set points. Formulations with high collapse temperature (e.g.,
high-concentration protein formulations) can be freeze-dried using fairly aggressive
conditions during primary drying. However, if the condenser is not able to capture the
resulting water vapor at the same rate, then pressure control could be lost. Lyophilizer
manufacturers often specify only the ultimate condenser capacity. The dynamic con-
denser capacity can be estimated experimentally by determining maximum achievable
ice sublimation rate for water-filled vials or trays before the lyophilizer starts to lose
chamber pressure control [13]. The dynamic condenser capacity is dictated by three
characteristics that depend on the lyophilizer design: (1) capacity of the refrigeration
system employed to cool the condenser; (2) overall resistance to vapor flow from
chamber to the condenser coils, which is dictated by cross-sectional area, length, and
shape of the flow path; and (3) Mach number for the water vapor flow from chamber
to condenser. All three of these factors are directly or indirectly dependent on chamber
pressure set point. The lower the chamber pressure set point, the lower is the dynamic
condenser capacity. For instance, lowering the chamber pressure set point from 150 to
100 mTorr lowers the maximum allowable condenser temperature required for good
pressure control. For a refrigeration system using piston compressors, this lower con-
denser temperature requirement could lower the overall cooling capacity by as much as
20% [14]. Therefore, the overall dynamic condenser capacity is expected to be lower
by 20% as well. Figure 31.4 shows an example of a case where chamber pressure
control was lost since the product sublimation rate during the early stages of primary
drying exceeded the dynamic condenser capacity at the chamber pressure set point for
the process. The same lyophilizer was able to maintain good pressure control under
revised primary drying conditions, where the chamber pressure set point was increased
by 20 mTorr and the shelf temperature was decreased by 5oC. The sublimation rate,
and hence the condensation load, were roughly the same in both cases but the higher
chamber pressure set point indirectly enhanced the ability of the condenser to capture
water vapor.

31.2.3.2. Choice of Surrogate Formulation. As discussed in
Section 31.2.2, during engineering runs on production scale, the lyophilizer
can be loaded mostly with surrogate vials with groups of active vials dispersed across
the lyophilizer. For this approach to be valid, the surrogate would have to mimic the
freeze drying behavior of the active product. Accordingly, pilot-scale studies should
be performed to demonstrate that the sublimation rates and product temperature
profiles of the surrogate vials are comparable to that of the actives. Examples of
sublimation rate measurements for an antibody formulation (active), the corresponding
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the chamber was evacuated to 100 mTorr and the shelf temperature was ramped up from

−35◦C to 5◦C. As the shelf temperature reached approximately −7◦C, the process lost control

on chamber pressure as indicated by increase in pressure to 155 mTorr. The corresponding

condenser temperature was around −38◦C, indicating that the pressure control was lost

because of inadequate condenser cooling capacity. As the primary drying progressed, the

overall sublimation rate decreased, the condenser temperature decreased to −40◦C, and the

process regained control on chamber pressure. (Condenser temperature data not shown.)

formulation buffer, and a surrogate formulation are shown in Figure 31.5. The
protein to formulation: excipient weight ratio for this particular antibody formulation
was about 1:1. Hence, when only the formulation buffer was freeze dried, the mass
transfer resistance to sublimation was significantly lower than that for the active and
the corresponding sublimation rate was significantly higher. On the other hand, the
surrogate where the protein in the active formulation was replaced by a sugar with
the same weight concentration yielded a sublimation rate that was comparable to
that of the active. Use of such a surrogate during engineering runs ensures that the
active vials experience the same conditions and the lyophilizer experiences the same
thermal load as it would when the chamber is filled exclusively with active vials.

31.2.3.3. Lyophilization Cycle Monitoring. As part of the engineering runs,
it is important to collect product temperature data during the lyophilization cycle. This
allows one to confirm that the product is exposed only to intended temperatures (e.g.,
not exceeding the collapse temperature) during various stages of lyophilization. Addi-
tionally, from the data, one can confirm that the product temperatures have reached
shelf temperature prior to start of the secondary drying ramp. If the product tem-
perature information is available in real time, adjustments can also be made to the
primary drying duration on the fly, in order to accommodate any ice sublimation rate
differences that may be present between the pilot and production scales.
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constituted 50% of the total solids content of the formulation. The surrogate had the same
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Often on production scale, especially in machines with automatic load-
ing/unloading systems, use of product temperature probes on a routine basis is not
possible. In such situations, one could rely on other measurements such as condenser
temperature, chamber–condenser pressure differential, nitrogen bleed flow rate, and
pressure rise measurement (PRM) to assess the progress of the primary drying phase.
All these parameters except PRM can be monitored continuously and are indirect
measures of sublimation rate. See Figure 31.6a for an example of these measurements
along with product temperature data on production scale. During the early stages
of primary drying when the sublimation rate is high, the condenser temperature is
high because of large water load, the chamber–condenser pressure differential is
high because of the too high volumetric flow rate of water vapor and the nitrogen
bleed rate is low since the chamber pressure is being maintained mostly by the water
vapor. As the primary drying is completed and the ice sublimation rate decreases,
the condenser temperature and the chamber–condenser pressure differential decrease
and the nitrogen bleed flow rate increases.

A PRM, on the other hand, is a discrete measurement where the rate of pres-
sure increase in the chamber is measured while it is temporarily isolated by closing
the valve between the chamber and the condenser. The rate of pressure rise mea-
sured in this manner is an indication of the amount of residual water in the product.
Figure 31.6b shows an example of PRM results as a function of primary drying dura-
tion; as the primary drying progresses and the product temperatures approach the shelf
temperature (Fig. 31.6a), the rate of pressure rise rapidly decreases. It should be noted
that during the PRMs shown in Figure 31.6b, the chamber pressure was allowed to
increase by only 20–30 µm Hg and the measurements lasted for only a few seconds.
This is important because if the pressure is allowed to increase excessively while
the ice sublimation phase is not complete, the product temperature could significantly
increase and the cake could collapse.
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Figure 31.6. (a) Temperature and pressure profiles from an engineering run on production

scale; (b) pressure rise measurement results from an engineering run on production scale. The

corresponding temperature and pressure profiles from this run are presented in (a).

The condenser temperature, chamber pressure differential, nitrogen bleed rate,
and PRM data in Figure 31.6 correlate well with the product temperature data and
demonstrate that they can be useful in monitoring the progress of a lyophilization
cycle during routine production. This type of correlation can be established during
engineering runs on production scale so that their use during routine production can
be justified.

31.3. LYOPHILIZATION PROCESS TRANSFER FROM ONE
PRODUCTION SITE TO ANOTHER

Often, once a product is launched into market, it may become necessary to transfer
the existing validated process from one production facility to another. These transfers
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are generally triggered by a need for additional capacity or dual sourcing to mitigate
supply risks. The complexity and the amount of work required during these transfers is
dependent on the extent of equipment and procedural differences between two sites. As
a result, the first step toward successful interfacility transfer is to perform detailed gap
analysis and identify risk areas that have the potential to impact process performance
and/or product quality. If a contract manufacturing organization (CMO) is involved
in the transfer, that could present some unique challenges as well. Table 31.3 lists
some of the key technical areas that need to be included in the gap analysis during
transfer of a lyophilized drug product. As part of the new CMO selection process,
it is important to look at each of the technical areas listed in Table 31.3 in order to
develop a realistic statement of work and risk management plans.

When it comes to the lyophilization part of the process transfer, the gap analy-
sis should include a detailed assessment of the lyophilizer equipment specifications
and performance parameters to establish anticipated comparability (or lack thereof) in
process performance. Table 31.4 lists the lyophilizer characteristics that are relevant
to comparability assessment. Essentially, any equipment parameter that may impact
shelf surface temperature and chamber pressure during the course of the lyophiliza-
tion cycle should be compared between facilities. Such data are generally available in
the equipment’s turnover package and qualification documents. Often, there may be
significant mechanical differences between lyophilizers; however, the expected per-
formance of the receiving site’s equipment might still meet or exceed the process
needs. Gap analysis may reveal some equipment limitations that can be addressed
prior to proceeding with the process transfer. For example, if the dynamic condenser
capacity of the lyophilizer at the receiving site is inadequate for the intended process,
reduction in the batch size and/or a change to more conservative lyophilization cycle
parameters may be necessary.

Unless significant prior data with similar product formulations exists at the receiv-
ing site, one cannot rely exclusively on comparison of equipment parameters on paper.
Engineering runs with mixed loads of active and surrogate vials are often necessary
to generate supporting data to establish the product comparability. These runs may
include comparison of process trends (shelf temperature, chamber pressure, chamber
Pirani gauge values, PRMs, product temperature, condenser temperature), evaluation
of product manufactured at alarm limits, and moisture mapping to establish batch
uniformity.

Facility change for lyophilized drug product manufacture generally requires pro-
cess revalidation and establishment of product comparability. One may be able to
employ a family or modular approach to validation when multiple products or config-
urations are involved in the transfer or when there is an existing body of data showing
comparability for similar product formulations from the two sites.

31.4. SUPPORTING ROUTINE PRODUCTION

Lyophilization is often the last step in the manufacture of a pharmaceutical product.
In some cases, a batch of lyophilized product could be worth millions of dollars.
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TABLE 31.3. Key Technical Areas for Gap Analysis During Technology Transfer of a Lyophilized Drug
Product

Facilities

Room classifications

Environmental monitoring

Storage areas for raw materials, bulk active pharmaceutical ingredient (API), interme-
diate, final product

Temperature/humidity control

Single use/multiple use

Cleaning, carryover

Raw materials/accessories

Specifications

Storage and handling

Manufacturing equipment (specifications, capacity, process control, cleaning/sterilization
procedures)

API handling

Final formulation

Pooling/mixing

Component preparation (e.g., vials, stoppers)

Product sterilization

Filling

Lyophilization

Inspection

Packaging

Product contacting materials (extractables/leachables, product compatibility)

Stress factors during processing

Temperature

Hold/processing times

Shear

Air–liquid interface

Humidity

Shipping of materials between sites

Shipping configuration

Mode of transportation

Temperature control
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TABLE 31.4. Lyophilizer Characteristics for Comparability Assessment

Key Freeze-Dryer Performance Parameters
Lyophilizer Design Attributes that Could

Influence Freeze-Dryer Performance

Heat Transfer
Shelf surface temperature uniformity with

and without load
Heat transfer fluid (HTF) path
Shelf material of construction
Shelf and shelf wall thickness
Shelf thermal massa

HTF heat capacity, viscosity, and density
HTF circulation flow rate at various temperature

set points
HTF distribution at the edges of the vial pack

Shelf temperature control with and without
load

HTF cooling capacity
HTF heating capacity

Average deviation from set point over time HTF temperature control strategy (based on
shelf inlet vs. outlet temperature)

Maximum controllable cooling and heating
rates

Temperature measuring devices (accuracy,
calibration)

Ultimate low and high temperatures

Radiation effects Shelf interdistance
Shelf material of construction and surface finish
Chamber walls (temperature control or not)
Chamber wall material of construction and

surface finish
Proximity of chamber walls to product

Mass Transfer
Pressure control Vacuum system throughput
Fluctuations/average deviation from set point

over time
Control strategy (nitrogen inlet regulation vs.

without nitrogen injection)
Evacuation rate Pressure transducer (capacitance manometer vs.

Pirani type)

Dynamic condenser capacity Refrigeration system design and capacity
Maximum achievable water/condensation

rate at various pressure set points
Condenser surface area and coil arrangement
Chamber–condenser flow path
Cross-sectional area of flow path
Shape and length of flow path
Presence of any flow obstructions (e.g., radiation

shield)

Facility
Environment Classification of filling area (particulate loading)

a The parameters listed in italics should be normalized on the basis of shelf area when comparing lyophilizers
of different capacities.
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Additionally, the loss of a batch during this final stage of manufacture could have
far reaching impact on product’s supply, company’s production plan, and clinical
trial timelines. Thus, maintaining high success rates during routine production of
lyophilized products is essential. Keys to maximizing the success rate of a lyophiliza-
tion operation are

1. Well-trained personnel with robust standard operating procedures

2. Well-engineered equipment and support systems with comprehensive mainte-
nance program

3. Robust lyophilization process design

4. Vigilant engineering staff to collect and analyze performance trend data

In many facilities an empty-chamber plant test is performed prior to every batch to
ensure that the equipment is ready for manufacture. Trending some of the plant test
data (e.g., shelf cooling rate, evacuation rate, leak rate) may facilitate identification of
potential issues before a failure occurs.

Even for a robustly designed lyophilization cycle and in a well-maintained
facility, occasional deviations outside of the alert or alarm limits can result from
mechanical failures or operator error. In such situations it is important to have
quality systems and process or product experts who can quickly detect issues,
troubleshoot, assess product impact, and implement corrective and preventive actions.
Some of the more common failures and associated process deviations are listed
below:

1. Extended freeze hold duration due to inability to reach target chamber evacu-
ation level

2. Chamber pressure increase due to a variety of reasons (e.g., partial loss in
condenser cooling capacity, nitrogen injection valve failures)

3. Shelf safety freeze due to increase in chamber pressure

4. Extension of secondary drying time due to stoppering issues

In these situations, depending on the type of deviation, supplemental testing may be
required before the batch can be considered releasable to market. This testing may
include additional product uniformity testing (e.g., cake appearance, moisture and
reconstitution time mapping), characterization of the dried product (e.g., biochemical
testing, crystallinity), and long-term stability (real-time and/or accelerated). Depending
on the manufacturing license and the type of deviation, communication with health
authorities may also be required. These activities not only are highly resource-intensive
but also could have far reaching impact on the product’s supply chain. Alternatively,
one could prospectively define ranges for the various critical process parameters within
which no product impact is expected, although the process may have deviated from
normal equipment capability. In the current regulatory environment that encourages
quality by design, this latter approach is greatly preferred if not expected.
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31.4.1. Design Space for Lyophilization

In FDA’s quality-by-design (QbD) framework, the multidimensional space that spans
all possible combinations of the process inputs and parameters yielding acceptable
product quality is termed design space. For the lyophilization cycle, shelf temper-
ature, chamber pressure, and time are the three critical process control parameters.
The interplay among these three parameters ultimately dictates the freeze-drying pro-
cess performance and the product characteristics. The theory of lyophilization process
dynamics is well established [15] and is highly conducive to rationally defining accept-
able ranges of shelf temperature, chamber pressure, and time for a given process [21].
Tables 31.5–31.7 assess the potential impact of the critical control parameters on
product quality for freezing, primary drying, and secondary drying. In each case, an
example of a typical target and the associated acceptable range are also provided. The
underlying principles in selection of these acceptable ranges, with the exception of
freezing ramp, can be summarized as follows:

• Maintain product temperature below a critical temperature during every segment
(e.g., below the phase transition temperature during freezing, below the collapse
temperature during primary and secondary drying).

• During drying, maintain the product temperature high enough such that the
drying processes are complete in the allotted segment durations.

31.4.1.1. Freezing. Two of the freezing segment parameters that are espe-
cially important are the freeze ramp rate and the final freezing temperature. The latter
is generally chosen to ensure that the product is cooled below the phase transition
temperature of the formulation (eutectic temperature or the glass transition tempera-
ture), and solidified prior to start of primary drying. Negative deviations in temperature
(i.e., colder than the set point) are generally not an issue from a molecular stability
perspective since the product is already solidified and there is limited mobility for
the molecules to undergo degradative reactions. For some formulations, with high fill
height : vial height ratio, vial breakage has been observed on cooling below a certain
critical temperature (unpublished data).

Considerations around freezing ramp rate are more complex since there are mul-
tiple phenomena involved. The general understanding in the literature is that the faster
the freezing ramp, the smaller are the ice crystals. This could result in higher resis-
tance to mass transfer of water vapor through the partially dried cake, higher product
temperature, and longer primary drying. From a molecular stability perspective, there
are some reports in the literature suggesting that biomolecules (e.g., proteins) can
degrade on exposure to ice–liquid surface [8,16]; smaller ice crystals resulting from
faster freeze ramps would increase ice–liquid interfacial area. On the other hand, a
slower freeze ramp increases the time for which the molecules experience potentially
damaging cryoconcentrated state before solidifying below the phase transition tem-
perature. Changes in freeze ramp rates could also impact the presence or extent of
phase separation during freezing. This is especially of concern for formulations that
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contain crystallizing solutes. However, to see any impact on protein stability, the freeze
ramp rates typically need to be varied much more drastically than what is feasible
in manufacturing-scale lyophilizers. Hence, examples of product degradation due to
changes in the freeze ramp rates on manufacturing scale are rare. A conservative
approach would be to prepare lyophilized product at limiting shelf freezing rates
and assess product quality and long-term stability as part of the lyophilized product
development.

The freeze hold duration is generally inconsequential as long as a certain minimum
freeze hold time is reached and the product is maintained below its phase transition
temperature. Because of lack of mobility of the molecules at these temperatures, any
degradation or morphological changes are highly unlikely.

The considerations are more complex when annealing is used as part of the freez-
ing regimen. The annealing temperature as well as duration of hold at that temperature
would have an impact on the type and extent of phase separation (e.g., crystallization),
as well as the ice crystal size. As a result, there may be additional constraints on the
temperature and durations of the various segments of the freezing regimen [17,18].

31.4.1.2. Primary Drying. During primary drying, the important parame-
ters are shelf temperature ramp rate, hold temperature, hold duration, and chamber
pressure.

As described in Table 31.6, a slower than target primary drying shelf temperature
ramp is inconsequential. A faster than target ramp rate could temporarily overwhelm
the condenser because of rapid sublimation of water at the top surface of the product
combined with sublimation of any condensate that accumulated on the shelves during
loading. For products that yield very low density and fluffy cakes, there is also a risk
of product egressing from the vial because of an initial burst in sublimation.

Considerations involved in selecting lower and upper limits for shelf temperature
and chamber pressure are very similar. For most lyophilization cycles and products,
an increase in shelf temperature or pressure causes an increase in product temperature
and sublimation rate [12]. Therefore, the upper limits for both these parameters are
selected such that the product collapse does not occur. On the other hand, negative
deviations (lower temperature or lower chamber pressure) generally cause a decrease
in product temperature and sublimation rate. Hence the lower limit is selected such
that the primary drying is still complete within the specified primary drying duration
prior to the start of secondary drying.

The extension of primary drying duration is generally inconsequential since it
would only further ensure that primary drying is completed prior to start of the sec-
ondary drying ramp. In these situations, the product would just equilibrate at the
shelf temperature. Once again, there is limited mobility for the molecules for any
degradative reactions or morphological changes to occur on timescales relevant to
lyophilization, and any impact on product quality is unlikely.

31.4.1.3. Secondary Drying. During secondary drying, the important param-
eters are shelf temperature ramp rate, hold temperature, and hold duration.

It is well known that the secondary drying shelf temperature ramp rate should
be slow enough such that the product temperature does not exceed the instantaneous
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collapse temperature of the partially dried cake. Slower than target ramp rate is incon-
sequential since it will only further ensure that the product is maintained below the
collapse temperature.

The secondary drying kinetics is rarely impacted by the chamber pressures typi-
cally used during vial lyophilization [19]. Regardless of chamber pressure, the partial
pressure of water in the drying chamber is extremely low, and hence there is suffi-
cient driving force for moisture desorption. On the other hand, the secondary drying
kinetics is generally a strong function of temperature. Hence the shelf temperature
during secondary drying hold should be high enough such that target moisture content
is achieved within the target duration. The upper limit of shelf temperature as well as
the duration is dictated by the available stability data. In some cases the product may
be unstable on excessively long exposure to secondary drying temperature.

31.4.1.4. Multidimensional Design Space. The information in Tables
31.5–31.7 and the discussion above assume deviations in a single process control
parameter at a time. One can extend this analysis to encompass deviations in
multiple parameters simultaneously. For the freeze hold segment, this is relatively
straightforward since the chamber pressure has little influence on the freezing
process, and the remaining two control parameters of shelf temperature and time do
not interact (Fig. 31.7).

For primary drying, on the other hand, one has to take into account the delicate
balance between the control parameters of shelf temperature and chamber pressure,
and the key dependent variables of product temperature and sublimation rate. Typical
relationships among these four variables are shown in a sketch in Figure 31.8a. The
sketch was adapted from experimental data presented in the paper by Chang and
Fischer [12], who measured sublimation rates and product temperatures for a protein
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formulation containing glycine and sucrose at different shelf temperature and chamber
pressure combinations. The chart in Figure 31.8a shows constant sublimation rate and
constant product temperature lines as a function of shelf temperature and chamber
pressure. The chart also shows an example of the equipment’s dynamic condenser
capacity limit in terms of minimum achievable chamber pressure for a particular
product configuration as a function of shelf temperature. In other words, the process
would be out of control for any combination of shelf temperature and chamber pressure
that causes the product’s sublimation rate to exceed the dynamic condenser capacity.
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Using the information summarized in Figure 31.8a, one can carve out the design
space during primary drying of the product configuration in the corresponding
lyophlizer (Fig. 31.8b). For illustration purposes, the collapse temperature for this
product was selected to be −25◦C. This sets one boundary of the design space
for the primary drying segment. Another boundary can be set according to the
equipment capacity limit (e.g., the lyophilizer’s dynamic condenser capacity). The
third and final boundary is set according to the allotted primary drying time, which
dictates the minimum sublimation rate necessary to complete primary drying. In this
illustration the minimum required sublimation rate was selected to be 0.07 g per vial
per hour. Thus, the design space for primary drying hold segment for a fixed primary
drying duration is fully defined. One could expand the design space even further
if the primary drying duration is allowed to extend (by design) beyond the target.
It is important to recognize that the design space for primary drying could also be
impacted by the freezing regimen. If one introduces an annealing step, this will likely
alter the cake resistance during primary drying, thereby altering the constant product
temperature and constant sublimation rate lines in Figure 31.8.

For secondary drying, as discussed earlier, the chamber pressure is inconsequen-
tial. Hence only the shelf temperature and time need to be considered (Fig. 31.9).
It is expected that the time required to achieve target residual moisture levels in the
product will decrease as the shelf temperature is increased. This sets the lower limit
on the secondary drying time. The upper limit would depend on the available stability
data. With increasing temperature the allowable exposure time for which the product
is stable, is expected to decrease.

The discussion here was limited to the main lyophilization process control param-
eters of shelf temperature, chamber pressure, and time. There are other factors that
may influence the design space available during normal production. For instance,
variations in the vial geometry and stopper placement could affect the heat and mass
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transfer rates during the freeze-drying process. A drift in instrument calibration could
be sufficient to alter the process failure limits over time, thereby altering the bound-
aries of the design space. But rather than including these parameters as additional
dimensions during the development of design space, it is reasonable to limit the influ-
ence of those factors through control strategies such as raw-materials specifications,
in-process monitoring, or calibration programs.

The knowledge gained from the information summarized in Tables 31.5–31.7 and
Figures 31.7–31.9 is based on the physical understanding of the lyophilization process,
and the illustrations serve as representative examples. The precise failure limits and
quantitative relationships among the various parameters would vary with formulation
and vial configuration. To define design space for lyophilization of a given product
configuration, one can devise an experimental plan that maps the process dependencies
and identifies the process failure limits. The plan may rely on design of experiment
(DOE) or a rational selection of process conditions where bracketing strategy is used
to study the effect of multiple factors simultaneously. These types of experiments
for the most part can be performed only on small scale. Clearly, the applicability
of the scaled-down model to the production scale system should be appropriately
demonstrated.

31.5. CONCLUDING REMARKS

Lyophilization involves numerous input parameters pertaining to the process set points,
equipment, manufacturing environment, and product configuration. It is important to
fully understand how all these inputs influence the key output parameters related
to process dynamics (e.g. product temperature), finished-product attributes (e.g. cake
appearance, moisture content and reconstitution time), and ultimately the biochemi-
cal quality and long-term stability of the drug product. The underlying phenomena
that govern these relationships during lyophilization are heat transfer to and from the
product vial and mass transfer from the product vial. Mastering an understanding of
these phenomena, coupled with comprehensive characterization of the product con-
figuration and the equipment capabilities, is key to successful scale-up, technology
transfer, and routine production. The FDA quality-by-design initiative and emphasis
on characterizing the design space is an excellent opportunity to apply the science of
lyophilization and consistently achieve the desired product quality, predictable process
performance, and manufacturing flexibility.
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32
PROCESS ROBUSTNESS IN

FREEZE DRYING OF
BIOPHARMACEUTICALS

D. Q. Wang, D. MacLean, and X. Ma

32.1. INTRODUCTION

Recombinant coagulation factor VIII (rFVIII) is a therapeutic protein for the treat-
ment of hemophilia A patients. It is the largest and most complex protein currently
manufactured by the biopharmaceutical industry. It is a 300-kDa heterodimeric protein
containing 2332 amino acids, 25 N -linked glycosylation sites, and 6 tyr-sulfation sites.
The rFVIII protein is very unstable, and there are many challenges in its manufacture
[1]. In brief, rFVIII drug substance is produced in baby hamster kidney (BHK) cells,
and then purified by a series of chromatography steps. The drug product is formulated
with stabilizers and freeze-dried in dose vials. For such a high-value product, process
robustness in freeze drying is very critical to ensure process consistency and product
quality in large-scale CGMP production. This chapter describes how we selected and
tested the critical process steps and process parameter ranges in order to ensure a
reliable large-scale freeze-drying production.

The rFVIII formulation used in our study is a crystalline-matrix-type formula-
tion, consisting of 2.2% glycine, 1.0% sucrose, 0.02 M of histidine, 0.03 M of sodium
chloride (NaCl), 0.0025 M of calcium chloride (CaCl2), and 80 ppm Tween 80. The
rFVIII as a therapeutic component is in the range of 50–200 µg/mL, which is rel-
atively low compared with the inactive excipients. The critical consideration in the

Formulation and Process Development Strategies for Manufacturing Biopharmaceuticals,
edited by Jameel and Hershenson
Copyright  2010 John Wiley & Sons, Inc.
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Standard Production Cycle

−100

−80

−60

−40

−20

0

20

40

0 5 10 15 20 25 30 35 40 45 50

Time (h)

T
em

pe
ra

tu
re

 (
°
C

)

0

100

200

300

400

500

P
re

ss
ur

e
(m

T
or

r)

Shelf
Average
Condenser
Reference
TP-1
TP-2
TP-3
Vacuum

Condenser

Vacuum

Shelf and Reference

TP-3

Figure 32.1. Freeze-drying cycle for rFVIII.

development of a freeze-drying cycle for a crystalline-matrix -type formulation is to
use an annealing step to crystallize glycine to allow microcollapse of the amorphous
components in between the glycine crystals. This allows primary drying to be per-
formed at a relatively high product temperature without loss of the cake structure [2].
On the basis of our understanding of the formulation, we developed the freeze-drying
cycle as given in Figure 32.1. The cycle begins with an annealing step in the freezing
phase, then the product slowly warms from −45◦C to −20◦C ±3◦C, is held there
for one hour, then cools back to −45◦C. Primary drying has a shelf temperature at
−5◦C ±3◦C and a chamber pressure at 100 ± 50 mTorr for 16 h. An “overdrying”
secondary drying has a ramped shelf temperature to 25◦C ±3◦C and a chamber pres-
sure at 100 ± 50 mTorr for 16 h. Considering the robustness of this cycle, we must
address three critical questions:

1. We need to know whether the microcollapse, which occurred when glycine
crystallized, and even total collapse if glycine did not crystallize, would com-
promise product quality, particularly with product stability. In We discuss this
issue in Section 32.2.

2. We need to provide a range for the process parameters in order to conduct large-
scale CGMP production. Each process step of the freeze-drying cycle usually
includes a set-point condition, defined as the standard production condition ,
and an allowable deviation from that set point, known as an operating range or
specification of freeze-drying cycle parameters. Section 32.3 illustrates how
we used a lab-scale freeze drier to investigate the impact of varying cycle
parameters, such as shelf temperature, chamber pressure (vacuum), and phase
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transition rate (ramp rate) on product quality consistency during freezing and
the primary and secondary drying phases.

3. The capacity of a large scale production freeze drier could be up to 100 times
that of the lab scale freeze drier that was used to develop a freeze-drying cycle.
To demonstrate the robustness, we conducted a product mapping study in large
production-scale freeze driers to ensure that the products at all locations within
the freeze-drying chamber have the same quality (i.e., potency and moisture
content). This is discussed in Section 32.4.

32.2. COLLAPSE STUDY

Details of the collapse study have been published previously [3] and therefore are
not discussed further here. However, as this study is an important part of process
robustness development, we briefly describe the concept here. To cause cake collapse,
three different freeze-drying cycles, particularly the freezing step, were selected:

1. No Collapse. This was a very gentle cycle, in which the samples were annealed
to allow crystallization of the glycine eutectic to occur, and the primary drying
temperature was very low.

2. Microcollapse. This cycle also included an annealing step, but the primary
drying temperature was much higher.

3. Collapse. This cycle did not include an annealing step, and the temperature
during primary drying was also kept low to inhibit crystallization of the glycine
eutectic.

Following freeze drying, the products were placed into stability chambers at 5◦C,
25◦C, and 40◦C for up to 18 months in order to assess their long-term stability during
storage. It was found that cake collapse is not necessarily detrimental to either the
activity or stability of freeze-dried protein. In particular, data support the hypothesis
that the more aggressive, shorter primary drying cycle permitted by the microcollapse
cycle does not compromise the stability of the protein product. The similarity between
stability results for the freeze-dried samples in groups 1 and 2 above (no collapse and
microcollapse cycles) indicates that using the more aggressive cycle is not harmful to
the protein. This is important because it permits a more efficient freeze-drying cycle
to be used, without decreasing the stability of the protein.

32.3. RANGE-FINDING STUDY

As mentioned in Section 32.1, the goal of the second study is to validate the ranges of
critical freeze-drying process parameters. A lab-scale freeze drier was used to check the
impact of varying cycle parameters during freezing and primary and secondary drying
phases, such as shelf temperature, chamber pressure (vacuum), and phase transition
rate (ramp rate) on product quality consistency. Those process parameter conditions
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TABLE 32.1. Summary of Cycle Parameter Conditions

Shelf Temperature, Ramping, Pressure,
Phase Condition ◦ C ◦ C/min mTorr

Freezing and
annealing

Upper −42, −17, −42 0.3 Atmosphere
Standard production −45, −20, −45 0.2 Atmosphere
Lower −48, −23, −48 0.1 Atmosphere

Primary:
drying

Upper −2 0.3 150
Standard production −5 0.3 100
Lower −8 0.3 50
Upper—higher ramping

rate
−2 0.4 150

Lower—lower ramping
rate

−8 0.2 50

Secondary:
drying

Upper 28 0.1 50
Standard production 25 0.1 100
Lower 22 0.1 150
Upper—higher ramping

rate
28 0.2 50

are summarized in Table 32.1. Combinations of the variables that generated extreme
outcomes have been designed to determine whether a consistent rFVIII product is
obtained. In total, 10 runs were conducted. Representative cycle charts are given in
Figures 32.2–32.4, showing profiles of the freeze-drying cycles with shelf temperature,
condenser temperature, vacuum pressure, and product temperatures under different
conditions. The freeze-drying-related rFVIII properties, such as potency, reconstitu-
tion time, cake appearance, and moisture content from different freeze-drying cycle
range limit conditions, were compared in this study. Test results are summarized in
Table 32.2.

In the freezing phase, as shown in Table 32.1 and Figure 32.2, three different
freezing and annealing cases were investigated. The standard production cycle spec-
ification states that the shelf temperature is lowered to −45◦C ±3◦C, held there for
2 h, then raised to −20◦C ±3◦C, held there for 1 h, then lowered to −45◦C ±3◦C
for 2 h. The upper limit in the freezing phase, shown in Table 32.1, was set to deter-
mine whether the frozen product melted at the highest temperature within the freezing
specification range. The lower limit evaluates whether the freezing phase is completed
under the lowest temperature within the cycle specifications. Except for varying the
freezing phase, primary and secondary drying phases followed the standard production
parameters. The cycle profiles from the product temperature probes Tp indicated that
the freezing phases were completed under each of the three freezing-phase conditions.

In the primary drying phase, as given in Table 32.1, the set point and specifica-
tions of standard production cycle for the primary drying phase are as follows: shelf
temperature, −5◦C ±3◦C; chamber pressure, 100 ± 50 mTorr; and primary drying
time, 16 h (not including the ramping time). Five different primary drying conditions
were examined: a standard production set point, an upper limit, a lower limit, an
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Figure 32.2. Freeze-drying cycle with process parameter changes in freezing phase.

Primary-Dry Changes.
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Figure 32.3. Freeze-drying cycles with process parameter changes in primary drying.

upper limit with increased ramping rate, and a lower limit with lower ramping rate
(Table 32.1). The standard production set-point parameters were used in the freezing
phase and secondary drying phase.

The upper-limit parameters included the highest specification values of shelf tem-
perature and chamber pressure. This limit was to test if the highest product temperature
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Secondary-Dry Changes.
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Figure 32.4. Freeze-drying cycles with process parameter changes in secondary drying.

TABLE 32.2. Summary of Results from 10 Freeze-Drying Cycles

Description Lyophilized Liquid Reconstitution Moisture
Lot Potency Potency Appearance Time Content
Comment N = 6, IU/mL N = 6, IU/mL N = 6 N = 6, min N = 3, %

Standard
production

138.4 ± 7.2 131.7 ± 8.3 Acceptable 0.1 ± 0.0 1.18 ± 0.02

Upper freezing 137.1 ± 7.3 141.3 ± 7.4 Acceptable 0.1 ± 0.0 1.51 ± 0.09
Lower freezing 135.8 ± 7.4 133.6 ± 10.3 Acceptable 0.1 ± 0.1 1.00 ± 0.03
Upper primary:

drying
136.3 ± 12.9 135.1 ± 8.7 Acceptable 0.1 ± 0.0 1.40 ± 0.03

Lower primary:
drying

143.0 ± 8.9 132.3 ± 6.2 Acceptable 0.1 ± 0.0 1.14 ± 0.02

Upper primary:
increase ramp

137.8 ± 4.3 132.5 ± 8.8 Acceptable 0.1 ± 0.0 1.18 ± 0.04

Lower primary:
decrease ramp

134.0 ± 5.6 134.3 ± 9.5 Acceptable 0.1 ± 0.0 1.20 ± 0.03

Upper secondary 136.2 ± 7.3 129.3 ± 4.9 Acceptable 0.1 ± 0.0 1.04 ± 0.02
Lower secondary 133.4 ± 10.2 131.6 ± 6.9 Acceptable 0.1 ± 0.1 1.38 ± 0.02
Upper secondary:

increase ramp
141.6 ± 10.1 132.0 ± 5.8 Acceptable 0.1 ± 0.0 1.22 ± 0.04

Tp, caused by both the higher shelf temperature and higher chamber pressure, would
exceed the maximum allowable temperature in the primary drying phase. If the product
temperature were above the eutectic or collapse temperatures, then melting or collapse
could occur. In the standard production freeze-drying cycle, the product temperature
Tp was approximately −33◦C under the normal operation condition (Fig. 32.1). Under
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the upper-limit condition during the primary drying phase, the Tp was approximately
−29◦C (Fig. 32.3), and the cake appeared to be acceptable after being freeze-dried
under the upper-limit condition.

The lower-limit parameters included lowest specification limit of shelf temper-
ature and chamber pressure. In contrast to the previous experiment, this experiment
was to see if the lower product temperature Tp, caused by both the lower shelf tem-
perature and lower chamber pressure, would make the primary drying too slow to
efficiently sublimate the product within the primary drying time stated in the standard
production cycle. As expected, the product temperature Tp in the lower-limit cycle
was approximately −37◦C (Fig. 32.3), which was lower than the Tp in the normal
cycle. The amount of time between the shelf temperature reaching −5◦C and the
product temperature Tp reaching shelf temperature was slightly longer than the stan-
dard production cycle, but was still completed within the given primary drying time
in the standard production cycle (Fig. 32.1). The results suggest that product could
be efficiently freeze-dried within a reasonable primary drying time even in the lower
extreme primary drying conditions.

The upper and lower primary drying cycles were also tested using increased and
decreased ramping rates from freezing to the primary drying phases. The primary
drying time was slightly changed, but the phase was completed within the given
primary drying time in the standard production cycle (Fig. 32.3).

Moisture content data indicated that freeze drying with extreme primary drying
conditions did not significantly affect the moisture content in the final freeze-dried
containers (Table 32.2) and the moisture contents were within the product release
specification. There are no significant differences in the reconstitution times among
the five cycles with different primary drying conditions.

Potency assay results, summarized in Table 32.2, were further analyzed by analy-
sis of variance (ANOVA) statistical analysis. The statistical analysis of potency values
post–freeze drying indicates that there were no statistical differences among the five
cycles with different primary drying conditions with a 95% confidence level.

In the secondary drying phase, the specification ranges of process parameters,
such as shelf temperature, chamber pressure, and cycle time, were also evaluated
(Table 32.1). After primary drying was performed with the parameters determined
above, secondary drying was evaluated in four tiers: an upper limit, an upper sec-
ondary limit with increased ramping rate, a lower limit, and a standard produc-
tion set-point condition. The set point and specifications for the secondary drying
phase are as follows: shelf temperature, 25◦C ±3◦C; chamber pressure, 100 ± 50
mTorr. The upper-limit parameters included the highest value of the shelf temper-
ature and the lowest value of the chamber pressure specifications. The secondary
drying, with highest temperature and lowest chamber pressure, provides the most
efficient condition for water desorption. Therefore, such conditions were appropriate
for testing whether the product could be excessively overdried within the extreme
upper limit. The lower-limit parameters included lowest value of shelf tempera-
ture and highest value of chamber pressure in the specifications. In contrast, this
experiment was to test whether product would be underdried with the lower-limit
parameters.
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Figure 32.5. Photo of lyophilized product for all 10 cycles. Pictured from left to right: process

set point, upper freezing, lower freezing, upper primary, lower primary, upper primary with

increased ramping rate, lower primary with decreased ramping rate, upper secondary, lower

secondary, and upper secondary with increased ramping rate.

The results shown in Table 32.2 indicated that the moisture contents in the freeze-
dried product did not significantly change under the three different drying conditions
and were within product release specification for moisture content. The cycle chart pro-
file for the product temperature show all secondary drying phases were completed with
the three range limit secondary drying conditions (Fig. 32.4). Potency, appearance,
and reconstitution time were not affected by the secondary drying limit conditions.
Potency assay results, summarized in Table 32.2, were further analyzed by ANOVA.
Statistical analysis of potency values post–freeze drying indicates that there were no
statistical differences among the four cycles with different secondary drying condi-
tions with 95% confidence. In addition, all lyophilized products appeared as a white
solid (Fig. 32.5). All reconstitution times were less than or equal to 0.1 min, and all
vials appeared clear after reconstitution (Table 32.2).

In conclusion, this study showed that when rFVIII product is freeze-dried within
the standard production cycle specifications, there are no significant differences in
product performance.

32.4. PRODUCT-MAPPING STUDY

The third study focused on product mapping on large-scale production freeze-driers,
which are 240-ft2 STERIS Lyovac freeze driers. Product mapping is performed to
evaluate the performance (uniformity and reproducibility) of the freeze-drying cycle
and to confirm comparability of the scaled-up cycle. The study was designed to
cover the minimum operating capacity and the maximum freeze-drier capacity. The
product vials at the specific locations within the freeze-drier chamber, as shown in
Figures 32.6 and 32.7 for the maximum operating capacity, were probed with ther-
mocouples to monitor the product temperature during the freeze-drying process. Final
container samples from specified sampling locations were tested according to data in
Table 32.3.

Figures 32.6 and 32.7 provide tested product locations for the top five shelves
and the bottom five shelves, respectively, in a freeze-drier chamber. The potency and



ACKNOWLEDGMENTS 835

Shelf 2

Shelf 1

Shelf 3

Shelf 4

Shelf 5

5H

5A
TC11

5F

5B

4G

4C

3A

3I

2B
TC 4

2H
TC 5

2F 2D

1A
TC 1

1G

1E
TC 2

1I
TC 3

3H

4E
TC 9

1C

3C
TC 6

3G
TC 7

4F
TC 10

4D
TC 8

5I
TC 12

87.677, 1.0987.876, 1.12

87.853, 1.14 83.663, 1.0789.554, 1.09

88.841, 1.05

88.712, 1.17

92.083, 1.09

91.234, 1.09

89.352, 1.0688.939, 1.06

84.158, 1.08

80.896, 1.07

85.318, 1.13

88.496, 1.10
86.692, 1.11

88.496, 1.09

86.713, 1.10

89.849, 1.05

Figure 32.6. Product mapping sample locations, potency results, and moisture results for the

top five shelves in a freeze-drier chamber.

moisture testing results of the product samples at the given locations are also presented
in the figures. In total, four runs were conducted in the product mapping study in order
to cover the two freeze-driers in the facility with the maximum (40,000 vials) and
minimum (8000 vials) loads. Detailed results from all four runs are not provided here
because of space limitations; however, no significant differences were observed in the
four runs, demonstrating batch product quality uniformity and freeze-drying process
consistency under large-scale cGMP production.
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Figure 32.7. Product mapping sample locations, potency results, and moisture results for the

bottom five shelves in a freeze-drier chamber.

TABLE 32.3. Tests Performed for Product Mapping Samples

Total Number of Vials per Freeze-Drying Run

Number of Vials Maximum Load Minimum Load
Assay per Location (39 Sample Locations) (12 Sample Locations)

Potency 3 samples/location 117 samples 36 samples
Solubility time
Visual appearance

before and after
reconstitution

Moisture by near-IR
spectroscopy (NIR)

3 samples/location 117 samples 36 samples

Clarity 1 sample/location 39 samples 12 samples
pH
Retains 3 samples/location 117 samples 36 samples
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33.1. INTRODUCTION

Challenges to a successful commercialization of a protein drug include maintaining the
safety and efficacy during the drug product manufacturing process and storage until
delivery to the patient. Purified protein substance is formulated and filled into typical
primary containers such as glass vials, syringes, and dual-chamber cartridges. This
review chapter is focused on filling process with specific emphasis on various filling
technologies and process considerations. It is critical that the filling operation has
minimal impact to product quality and provides a cosmetically acceptable drug product
[1–3]. The filling technology must be evaluated for compatibility with the protein
product and various process parameters, such as filling rates, pump size and volume,
and needle size and configuration, which all must be optimized prior to manufacturing.
Typically, filling technologies include positive-displacement pumps and time–pressure
and mass flow pumps, which are discussed in the chapter. Filling evaluations need
to be performed on early-stage as well as late-stage protein products to identify any
potential process and product quality issues when products are processed through
the filling equipment. Scale-down or benchtop equipment is often used to mimic

Formulation and Process Development Strategies for Manufacturing Biopharmaceuticals,
edited by Jameel and Hershenson
Copyright  2010 John Wiley & Sons, Inc.
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manufacturing-scale equipment. The chapter discusses the various studies and also
outlines process considerations for transfer to commercial manufacturing.

33.2. FILLING TECHNOLOGIES

The different types of filling technologies currently used in protein product manufac-
turing are positive displacement, time over pressure, peristaltic pumps, and mass flow
systems. Selection of the type of system to be used for filling is based on solution
properties, manufacturing needs, and availability of equipment at the manufacturing
site. While positive-displacement pumps and peristaltic pumps have been widely used
in the industry, time-over-pressure filling systems are becoming increasingly popular
because of significant advantages that will be discussed later in this section.

33.2.1. Positive-Displacement Pumps

Positive-displacement pumps use a piston–pump mechanism to transfer liquid to a
primary container through a needle. With these pumps, constant pressure is applied to
a supply tank or manifold. The manifold is a supply tank that is connected to individual
pumps and needles. The supply tank or manifold feeds solution to the piston chamber.
The piston then volumetrically doses the required amount of solution via tubing and
needle into a vial or syringe. There are different types of positive-displacement pumps:
rolling-diaphragm, piston pumps, and rotary piston pumps, which are discussed further
in this chapter.

33.2.1.1. Piston Pump Filler. A tabletop piston pump filling system is shown
in Figure 33.1. This filling technology consists of a syringe or piston (a), a three-
way valve (b), a cam (c), and a vernier volume adjustment (d). The vernier volume
adjustment can be used to adjust the stroke travel length of the piston to control

a

c

d

f

e
b

Figure 33.1. Tabletop piston pump filler.
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the volume delivered. The three-way valve (b) is connected to the piston and the
solution supply tank through a connection (e) and the filling needle (f). The piston
(a) movement is governed by the cam (c). For the piston to move a predetermined
distance, the lower piston position is set on the vernier (d).

The vernier then actuates the three-way valve (b) so as to move the volume of
liquid product from the solution supply tank, through the valve into a syringe barrel
and then back through the valve to the filling needle and into the primary container
such as a vial or syringe.

Depending on the size of the batch to be filled and the line speed needed for filling,
the size of the equipment will vary. However, the principle of operation is common to
the basic mechanism described above. The benefits of this system include lower shear
stress on the product and ability to deliver low fill volumes (<1 mL) accurately. The
limitations are loss of product left over in the pumps, number of product contact parts,
including seals, and the increased difficulty in cleaning and sterilizing the system.

33.2.1.2. Rotary Piston Pump Filler. The rotary piston filling system consists
of a product tank that is connected to a manifold (Fig. 33.2). This manifold: (a) is
connected to individual rotary piston pumps (b) using silicone tubing, (c) and each
rotary piston pump is connected to an individual filling needle. The solution is filled
into the product tank, which is then fed via the manifold and individual pumps into
the filling needles.

The pump assembly and the different steps involved in the filling operation are
illustrated in Figure 33.3. Each pump consists of a piston and cylinder (Fig. 33.3a),
where the piston has a very low clearance when it is fitted into the cylinder (Fig. 33.3b).
The piston is used to close and open the inlet and outlet ports by rotation as the pump

a
cb

Figure 33.2. Schematic figure of a rotary piston pump filling system: (a) manifold; (b) fill

pumps; (c) fill needles.
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(a) (b) (c) (d)

Figure 33.3. Rotary piston pump assembly.

cylinder moves vertically up and down. As the piston rotates and the cylinder moves
in the downward direction, it provides a particular aperture for liquid to enter into
the cylinder through the inlet port (Fig. 33.3c). The piston then rotates, and as the
cylinder moves in the upward direction, the liquid is expelled out of the pump through
the outlet port toward the filling needles (Fig. 33.3d). A control valve is integrated
into the mechanism of the pump that controls the amount of liquid that flows in and
out of the pump.

The benefits of this system include ability to accurately and repeatedly fill low
fill volumes (<1 mL). In addition, the absence of seals makes the pumps easy to
assemble and to clean and sterilize. The limitations are the need for a wetted surface
between the piston and cylinder for use, the inability to use pharmaceutical solutions
that crystallize, product wastage (volume of the pump), and need for handling the
various parts with care.

33.2.1.3. Rolling-Diaphragm Filler. The rolling-diaphragm filler assembly
is similar to that for the rotary piston assembly. The rolling-diaphragm pump and
the different steps involved in the dosing are illustrated in Figure 33.4. As shown in
Figure 33.4a, liquid is drawn into the dosing chamber (C) through port A when the
piston (P) is moving in the downward direction and valves V1 and V2 are positioned
toward the left. As the piston (P) reaches the bottom of the stroke and the liquid
flow through port A ceases, the intake valve (V1) is closed and the chamber (C)
contains all the solution that will be dispensed in the subsequent pump cycle. Next
the exhaust valve (V2) is opened and the external force (F) causes the piston to travel
upward (Fig. 33.4b) and liquid is dispensed through port B. The quantity of liquid to
be dispensed in based on the amount of upward travel of the piston. As the piston
reaches its preset upper position, the liquid ceases to flow through port B and the
exhaust valve (V2) is closed (Fig. 33.4c).

Figure 33.5 shows the disassembled (Fig. 33.5a) and assembled (Fig. 33.5b)
rolling-diaphragm pump. The benefits of this system include ability to accurately and
repeatedly fill low volumes (<1 mL), low shear on the product, ability to minimize
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Figure 33.5. (a) Disassembled rolling-diaphragm pump; (b) assembled rolling-diaphragm

pump.

particulate formation, and ease in cleaning and sterilizing. The limitations are the
product wastage (volume of the pump), and need for assembly of number of parts.

33.2.1.4. Peristaltic Pump Filler. A peristaltic pump is a motor-driven
mechanical roller applying pressure on flexible tubing, which performs both the
suction and the compression of the liquid to be filled. The flexible tubing is squeezed
along its length, positively displacing the fluid contained within the tube (as shown
in Fig. 33.6a). The tube’s restitution after the squeeze creates a vacuum, which draws
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Figure 33.6. Peristaltic pump system: (a) mode of operation; (b) four-head peristaltic filling

system.

more fluid into the tube, creating a gentle pumping action with minimal damage to
the product inside the tube, particularly when compared to positive-displacement
pump systems.

The peristaltic system can have a series of pumps that can provide a multiple-head
filler (Fig. 33.6b). Each outlet can be connected to filling needles. The dosing can be
controlled by a programmable logic controller (PLC) that can define the fill volume
needed. The benefits of this system include ability to fill solutions that can produce
crystals, ability to reduce product loss, use of disposable material for product flow
path, and ability to fill chilled and viscous product. The limitations are the need to
replace the tubing because of the additional wear and tear on the tubing, and tubing
needs to be sterilized and autoclaved.

33.2.2. Time-over-Pressure Filler

The time pressure filling was first introduced into pharmaceutical drug product man-
ufacturing in the 1980s. This type of filling does not involve any pumps and seals
as needed for positive-displacement pumps and additional wear and tear on tubing as
seen for peristaltic pumps. Figure 33.7 shows the outline of a time pressure system.

The product is transported through a pressurized surge or supply tank into the
product manifold. The pressure in the tank is established and maintained at a constant
value. The filling levels in the surge tank and manifold are controlled by separate level
controls that constantly monitor the fill level. The pressure in the manifold is held
constant at a preestablished value by a pressure sensor and a proportional pressure
control valve. The product is supplied from the manifold to the filling needles using
hoses. A pinch valve and an orifice are located on the hoses to control the flow of the
liquid. This filling operation is sensitive to pressure and temperature changes. Hence
there is a pressure sensor in the manifold that allows for constant and controlled
pressure in the system. The temperature is measured with thermocouples located in
the filling line, and electronic temperature compensation is possible to adjust for
temperature fluctuation, especially during filling of cold liquids.

As mentioned earlier, a pinch valve and orifice are present in the hoses from
the manifold to the filling needle (Fig. 33.8a). The pinch valves located in the hoses
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Figure 33.8. (a) Product flow through the pinch valve and orifice.

connected to the filling needles are driven by stepper motors. The opening of the pinch
valve along with the flow through the orifice controls the filling process. Calculation
of the filling time is based on the pressure and the temperature changes. As shown
in Figure 33.8b, for the duration of filling, the pinch valves open and close, which
leads to the volumetric filling of product. The design of the pinch valve and orifice
is critical in ensuring a laminar flow for the liquid and minimizes shear stress on the
product.
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The fill accuracy is dependent on the temperature and viscosity of the product,
manifold pressure, flow time, filling needle diameter, and flow orifice diameter. To
limit temperature fluctuation impact to fill weight variations, temperature compensa-
tion function needs to be used on this system. The benefits of this system include
decreased product contact parts, decreased change over time between batch manufac-
turing, ability to reduce product loss, ease in assembly, and ease for cleaning-in-place
and steam-in-place. The limitations are increased shear stress impact on product and
fill volume variability if product viscosity is sensitive to temperature.

33.2.3. Mass Flow Filler

Benefits of the mass flow system include low shear impact on the product, greater
product recovery, ability to fill viscous and temperature-sensitive products, and ease in
cleaning. The limitations are the infrequent use in pharmaceutical applications, limited
accuracy range of the flow meters, slower fill speeds, and inability of flow meters to
be easily changed.

In mass flow fillers, the product is filled into the manifold by pressure. The
product is fed from the manifold into the mass flow meter (MFM). The programmable
logic controller (PLC) uses an electronically controlled valve to regulate the volume
of product in the manifold. The MFM measures and controls fill volume using an
electronic transmitter that interfaces with the filling system PLC. The MFM measures
fill weight using the Coriolis principle. The unit measures mass flow and density of
the liquid being filled to convert mass flow (g/s) to fill volume (mL/unit).

33.2.4. Disposable Technologies

Disposable filling technology is based on liquid dosing principle that uses presterilized
disposable components for all product contact surfaces. The product contact parts are
presterilized or autoclaved. This technique offers an improved level of flexibility and
ease of use with respect to quick changeover between batches and eliminates the need
for cleaning and related validation.

One of the disposable filling techniques uses peristaltic pump systems. As men-
tioned earlier, tubing is the product contact part that needs to be replaced. Variability
in tubing diameter, tubing wear, and flexibility can impact filling accuracy.

Another novel filling system has been introduced by the Millipore Corporation.
The technology is based on the accurate volumetric filling driven by gravity [4]. The
system consists of hardware and disposable reservoir, tubing, and needles (as shown
in Fig. 33.9). The disposable components are presterilized.

The operation of the dispensing system is based on a gravimetric volumetric
fill principle and works with a fill–discharge cycle as shown in Figure 33.10. The
reservoir is filled to a set level with product solution from a hold tank after filtration
and serves as a supply reservoir. The volume of liquid in this reservoir is controlled
by a sensor located outside that detects and maintains the liquid level up to 0.5 L.
This control is attained by using a feedback loop from the sensor to a peristaltic pump
or pinch valve that feeds the solution from the hold tank to the reservoir. When the
upper pinch valve opens, liquid is driven by a small head pressure from the reservoir
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Figure 33.9. A disposable filling system showing the disposable reservoir, tubing, and needle

assembly along with hardware for mounting on a filling line [4].
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Figure 33.10. A disposable filling system operation; charging of the measuring tube and

subsequent dispensing of the sterile product through the filling needles [4].

into the measuring tube. The upper sensor recognizes the meniscus and closes the
upper pinch valve. The measuring tube is then filled with the volume of liquid. To
allow for equilibration of pressure in the measuring tube, the top of the measuring
tube is vented into the reservoir. The filled measuring tube is now ready for dispensing
into the vial. When the vial is ready to be filled, the lower pinch valve opens. With
the head pressure in the measuring tube, the solution flows into the vial. The liquid
meniscus reaches a lower level; the lower sensor then triggers the lower pinch valve
to close, thus ending the filling cycle. This cycle can be repeated when the next vial
is ready to be filled. The reservoir can feed multiple measuring tubes in turn feeding
filling tubes, thus increasing the number of filling heads on the line.
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The advantages of this process are disposable product contact parts; accuracy in
filling aqueous solutions; lower cost in utilities, parts, and maintenance; and quick
changeover time between batch manufacturing. The disadvantage is the increase in
costs of disposable material, inability to fill ready-to-use suspensions (solid–liquid
dispersions), increased fill accuracy problems while filling liquids that foam, and
relatively slow speed in filling viscous liquids.

33.3. PROCESS AND PRODUCT PARAMETERS

Currently marketed and developed protein therapeutics is available in multiple modali-
ties. Antibody, globular protein, hormones, enzymes, conjugated protein, and vaccines
are a few of them. These protein molecules typically have unique formulations. In
this chapter, the protein and formulation combined are referred to as interchange-
ably product or drug product . These drug products are presented predominantly in
three dosage forms. They are ready-to-use solutions, freeze-dried powders that are
reconstituted into solutions immediately before the administration, and ready-to-use
suspensions.

Each dosage form has important associated parameters and challenges with respect
to the filling operation. These parameters and challenges can be broadly divided into
two categories. The first category is associated with the product properties (mainly
physical properties), and the second category is associated with the process parameters.
In practical situation both sets of parameters and challenges are interrelated and should
be approached and analyzed together.

33.3.1. Product Properties

33.3.1.1. Protein Concentration. Proteins are formulated in array of concen-
tration ranging from µg/mL (low) to 102 mg/mL (high) levels. Both these extremes
present unique challenges at filling operation. The higher fractional product loss due
to absorption to surfaces will have to be considered for a low-concentration product.
This challenge will require scrutiny to minimize surface interactions during the pro-
cessing of the product to ensure that an adequate amount of protein is filled into the
primary container. The high protein concentration will impact the physical properties
of the drug product solution, specifically viscosity, density, and surface tension. The
higher viscosity may result in dripping of product during the filling operation as well
as variation in fill accuracy. The lower surface tension may result in higher foaming
during filling. The complications around foaming and dripping are discussed below.

33.3.1.2. Density. The density of protein product increases with the concen-
tration of protein in the formulation. The density measurement is important for accurate
dosing in each primary container. All the filling technology discussed above employs
density to determine appropriate dosage in each unit.

33.3.1.3. Viscosity. The viscosity of the drug product is a rheological property
of the product. This parameter is useful in predicting the behavior of the product during
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the filling process. The viscosity of the protein products increases exponentially with
increase in the protein concentration [5]. The product behaves as a Newtonian fluid
for low-protein-concentration products. However, a solution with higher protein con-
centration may show non-Newtonian behavior. Typically, the product may show shear
thinning behavior at higher protein concentration. Non-Newtonian behavior requires
greater optimization of the filling process as dripping issues might be observed. Typ-
ically, viscosity is inversely proportional to the temperature of the solution. This may
be useful if significant non-Newtonian behavior is observed at lower temperature. In
such cases, it may be necessary to perform the filling operation when the liquid is
at room temperature. However, it is necessary to ensure that there is no impact on
product quality room temperature exposure for a prolonged period of time during the
filling process.

33.3.1.4. Surface Tension. Protein products typically have surface-active
agents in protein itself or surfactant as a formulation component. These agents reduce
the surface tension of the product. This may result in process impact and product
impact. The effect of lower surface tension may increase the dripping-, foaming-, and
splashing-related challenges (process impact). The product impact includes higher
product interactions with hydrophobic surfaces. Filling operation has hydrophobic
surfaces in the form of air–liquid interfaces and tubing–liquid interfaces. These
interfaces may absorb protein and result in surface denaturation of protein. This may
lead in higher self-association or protein aggregation [6–8].

33.3.2. Impact on Product Quality

The product is exposed to high shear, multiple product contact surfaces, room tem-
perature exposure, and photoexposure during the filling operation. These factors may
have a product quality impact due to physical protein instability, which is less well
characterized and more difficult to predict. This physical instability can result in pro-
tein association, protein aggregation, insolubility, and particle formation [5,9,10]. The
product quality impact should be monitored by sizing, subvisible particle count, and
visual inspection over the shelf life of the product. These analyses should be performed
during the filling process evaluation at lab scale, characterization at pilot or commer-
cial manufacturing scale, and shakedown and validation runs. The library of data
generated during the filling operation–related process development should provide
detailed insight into product behavior and might be useful in avoiding any challenges
later on during product characterization.

33.3.2.1. Shear Impact. Generally, the filling operation constitutes the high-
est shear stress that can impact product quality among formulation, fill, and finish
operations. The large shear generated by fluid flow could potentially yield sufficient
torque to possibly perturb, partially unfold, or even denature protein drug products.
Thus far a limited number of studies have investigated the impact of high shear during
filling on the quality of biologics, and the results are inconsistent and contradictive.
Several studies have shown that the loss of protein activity is proportional to the
exposure time and shear rate, while others found no evidence that high shear could
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significantly destabilize proteins, but rather accelerate the turnover of interface inter-
actions [7,11–13]. Ensuring exposure to high shear rates is critical when screening
formulations, since it provides valuable information on the formulation’s ability to
protect the molecule from detrimental process stresses. In case of a shear-sensitive
product, it might be necessary to optimize filler parameters to minimize the product
impact. General approaches for filler parameter optimization will involve using lower
fill speed or larger nozzle size. If the challenge is very severe, then low-shear filling
technology might be preferred over high-shear filling technology.

33.3.3. Shear Evaluation for Different Filling Technologies

Shear rate in filling nozzle can be approximated as a pipe flow, or Hagen–Posieuille
flow. The shear rate of a Newtonian fluid is simply represented as γ = 4Q/πR3, where
Q represents the flow rate and R represents the radius of the pipe.

However, for high-viscosity or non-Newton fluid, the dependence of viscosity on
shear rate must be established. A model of viscosity will need to be developed to
assess the effect on pipe flow equations.

The estimated shear rate for each filling technology is listed in the Table 33.1. To
evaluate the impact of shear on product quality, a rheometer with precise shear gradient
and temperature control could be used for medium-range shear rates. If higher shear
rates are required (>8000 s−1), they can be simulated with pressure-driven controlled
flow through capillary tubing using a syringe pump.

33.3.4. Product-Specific Assays and Biophysical
Characterization Techniques

Appropriate protein stability-indicating assays would be useful for measuring the pro-
tein structure, protein aggregation, or degradation during filling operation development

TABLE 33.1. Evaluation of Shear Impact on Product

Filling Relative Relative Product Source of Product
Technologies Flow Shear Contact Surface Quality Impact

Piston pump Low High Flow through pump and filling
nozzle

Peristaltic pump Low Low Flow through filling nozzle
Rotary piston

pump
Medium High Flow through pump (includes

clearance between piston and
cylinder) and needle

Rolling-diaphragm
pump

Medium Medium Flow through pump and filling
nozzle

Time over pressure High Low Flow through orifice (in most
cases) and filling nozzle

Mass flow Low Low Flow through filling nozzle
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and optimization. Besides typical chromatography and gel-based assay, peptide map-
ping for chemical modification, cell-based assays, and/or immunoassay for bioactivity
or biophysical assays (FTIR, CD, DSC, DLS, AUC, fluorescence, Raman, etc.) could
be applied for in-depth investigations. The investigator must develop a strategy for
choosing analytical assays for each drug product. Additionally, methods for particulate
characterization and turbidity should be included to determine any aggregation due to
the filling operation.

33.3.5. Process Parameters

33.3.5.1. Filler Parameters. Filler parameters, such as pump size (for
positive-displacement filling technologies), orifice size (for time-over-pressure filling
technology), nozzle size, nozzle type, and fill speed should be appropriately optimized
in light of product properties and challenges. These are the operational parameters
of the fillers that can be controlled. The following general recommendations can
be considered to address common challenges. A smaller pump and nozzle size
is typically used for smaller fill volume to ensure tight fill tolerances. Typically,
the largest orifice, nozzle, and tubing sizes are used for shear-sensitive products.
Appropriate nozzle type should be selected to avoid product dripping, foaming, and
splashing issues.

33.3.5.2. Drawback. Drawback is a common means of avoiding dripping
challenges. The fill cycle is set in such a way that the nozzles are under slight vacuum
from one filling cycle to the next. This results in a withdrawal of the product at the
entrance of the nozzle, which substantially reduces the dripping challenges. The range
of vacuum is product- and formulation-specific and is a parameter that should be
characterized during the appropriate phase of product development.

33.3.5.3. Fill Weight. Fill weight is defined as amount of dose per container.
The filling technologies discussed above employ product density and statistical
weight measurement as a means of controlling appropriate dosage in each primary
container. The statistical weight measurement is a common practice in industry.
Generally 2%–3% of the containers are checked for appropriate dosage during the
filling process. In most of the cases, the fill weights are fed back to the filler to ensure
consistent operation during the process. The fill weight is typically greater than
the delivered volume for the needed dose to account for container holdup volume
and filler accuracy. More information on container holdup volume can be found in
USP <698>. The filler accuracy is a process parameter that has to be optimized.
Typically, for an early-stage clinical product, platform filler accuracy recommendation
is provided and minimal optimization is performed. However, for commercial process
development appropriate detailed evaluation should be performed using mimic solu-
tion and actual product to optimize the filler accuracy, and appropriate overfill should
be recommended. It should be ensured that the overfill recommendations are within
specification.
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33.3.5.4. Determination of Equipment Tolerances. Fill weight checks are
performed to monitor the filling accuracy during the filling process. Appropriate fill
weight tolerance could ensure filled product to meet the label volume claim and a stable
filling process without significant interventions. Tight tolerance and accurate filling
capability are economically sound, especially for highly valuable biopharmaceutical
product. Setting the appropriate fill weight depends on filling equipment type, product
presentation (vial or syringe), and product physical properties, such as viscosity.

Fill weight tolerances are specified as an alert limit and an action limit. An alert
limit is where an action is needed to adjust the fill volume, depending on the proximity
of the net fill weight to the action alarm. The action limit is the maximum allowable
acceptable fill weight from the net fill weight. A manual intervention is required once
the action limit is reached.

Fill weight tolerance can be obtained by statistically analyzing historical fill weight
data. The alert limit is normally set at 95% confidence interval, and action limit is
calculated at 99% confidence interval. An alternate approach for determining fill targets
is to use a formula. This approach requires additional testing to be performed with
proper components.

33.3.6. Process-Associated Challenges

33.3.6.1. Dripping. Dripping means minor leakage of product on the filling
line when the filler manifold is moving from one fill cycle to the next. The dripping
issue can be due to multiple factors, including product viscosity and surface tension
properties (discussed earlier) or damaged nozzle and inappropriate filler parameter
selection. Product viscosity and surface tension are properties of the formulation, and
it is seldom possible to modify at the stage of filler characterization. Modification of
the fill speed, drawback, and nozzle type is recommended to overcome this challenge.
Dripping could also be reduced by decreasing the fill speed. This will also lower
the fluid velocity in the fill nozzle. The next option is to modify drawback and the
nozzle type (drawback and nozzle type are discussed in Sections 33.3.5.3 and 33.3.5.4,
respectively). Briefly, to resolve dripping issues, higher drawback should be set and
an appropriate nozzle type should be selected. This parameter should be evaluated
at the early-stage development with platform recommendations. However, a detailed
characterization is necessary during commercial process development and technology
transfer to commercial manufacturing sites.

33.3.6.2. Splashing. Splashing is a common challenge with high fill speeds.
The cause of this phenomenon is higher solution velocity of product in the container,
due to high fill speed. Splashing is also an undesirable phenomenon as it may result
in container–closure integrity (CCI) implications, product spills on the fill line, and
cosmetic defect implications for lyophilized products. The splashed product can be
entrapped in the stopper placement or plunger placement, which can impact the CCI
of the primary container. Splashing also increases the adsorption of product on the
container surface. This may result in spots and streaks on the wall of the primary
container for lyophilized products. This may also result in higher reject rates and
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decrease in yield, and will eventually affect the cost of goods. The factors affecting
splashing are fill volume and fill speed (more specifically, cycle speed). Typically, the
fill volume is determined as late as possible to provide appropriate dosage according
to clinical requirements during product development. Therefore, splashing challenges
have to be resolved by optimizing the fill speed and nozzle type. Splashing can be
minimized by reducing the fill speed of the filler. The alternate option is to use a nozzle
with large internal diameter, which will reduce the solution velocity in the container.
The splashing can be further alleviated by moving the nozzle out of the container as
filling progresses to avoid excessive upward velocity of product in the container.

33.3.6.3. Foaming. Foaming is a well-known phenomenon in which a foam
layer is present on the surface of the solution. Protein product consists of a significant
amount of surface-active agents in terms of protein proper and possible surfactants
in the formulation. These surface-active agents lower the overall surface tension of
the solution, thus rendering it more prone to significant air entrapment and foaming.
Foaming is a highly undesirable phenomenon for dosage form manufacturing as it can
impact container closure integrity, impact product quality, and lead to cosmetic defects
for lyophilized products. Foaming increases the air–liquid interface significantly, thus
facilitating higher protein absorption at the interface [7]. Finally, a persistent foam
prior to lyophilization may result in significant spots and streaks on the primary con-
tainer walls and product deposition on internal wall of stopper as well as lyophilized
cake surface irregularities that may not be commercially acceptable. This may result
in higher reject rates and affect the cost of goods. From this discussion, it is clear that
foaming is a highly undesirable phenomenon. As discussed in the preceding sections,
it is rarely possible to revise the formulation during process development. There-
fore, any foaming-related challenges have to be mitigated during the filling process
characterization.

33.3.6.4. Particle Shedding. Positive-displacement pumps, like piston pump
and rotary piston pump filling technologies may shed particles as a result of the tight
tolerance between the piston and the cylinder. Also, the product acts as a lubricant
between piston and cylinder. Detailed product characterization is recommended to
analyze for particles during filling operations.

33.4. PROCESS CHARACTERIZATION

33.4.1. Process Development, Scale-Up, and Scale-Down

After understanding the product physical properties (density, viscosity, etc.) and other
parameters such as fill volume and vial or syringe size, the next step is to determine
filling equipment to be used and how product may perform on equipment given the
inherent physical properties of the product.

Because of high overhead cost, limited drug substance material, or unavailability
of commercial filler, full-scale process characterization cannot be routinely performed



854 FILLING PROCESSES AND TECHNOLOGIES FOR LIQUID BIOPHARMACEUTICALS

during product development. As such, for the filling process to be effectively scaled
down, several methods or instruments are typically available in the laboratory for
scale-down evaluation. These studies seek to evaluate each candidate formulation for
its behavior in scaled-down filling equipment representative of the filling equipment
in the manufacturing setting for the desired product presentation.

Besides evaluating the impact of shear stress, additional filling-process-related
issues need to be investigated, such as potential foaming, dripping, and material com-
patibility. For example, certain high-viscosity protein formulations tend to drip in the
nozzle, which could compromise the fill accuracy. During filling process develop-
ment, different nozzle sizes, nozzle shapes, and filling speeds should be evaluated to
minimize the dripping problem.

To transfer the filling process to a clinical or commercial manufacturing setting,
a machinability–shakedown run is recommended for evaluating product fill accuracy.
Small-scale evaluation and characterization of the filling pump, filling speed, and
nozzle size should be performed such that it results in shear rates comparable to those
encountered at manufacturing scale. The engineering fill is typically used to confirm
and set the validation acceptance criteria and process limits for the filling operation.

33.4.2. Mimic Solutions for Process Development Studies and
Characterization

During the technology transfer/scale-up of a filling process, it is imperative that a few
dry runs (machine or engineering runs) be performed on the commercial filler to evalu-
ate the performance of filling line and process robustness. Generally, mimic solutions,
which have viscosity, density, and other physical properties similar to those of the com
solutions that will be used, are employed instead for purposes of cost-effectiveness or
because of material unavailability. The commonly used mimic solution is the placebo,
which contains all ingredients and excipients except the active pharmaceutical ingre-
dient (API or therapeutic protein). However, if the drug product contains a large
amount of API, such as high-concentration MAb formulation, a placebo alone would
not simulate the drug product. Some other mimic solutions need to be developed. The
common mimic solution could be made using polymeric solutions using poly(ethylene
glycol) (PEG) or model protein solutions such as human serum albumin (HSA).

33.5. PROCESS TECHNOLOGY TRANSFER CONSIDERATIONS

If a product will be filled at a contract fill site, an assessment of the site’s equipment
and procedures is necessary. A product shakedown fill is recommended using the
intended filling equipment at the contract site. Enough units must be filled to statisti-
cally determine the weight tolerances specific to this equipment and evaluate for the
duration of a commercial batch fill.

The filling evaluation performed on a scaled-down model may provide accurate
estimation of filling parameters such as pump size and nozzle size as well as alert
and action limits during filling. This model cannot accurately predict possible issues
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that may be seen during filling in clinical as well as commercial manufacturing. It
is important to note that a scaled-down model uses one or two pumps for filling
evaluation, whereas manufacturing sites may use a higher number of pumps. Other
variables such as filling line speed, vibration caused by increased line speed, and
vial handling before-, after, and during filling are not taken into consideration during
scale-down evaluation.

33.6. SUMMARY

The filling process is a critical unit operation during fill–finish manufacturing of pro-
tein drug products. An in-depth knowledge of protein product properties and optimized
process parameters is required to successfully transfer and minimize any impact to
product quality during filling. Various filling technologies, process considerations, and
product compatibility studies were discussed in this chapter.
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LEACHABLES AND
EXTRACTABLES

Jim Castner, Pedro Benites, and Michael Bresnick

34.1. INTRODUCTION

Whenever a novel compound is identified as having potential pharmacological activ-
ity, whether it is therapeutic, palliative, prophylactic, or diagnostic, the primary focus
of the research and development (R&D) organizations is to determine the chemi-
cal, physical, and toxicological properties of the identified molecular species. These
studies are typically conducted in a sequence that conforms to topics listed in the com-
mon technical document (CTD). This strategy is designed to facilitate submission of
reports for regulatory filings. Once all of the CTD topics have been addressed regard-
ing the properties of the compound, and no chemical or toxicological impediments
have been identified, efforts are then directed at selecting a clinical formulation matrix
that effectively delivers the pharmaceutical agent to a patient, while maintaining the
safety, stability and the effectiveness of the active ingredient. Once the clinical formu-
lation has been identified and selected the drug development program finally addresses
the issues of manufacturability. Following this linear mode of operation from drug
discovery through its development, issues regarding process impurities, compatibility,
and contaminates are addressed as an afterthought to the formulation selection process.
The resulting drug development program would therefore impose the requirement that

Formulation and Process Development Strategies for Manufacturing Biopharmaceuticals,
edited by Jameel and Hershenson
Copyright  2010 John Wiley & Sons, Inc.
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the manufacturing process and the primary packaging system have to conform to the
selected clinical formulation. If an incompatibility does occur between the selected
formulation and the manufacturing process, program delays will occur because of
the narrow focus of the linear sequential strategy. Changing the composition or the
process for preparing the clinical formulation, to address the manufacturability issues,
comes at a significant expenditure of time and resources. These actions would involve
amending the investigational new drug (IND) filing, which, in turn, would typically
require submission of supporting safety data followed by active regulatory approval to
implement the change(s). All of these actions relating to the filing of the amendment
and its approval process usually result in significant delays in initiating the phase I or
phase II clinical studies.

These delays can be alleviated if the formulation selection program adopts a wider
scope earlier in the characterization studies than what occurs using the the linear model
for product development. The additional studies would include, but not be limited to,
compiling a database of the materials that would be exposed to the formulation. The
compiled data would include the chemical composition and the physical properties of
the primary packaging materials and the exposed surface materials of the manufactur-
ing equipment. The data can be collected from a variety of sources, such as vendor
certification sheets and published analytical data in reviewed journals, as well as test
results from controlled extraction studies conducted as part of a qualification program
for new materials. The data would then be used to expand the analytical scope of
the drug substance impurity method(s) to include detection of not only related sub-
stance impurities but also extractable/leachable compounds that could contaminate
the exposed formulation. In this way a strategy would be fashioned during the earlier
stages of the drug development program to reduce the risk of proceeding to clini-
cal trials with a product that could fail. A comparison of the two drug development
programs is shown in Figure 34.1.

The discussion in this chapter will focus then on the development of analytical
techniques using multiphase analyses designed to identify “at-risk-product” conditions
early in the drug development program. Applying these analyses can provide tacti-
cal support early-on to address the contamination issues associated with exposure to
the manufacturing equipment or the container–closure system. These topics will be
addressed from both regulatory and technology perspective. Case studies will also be
presented that demonstrate the application of these technologies.

34.2. REGULATORY CONSIDERATIONS

One of the hallmarks that collectively distinguish the pharmaceutical regulatory agen-
cies (e.g., FDA, EMEA, Health Canada, MHLW Japan, ICH) is their overriding
concern with ensuring the safety and purity of drug products that they approve and
monitor for patient use. This concern, exemplified in the US Federal Food, Drug and
Cosmetic Act[1], applies to both the materials and the processes that are used in the
manufacturing of the pharmaceutical agent and includes the primary packaging. In
this document an adulterated product is defined as being “a drug and the methods
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Figure 34.1. Models for drug product development programs.

used in or the facilities or controls used for, its manufacture, processing, packing, or
holding do not conform to or are not operated or administered in conformity with
current good manufacturing practice to assure that such drug meets the requirements
of this Act as to safety and has the identity and strength, and meets the quality and
purity characteristics, which it purports or is represented to possess.”

The regulatory approval process thus not only applies for chemical or biochem-
ical reagents but also includes how the pharmaceutical product is manufactured (i.e.,
equipment and process used) and how it is packaged. As a result of these concerns, the
agencies have issued policies and guidelines instructing the industry as to the expec-
tations needed to achieve approval of the product, process, and packaging. This is
exemplified by the FDA guideline on current “good manufacturing practices” (cGMP)
found in 21 CFR Part 210 and 211 and in particular for packaging of drug products
in Section 211.194, the Packaging Guidance (May 1999). The EMEA has also issued
Guidelines on Plastic Immediate Packaging Material (2005). These documents iden-
tify the requirements for approval, but they do not address the question of how to
achieve the requirements. The national pharmacopoia or formularies (USP, EP, BP, JP,
etc.) as well as the international organizations for standards (e.g., ISO for devices and
materials) have attempted to take on this task. It is a daunting challenge to address
the analytical testing issues needed to meet the regulatory requirements for a vast
number of pharmaceutical agents with a variety of unique properties. As a result of
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this diversity of drug products, the published test procedures provided by these orga-
nizations have to be generic in design, technology, and application so that they will
be readily available to the industry. Responsibility then shifts to the pharmaceutical
companies to apply the test procedures for their products. Verbatim execution of the
test procedure does not relieve the companies of their responsibility to demonstrate
the applicability of the published compendial methods to evaluate the particular prod-
uct, manufacturing process, or primary packaging material. In some cases monographs
have been found to be unsuitable for testing a given product because of the uniqueness
of the sample or the application of the technology. The option then is to either modify
the published test procedure or find an alternate analytical technique. Modifying a test
procedure carries with it the obligation of demonstrating that the change meets the
regulatory requirements. An example of this process would be the application of the
test procedures listed in USP <661> to determine the suitability of using a plastic
container for a given drug product. While the USP tests are designed to provide test
results regarding the reagents that can be extracted from the container and closure, the
data may not have direct relevance about a given drug product matrix and its process
manufacture or storage conditions. The reason then for the disconnect between direct
application of the test procedures and obtaining relevant data for a particular drug
product is in the design of the test methods. The chemical test procedures listed in
USP <661> are designed to determine “extractables” and not “leachables.” The dif-
ference between these two terms is critical to the appropriate use of the USP <661>

test procedures.
In the glossary section of the FDA guidelines on container–closure systems,

extractables are defined as “Compounds that can be extracted from elastomeric or
plastic components of container closure system when in the presence of a solvent,”
while leachables are defined as “Compounds that leach into the formulation from
elastomeric or plastic components of the drug product container closure system.”

The critical difference between these two terms relates to the process in which
a compound is removed from the container or closure. In the case of extractables,
compounds are removed from the exposed surface under extractive or aggressive
conditions that are not always representative of the drug product and how it is man-
ufactured. These conditions would include the use of a variety of solvents ranging
from strong organics, to acid/alkaline aqueous solutions, as well as operating at ele-
vated temperature conditions. Leachables, on the other hand, are compounds that are
removed from the test material by exposure to the formulation under conditions that
are representative of the manufacturing process and product storage conditions.

The USP test procedures are designed to determine what compounds are capa-
ble of being extracted from either the container–closure system or the surfaces of
the manufacturing equipment. However, the detected compounds using these proce-
dures may not be found in the manufactured drug product. This disconnect between
test results and the effect on product is due to the fact that the test conditions are
not representative of the manufacturing process. In essence, detected extractables are
potential leachables to the extent that the test conditions are representative of the
manufacturing process and product. The sponsor of the drug product is therefore
left with the problem of determining whether the USP test procedures are suitable
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analytical tests. If the test conditions are not suitable for determining leachable con-
tent, then a modified version or an alternate test is needed to address the regulatory
issues. The issue is to demonstrate that the exposed surfaces will not adversely affect
the final product by presenting a safety or efficacy concern.

To make this assessment about what analytical test to use, there first needs to be
an understanding of the basic chemical property that is being examined. That property
in this case is the partitioning of a compound between two phases. The two phases
are the solid material of the container or the closure or the exposed manufacturing
equipment vs. the formulation. The formulation can range from free-flowing to highly
viscous liquid to solid or gases. In this chapter the discussion of partitioning effects
will be limited to the interaction between a solid surface and a free-flowing liquid
matrix, since this is one of the most common surface–product interactions that occur
in the pharmaceutical industry.

34.3. TECHNOLOGY CONSIDERATIONS

Liquid chromatography, whether it is normal or reversed phase, is an appropriate
model to use in describing the chemistry of the surface–product interaction that takes
place during the formation of a leachable or extractable. This model is based on the
similarity between the partitioning events in both cases. In chromatography, the com-
pound of interest is initially retained on the column stationary phase and then desorbed
as a function primarily by the hydrophobic or hydrophilic interaction with the liquid
mobile phase. The same type of process occurs during the leaching or extracting of a
compound from the exposed surfaces of the packaging materials or the manufactur-
ing equipment into the liquid formulation. In both cases the partitioning between two
phases is driven primarily by the hydrophobic or hydrophilic property of the respective
interface. The partitioning driving force is commonly described in terms of a log P
value. The log P value for a given compound is determined by the compound’s pref-
erential solubility in either a hydrophobic (organic) or a hydrophilic (aqueous) solvent.
In practice, the organic solvent octanol is typically used as the hydrophobic phase,
while purified water is used as the hydrophilic phase in determining the log P value
for a given compound.

If the compound of interest also has an accessible pKa in water, then the pH of
the aqueous phase can be a driving force in determining the partitioning value. In this
case the octanol–water partitioning value now becomes a series of ratio values that
are reported in terms of log D (i.e., distribution ratio) for each pH condition. Appli-
cation of the log P or log D ratio values provides an indication as to the hydrophobic
(positive log ratio values) or the hydrophilic (negative log ratio values) property of
the compound. Subsequently, knowing the octanol:water ratio values of a given com-
pound can be used to estimate the likelihood that the compound will be partitioned
or extracted into either a hydrophobic or hydrophilic solvent. For example, consider a
compound that has a log P value of 3.0 and log D values that range from 3.5 to -1.5.
The log D values for the compound rapidly transition from positive to negative at
the pKa value of 6.5. In this situation the compound would presumably be partitioned
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or extracted into an aqueous solution that was adjusted to a pH above 6.5. At more
acidic pH conditions aqueous extraction of the compound would be less favorable.
For many pharmaceutical reagents, log D values are more frequently reported than
log P values, since they typically are used in formulation that contain a buffer to
control the pH of the dosage form. The log D values of the active pharmaceutical
ingredients (APIs) and the excipients can then aid in the selection of an appropriate
pH buffer to ensure solubility of all the ingredients in the formulation. Additionally,
log D values can be used to determine the need for a solubilizing reagent to ensure
that the ingredients will stay in solution at a particular pH.

Besides their application in formulation development, log D values can also
aid in the development of a liquid chromatographic (LC) method that is capable
of identifying the related substance impurities and/or exogenous contaminates (i.e.,
leachables) in the drug product. This application is based on the assertion that the
predominant factor that controls the chromatographic separation of these compounds
is their respective hydrophilic or hydrophobic property. In short, this means that the
retention time value for a given compound corresponds to its log P or log D value
expressed in units of time. There are several citations in the literature [2] in which
LC methods have been used to determine the partitioning or distribution value of
an unknown compound. This determination is based on a comparison of retention
time values for standards, which have known log P or log D values, and unknown
test compounds. In these determinations of log P or log D values, the LC opera-
tional parameters of flow rate (for the mobile phase) and temperature (for the column)
need be to be well controlled, since they directly affect retention time values inde-
pendent of partitioning properties. Control of these parameters can be achieved by
holding them constant during the analysis. Under these conditions, a partitioning value
for a sample compound can be calculated from a regression equation derived from
a fitting of the retention time data and the log P or log D values for the stan-
dard compounds. In practice, this process begins with a search of the literature for
reported extractable compounds with known log D values. The list of these com-
pounds should cover a range of at least one to two negative log D units of negative
(hydrophilic) and three to four positive log D units (hydrophobic). An example of
the type of compounds and the range of values that can be included in the list is
shown in Table 34.1. The chemical structures of these compounds are shown in
Figure 34.2.

The selection of which reference compounds to use for investigating potential
leachables in a particular drug product can be based on the log D value for the API
in the formulation. In the case where the API has a log D value of +2 in a formulation
buffered at a specified pH, then a group of reference compounds that covers a range
of ± 2 log D values at that pH would be appropriate, as shown in the chromatogram
displayed in Figure 34.3. In this example a total of four reference compounds listed
in Table 34.1 were selected with log D values that range from −0.34 (hydrophilic) to
5.32 (hydrophobic) at a pH of 5.0. The plotted data of the retention time and log D
values for these compounds are then fitted to a linear regression equation as shown
in Figure 34.4. In this fitted equation the R2 > 0.9.
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TABLE 34.1. Reference Extractable/Leachable Compounds

Compounds CAS Number log D Source/Applicationc

2,4-Dichlorbenzoic acid
(DCBA)

50-84-0 −0.34–2.7a Silicone tubing
peroxide catalyst

2-(2-butoxyethoxy)ethyl acetate
(BEEA)

124-17-4 1.79b Silicone tubing Pt
catalyst binder

1,3,5-Triazine-2,4 -dithione
(DBAT)

29529-99-5 0.3–2.11a Crosslinking agent

4-Pentylphenol 87-26-3 3.88b Lubricant, stabilizer,
antioxidant

Phenol,2,6-bis(1,1-
dimethylethyl)-4-methoxy
(BHA)

489-01-0 4.69b Antioxidant

Dibutylphthalate (DBP) 84-74-2 4.83b Plasticizer
Butylated hydroxytoluene

(BHT)
128-37-0 5.32b Antioxidant

Dioctylphthalate (DOP) 117-81-7 8.7b Plasticizer

a log D value over pH range 4.0–7.0.
b Nonionizable compounds over pH range 2–12 (log D = log P ).
cSource: Jenke [11].
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Figure 34.2. Chemical structures of extractable/leachable reference compounds.
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Changing the chromatographic operating parameters such as flow rate, composi-
tion of the mobile phase, or the shape of the mobile-phase gradient can, as mentioned
before, result in modifying the type of function that will fit the data. For example,
the fitted regression equation could change from a linear to a polynomial function.
The log D values for unknown impurity peaks detected using this LC method can
then be calculated using the fitted equation for the plotted data. Determination of the
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log D value for an unknown impurity peak can be helpful in identifying the unknown
compounds, as will be shown in the case studies in Section 34.4.

The log D /retention time data can also provide an assessment of the range and
number of compounds that the chromatographic method potentially can monitor. This
assessment is based on a determination of the peak resolution (Rs) factor for the
LC method as a function of log D . As shown in Equation (34.1) [3], the Rs factor
between two chromatographic peaks is typically calculated in terms of the difference
in retention time. In this equation the retention time of the first peak (t1) is compared
to that of the second peak (t2); the difference between the two is then divided by
the average baseline width (wavg) for the two peak in units of time. The wavg term
in Equation (34.1) can be redefined in terms of retention time and theoretical plate
number (N ), as shown in Equation (34.2). The Rs factor can then be calculated
on the basis of the retention time values and theoretical plate number, as shown in
Equation (34.3):

Rs = t2 − t1
wavg

(34.1)

wavg = (w1 + w2)

2
= (4t1/

√
N ) + (4t2/

√
N )

2
= 2(t1 + t2)√

N
(34.2)

Rs = (t2 − t1)
√

N

2(t2 + t1)
(34.3)

In Equation (34.4), the retention time value for a compound can also be described
as a function of its hydrophobic or hydrophilic property in terms of log D .
In the presented case in Figure 34.4 there is a linear relationship between
the two terms, where the retention time (ti ) is a function of the slope of the
regression line for the log D value (Di ) and the intercept of the regression
line:

ti = s log Di + a (34.4)

After substituting Equation (34.4) for the respective retention time values in Equation
(34.3), collecting terms, and simplifying the equation the; Rs value is now calculated
(as shown in Equation 34.5) in terms of log D values, theoretical plate number N ,
and the intercept value for the regression equation.

Rs = log(D2/D1)
√

N

2[log(D2/D1) + 2a]
(34.5)

Redefining the Rs factor in terms of log D provides a means for assessing how
many compounds with different partitioning values can be monitored for a given
chromatographic method. As shown in Equation (34.6), the probability for resolving k
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randomly spaced peaks between two reference peaks, using a single detection system,
can be calculated in terms of the Rs factor,

P1 = 100

[
Rs!

Rk
s (Rs − k)!

]
(34.6)

where Rs values are rounded to the nearest integer and P1 = percent probability
of baseline resolution of ”k” number of peaks. As an example, if this probability
equation is applied to the chromatographic separation between two peaks (DCBA and
BHT) as shown in Figure 34.4, the calculated probability of detecting four baseline
resolved peaks between the two reference compounds is 70%, given Rs separation
value of 21. The calculated probability value for resolving six peaks between these
two compounds drops off exponentially to less than 50%. If the Rs factor is more than
doubled to a value of 50 by expanding or lengthening the retention time window, the
70% probability level is extended out to six peaks as shown in Table 34.2. However
in lengthening the retention time window by a factor of 2 will result in an exponential
widening of the later eluting chromatographic peaks, correspondingly diminishing the
signal intensity of the peaks.

Another approach that can be taken to improve the probability of detecting more
peaks without altering the Rs factor is to change the single-detector LC system to a
dual-detector system, in which each detector would operate independently of the other
detector. The addition of a second independent detector results in a modification of the
initial probability equation from a one- to a two-dimensional probability equation as
shown in Equation 34.7

P2 = 100[1 − (1 − [P1/100])2] (34.7)

where P2 = percent probability for a dual detection system. A typical example of a
dual-independent-detector system coupled to an LC instrument would be the combined
use of UV–visible and mass spectral detectors. In the dual-detector example the 70%
probability is extended to near the six-peak resolution level, which is a similar result to

TABLE 34.2. Purity Probability

Number of Peaks Rs = 21 (1),a% Rs = 50 (1),a% Rs = 21 (2),b%

2 95.2 98.0 99.8
3 86.2 94.1 98.1
4 73.9 88.4 93.2
5 59.8 81.4 83.8
6 45.6 73.2 70.4
7 32.5 64.4 54.5
8 21.7 55.4 38.7
9 13.4 46.5 25.1

10 7.7 38.2 14.8

a Single-detection system.
bTwo independent detection systems.



CASE STUDIES 867

the Rs value of 50 without incurring the problems of peak broadening. These results
demonstrate that the use of two independent detectors provides greater analytical
sensitivity than does lengthening the retention time window of the LC method, thus
increasing the probability of resolving more compounds.

To recap, the technical issues that have been addressed in this section have focused
on the use of the octanol–water partitioning model in both developing and analyzing
pharmaceutical liquid drug products. In particular applying, the log P or Log D values
to predict the solubility of a given compound in a formulation matrix, thus providing a
tool to determine if modifications (i.e., change in buffer pH or addition of a solubilizing
agent) are needed to assure solute stability in the drug products. Additionally, log D
values can be used as a complementary analytical tool, coupled with other spectral
techniques, in the identification of extractable or leachable compounds that can occur
as a result of drug product exposure to the surfaces of primary packaging materials
or manufacturing equipment. Practical examples of this synergy between partitioning
(log D) and spectral (UV and MS detection) techniques aiding in the identification
of leachable compounds are presented in the following three case studies.

34.4. CASE STUDIES

34.4.1. Polypropylene Extractable

During the development of a liquid drug product, a new impurity was discovered
when the primary packaging material was changed from glass to plastic. In this case
the plastic packaging material is high-density polypropylene (HDPP), a polymer that
is commonly used to fabricate containers for a number of pharmaceutical liquid prod-
ucts. The formulation contained a drug substance with a log D value of 2.4, in an
ethanol/water solution and a buffer targeted at a pH of 6.5 ± 0.5. Information pro-
vided by the manufacturer of the plastic container indicated that HDPP is chemically
stable when exposed to an ethanol/water solution [4].

This leachable impurity appeared to be associated with the plastic container but did
not exhibit a UV spectral response over a wavelength range of 200–500 nm, however
it did have a mass selective ion peak at 282 amu scanning in positive mode, as shown
in Figure 34.5. Scanning the chromatographic peak in negative ionization mode did
not produce a spectral signal compared to background noise. This result suggests that
the molecule contains a group favorable to protonation, such as R–NH2 or R–NH–R.
Further analysis of the mass spectral pattern indicates that the molecule could contain
a maximum of 18 carbons, 1 nitrogen and 1 oxygen, based on a comparison of
the signal intensities for the 282 (100%), 283 (20.2%), and 284 (2.1%) ion peaks
shown in Figure 34.6 [5]. The retention time for the impurity peak is approximately
1.5 times greater than that for the API compound, indicating that the leachable is
significantly more hydrophobic. Relative to the reference compounds list in Table 34.1,
the estimated log D value for the 35-min retention time peak is > 6 to < 8 Log units.

In summary, the resulting profile from the compiled chromatographic and spectral
data for the leachable compound is that it is a hydrophobic molecule, containing a
linear chain of 16 or more carbons and has a molecular weight of 282 Daltons. The
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indication that this molecule is a linear chain is based on the absence of a UV spectral
response in the 200–300 nm range, which is consistent for organic compounds that
do not contain an aromatic or a conjugated substituent group. Also, linear chains
or aliphatic molecules containing more than 10 carbons typically have hydrophobic
log D values ≥6. A search of the literature for plastic additives [6] and extractables
from plastic materials [7] with similar molecular properties to the unknown leachable
compound revealed three possibilities: palmitic acid, stearic acid, and oleamide. All
three of these compounds are linear chain organic molecules as shown in Figure 34.7.
A comparison of their chemical properties along with the properties of the unknown
impurity is shown in Table 34.3. Palmitic and stearic acids were eliminated from
consideration as a match to the unknown compound even though they have similar
molecular weights and log D values and no UV absorption. The mass spectral signal
for these two molecules could be detected only during operation in negative ionization
mode. The chemical properties of oleamide are a closer fit to those of the unknown
compound since the signal is detected only during operation in positive ionization
mode, plus the formula for oleamide is a closer match to the molecular formula of

TABLE 34.3. Comparison of Known and Unknown Extractable/Leachable Compounds

Compound Formula Molecular Weight log D Application

Palmitic C16H32O2 256.4 7.15 Lubricant and slip agent for
plastics, etc.

Stearic C18H36O2 284.5 8.22 Lubricant and heat
costabilizer, etc

Oleamide C18H35NO 281.5 6.75 Lubricant and slip agent for
plastics, antiblocking for
extrusion of plastics, etc.

Unknown ≥ C16 282(M + H) > 6 to < 8 NAa

a NA = does not apply.
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18 carbons, 1 nitrogen, and 1 oxygen. Confirmation as to the identity of the unknown
leachable was verified by spiking the sample containing the leachable impurity with
an authentic sample of oleamide, as shown in Figure 34.8. This action resulted in a
measurable increase in peak response at the 35 min retention time, with no changes
in the intensity of the other chromatographic peaks. Quantitation of the impurity in
the product sample can then be determined using an oleamide standard.

34.4.2. Leachables in Sterile Water for Injection

The preparation of parenteral drug products frequently requires the use of sterile aque-
ous diluents to administer the dosage form. The two most commonly used sterile liquid
diluents are normal saline and water for injection. The chemical and microbiological
properties of these liquids are well defined in the respective national formularies. For
example, in the USP <1231> monograph Water for Pharmaceutical Purposes , the
quality of the starting material and the process conditions for manufacturing “sterile
water for injection” (SWFI) are well defined. In addition, the monograph identifies
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the qualification tests (i.e., Bacterial Endotoxin <85>, Sterility <71>, pH <791>,
Total Organic Carbon <643>, and Conductivity <645>) that certify the manufactured
product as USP-grade SWFI. The requirements for the primary packaging material in
the monograph are not as well defined. It is suggested that the container should be a
glass bottle fabricated from either type I or type II pharmaceutical-grade glass. Plastic
bottles or bags are not excluded as possible containers. The monograph also does not
contain any specific requirement about the type of closures that can be used. The test
procedures listed in the USP monographs <661> (Glass and Plastic Containers) and
<381> (Elastomeric Vial Closures of Injectable Products) can provide guidelines on
the general test procedures that can be used to assess the quality of primary packag-
ing materials. These compendial test procedures, however, have limited capability to
determine the suitability of using a given container or closure material for a specific
product application. In particular, the tests are designed to address the general question
about extractables as potential leachables.

One approach to address the issue of leachables in a specific drug product, as
mentioned previously in the chapter, is to adopt the analytical test procedures that
are developed for monitoring impurities in the specific drug product. This approach
provides an economy of analysis for determining both related substance impurities and
leachables in the final dosage. How this analysis could be conducted is demonstrated
in the following example.

Sterile water for injection (SWFI) was purchased from a single vendor, but the
diluent product was packaged in two types of glass containers. One was in a 1-L bottle
with a large black elastomeric stopper, while the other was packaged in a 100-mL
bottle with a smaller gray elastomeric stopper. Sterile diluent from each of the two
containers was used to prepare the same drug product. The dosages prepared using
the diluent from the 1-L bottle contained a series of five impurities detected using a
modified version of the HPLC method that was developed to monitor the purity of the
formulation. In this case the method modification was to alter the gradient profile of
the mobile phase to provide a retention time window so that compounds with log D
values ranging from −1 to 5 would be well retained. Selection of this range was based
on the range of log D values for the ingredients in the formulation.

The impurities that were detected in the prepared product using the diluent from
the 1-L bottle did not appear, by UV or mass spectral (MS) analyses, to be related
to the drug substance or the other formulation ingredients. These impurities were not
detected in the other dosages prepared using SWFI from the 100-mL bottle. Tests
of aqueous extraction samples from the container and the closure of the 1-L bottle,
using the modified HPLC method, attributed the source of the impurities to the black
stopper. Representative chromatograms using UV and MS detectors of these impurities
indicate that they are linked to the stopper as shown in Figure 34.9. The retention time
values for the five impurity peaks suggest that the log D values for these compounds
range from less than 1 to 5, based on a comparison of retention times to the reference
compounds listed in Table 34.1. The estimated log D values, along with the UV and
the MS spectral data for these five impurities, are summarized in Table 34.4.

As shown in Figure 34.9, three of the five impurities were detected in both
the UV and the MS chromatograms, which provides a dual analytical approach for
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Figure 34.9. High-performance liquid chromatograms of leachable compounds from the

stopper of the bottle containing SWFI.

TABLE 34.4. Summary of HPLC Data for Impurities Detected in SWFI Sample

Impurity Retention Time, min log Da (pH 5.8) UV peaks, nm MSIb (m/z [M + H])

1 9.67 <2.1 245, 286 NIc

2 10.76 ∼2.1 225, 252, 285 136
3 22.02 <3.9 285 170
4 25.13 <5.3 237, 282 210
5 5.72 0.3 220, 275 198

a Estimated by comparison to retention time versus log D values in Table 34.1.
bMSI = mass selective ion [positive mode (M +1).]
cNI = not ionizable in either positive or negative mode using an HPLC-electrospray ionization technique.

identifying the leachable compounds. The two early-eluting peaks, however, were
not detected in both chromatograms. Impurity peak 1 was detected only in the UV
chromatogram, while impurity peak 5 was detected only in the MS chromatogram.
The ability, then, to identify these two compounds appears to be limited to a single
analytical approach. In the case of impurity 5, at a retention time of the 5.7 min, the
MS spectral signal provides information about the molecular ion, while the absence of
a UV signal suggests that the compound may be aliphatic. This would be similar to the
analysis conducted in identifying the leachable compound reported in Polypropylene
Extractable Study. However, when the amount of sample injected onto the column



CASE STUDIES 873

was increased, a UV absorption peak at the 5.7 min retention time was detected.
The UV spectral profile for this peak did contain two distinctive λmax values, one at
220 nm and the other at 275 nm, indicating the presence of an aromatic or a conjugated
moiety[8]. The initial absence of a UV signal response is attributed to sensitivity of
the analytical method and not to chemical structure.

The UV spectral scan for impurity peak 1, at a retention time of 9.7 min, likewise
produced two distinctive λmax values at 245 and 286 nm. These two λmax values
distinguish between impurity peaks 1 and 5, but also indicate that peak 1 contains an
aromatic or conjugated moiety.

Further determination as to the identity of this compound, based on the available
HPLC data, is problematic because of the absence of an MS peak. No MS chromato-
graphic peak was detected at the 9.7 min retention time, whether operating in either
positive or negative ionization mode, as well as by increasing the amount of sample
injected onto the column.

An alternate approach to determine the molecular mass of the impurity is the use
of GC/MS analysis. The selection of the GC/MS technique is based on the assump-
tion that the compound of interest is a volatile organic species. The aqueous sample
was prepared for GC analysis using a solid-phase microextraction (SPME) technique
to transfer the compounds of interest to a more suitable volatile matrix. A repre-
sentative GC/MS chromatogram of the impurities linked to the stopper is shown in
Figure 34.10. Three of the five impurities detected in the HPLC chromatograms, as
shown in Figure 34.9, were identified in the GC chromatograms. The identification
was based on a comparison of the MS scans of the peaks in the blank matrix to the
peaks in the stopper extract samples. The molecular ion mass for impurity peak 1 was
then determined by GC/MS to be 160 m/z . The chromatographic and mass spectral
data for the SPME prepared samples are summarized in Table 34.5.
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Figure 34.10. Gas chromatography/mass spectral chromatogram of leachable compounds

from stopper of bottle containing SWFI.
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TABLE 34.5. Summary of GC/MS Data for Detected Impurities

Impurity Retention Time, min MIa (m/z [M])

1 11.8 106
2 16.9 135
3 22.74 169

a MI = molecular ion.

The mass spectral patterns for the HPLC/MS and the GC/MS-detected impurity
peaks could not be sufficiently resolved to determine the maximum number of carbon,
nitrogen, and oxygen atoms in the respective molecules as presented Polypropylene
Extractable Study. However, the molecular ion values do provide information about
the atomic composition of these compounds using the “nitrogen exclusion rule”[9].
For example, in the case where the molecular ion value (m/z [M]) is an even number,
the number of nitrogen atoms is expected to be equal to zero or some even number
of atoms. When the molecular ion value is an odd number, the number of nitrogen
atoms is expected to be equal to one or an odd number of atoms. Applying the rule
to the MS data for the five impurities, impurity peak 1 would be expected to contain
either no or an even number of nitrogen atoms, since it has an even number molecular
ion (m/z [M]) value of 160. The four other impurities would theoretically contain
at least one or an odd number of nitrogen atoms since the molecular ion (m/z [M])
values for these compounds have odd numbers: 135, 169, 209, and 197.

The combined UV and MS spectral data, along with the log D partitioning values,
provide then a three-parameter assessment compounds. The identification is based on
a comparison of data for aqueous extractable compounds from rubber stoppers listed
in the literature. Extractable compounds from stoppers that have been reported in the
literature are listed in Table 34.6.

The results of the data comparison identified the five compounds using the fol-
lowing criteria:

• Impurity 1: benzaldehyde

1. There is exact match of UV and MS spectral profiles.
2. The formula does not contain a nitrogen atom (nitrogen exclusion rule for

even-number MI).
3. The log P value is 1.64 compared to an estimated value of <2.1.

• Impurity 2: benzothiazole

1. There is exact match of UV and MS spectral profiles.
2. The formula contains at least one nitrogen atom (nitrogen exclusion rule for

odd-number MI).
3. The log D value (at pH >5) is 2.01 compared to an estimated value of 2.1.

• Impurity 3: diphenylamine

1. There is exact match of UV and MS spectral profiles.
2. The formula contains at least one nitrogen atom (nitrogen exclusion rule for

odd-number MI).
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TABLE 34.6. List of Aqueous Extracted Compounds Reported in the Literature Along with Molecular
Formula and Mass as Well as Calculated log D Values

Compound Formula Molecular Weight log D (pH >5)a

Benzaldehyde C7H6O 106.12 1.64
Benzothiozole C7H5 NS 135.19 2.01
Cyclohexanone C6H10O 98.14 0.76
Diphenylamine C12H11N 169.22 2.97
9,10-Dihydro-9,9-dimethylacridine C15H15N 209.29 4.19
2,6-Ditertbutylmethylphenol C15H24O 220.35 5.32
Dibenzylamine C14H15N 197.27 0.32
Ethylbenzene C8H10 106.17 3.21
2-Butoxyethanol C6H14O2 118.17 0.80
Tetrachloroethane C2H2Cl4 167.85 2.17
o-Xylene C8H10 106.17 3.14
N ,N -Dibutylacetamide C10H21NO 171.28 2.44
Dibutylformamide C9H19NO 157.25 2.18
Acetophenone C8H8O 120.15 1.66
2-Phenyl-2-propanol C9H12O 136.19 1.73
2,2,5,5-Tetramethyltetrahydrofuran C8H16O 128.21 2.39
Tetrachloroethylene C2Cl4 165.83 2.95

a Values based on Advanced Chemistry Development (ACD/Labs) Software version 10.0 (2007).
Source: Jenke [12] and references cited therein.

3. The log D value (at pH >5) is 2.97 compared to an estimated value of
<3.9.

• Impurity 4: dimethyldihydroacridine

1. The UV and MS spectral profiles are similar to those of acridine (spectral
profile for this analog not found in the literature).

2. The formula contains at least one nitrogen atom (nitrogen exclusion rule for
odd-number MI).

3. The log D value (at pH >5) is 4.19 compared to an estimated value of
<5.3.

• Impurity 5: dibenzylamine

1. There is exact match of UV and MS spectral profiles.
2. The formula contains at least one nitrogen atom (nitrogen exclusion rule for

odd-number MI).
3. The log D value (at pH >5) is 0.32 compared to an estimated value of 0.3.

The chemical structures of these compounds are shown in Figure 34.11. Confirmation
of the identity of these impurities was verified by spiking the SWFI product with
the five listed compounds, which produced chromatograms that matched those in
Figure 34.9. Quantitation of these leachable impurities in the product sample was
then referenced to the response factor for the respective standard compounds.
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Figure 34.11. Match of impurity peaks to aqueous extractable compounds listed in the

literature [11].

34.4.3. Degradent Leachable

One test that is typically conducted to qualify a piece of equipment for use in manufac-
turing more than one pharmaceutical agent is to expose the product contact surfaces to
the solvents or solutions that are used in the respective procedures. After the surfaces
have been exposed to these liquids, at the extremes of the operating conditions, the sol-
vents and solutions are then analyzed for extractables. In these tests the type of liquids
can range from pure organic solvents such as acetonitrile, to aqueous/organic mixtures
such as water/ethanol. Additionally, pure aqueous solutions are frequently used, which
can contain solutes such as acids, bases, or buffers at a specified ionic strength and
pH. The results of these extraction tests can serve as predictors of potential leachable
compounds that could occur in one of the manufactured drug products. Extraction test
results, however, are not always a straightforward predictor of leachable compounds.

An example of this difficulty was the detection of an extractable compound in an
aqueous buffered solution that was exposed to a polymeric O-ring. The O-ring served
as a seal between two stainless-steel transfer lines. The UV spectral scan of the
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Figure 34.12. Ultraviolet spectral scan of detected extractable compound.

extractable compound, as shown in Figure 34.12, closely corresponds to the spectral
pattern for a class of multisubstituted tert-butylphenol compounds. These compounds
are frequently used as antioxidants to protect polymeric materials. In general, they
have a characteristic UV absorption pattern with a primary λmax peak between 222
and 224 nm and a secondary λmax peak between 275 and 280 nm. Two examples of
these compounds are BHT (butylated hydroxytoluene) and Irganox 1076 (octadecyl-di-
t-butyl-hydroxhydrocinnamate). The molecular structures, formula weights, and log D
values for these tert-butylphenolic antioxidants are shown in Figure 34.13.

The O-ring seal manufacturer confirmed that the bulk polymer contained both
BHT and Irganox 1076. The rationale for using these two plasticizing reagents in the
polymer is that the positive log D values for BHT at 5.3 and for Irganox 1076 at
13.9 (see Fig. 34.13) indicate that they will have a very low probability of partition
out of the hydrophobic polymer matrix into an aqueous solution.

The HPLC retention time for the extractable peak indicates that it has a log D
value estimated to be 3.8, when compared to the retention times of compounds
with known log D values shown in Table 34.1. While a positive log D value of
3.8 indicates that the extractable is also a hydrophobic molecule, it is significantly
less hydrophobic than either BHT or Irganox 1076. The mass spectral data for the
extractable compound further distinguish the extractable from these two antioxidant
reagents. The reported mass selective ion peak for the extractable compound is 279
m/z , when operating in positive ionization mode (M + H ). Compared to the formula
weight for BHT at 220.35, the formula weight for the extractable compound at 278 is
significantly larger, by 58 mass unites. This difference in mass units does not readily
suggest a type of functional group that could be attached to the BHT molecule. Com-
pared to the formula weight of Irganox 1076 at 530.86, it is 252 mass units lighter.
This difference in formula weight, however, would correspond to the loss of the C18
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Figure 34.13. Phenolic antioxidants BHT and Irganox 1078.
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Figure 34.14. Acid hydrolysis byproduct of Irganox 1076.

aliphatic chain on the esterified Irganox 1076 molecule, which would then produce a
tert-butylhydroxybenzenepropanoic acid species as shown in Figure 34.14.

The calculated log D value[10] for the proposed aromatic carboxylic acid com-
pound is 3.88 in the pH range of 4.5–5.0, which closely corresponds to the log D
value for the unknown compound, based on an analysis of retention time data, as
shown in Table 34.7. A tentative identification of the unknown extractable compound
was based on the match of the molecular weight, consistency of the UV spectral scan,
and the partitioning ratio value. Confirmation of the identified extractable compound
was achieved by a direct comparison of the HPLC, UV, and mass spectral properties
to those of an authentic sample.
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TABLE 34.7. Determination of log D Value for Unknown Extractable
Compound Based on Comparison to Reference Compounds

Compound Retention Time, min log Da

DCBA (2,4-dichlorbenzoic acid) 13.2 2.7
Unknown 14.8 3.8b

4-Pentylphenol 15.1 3.9
BHT 23.4 5.3
Irganox 1076 > 60 13.9

a Values obtained at pH 4.5–5.0.
b Extrapolated from retention times of reference compounds.

34.5. SUMMARY

In summary, improvements in the efficiency of conducting pharmaceutical develop-
ment programs for liquid formulations can be achieved by expanding the analytical
scope of the chromatographic methods that are initially designed to monitor impurities
related to the formulation ingredients. The analytical focus for monitoring impuri-
ties thus needs to be inclusive not only of the formulation ingredients but also for
potential leachable compounds, which result from drug product exposure to the sur-
faces of the processing equipment and/or primary packaging materials. The log D
(or log P ) partitioning values for the impurities due to ingredients and process can
provide guidance for developing chromatographic methods that are capable of this
expanded analytical role.

In addition to contributing to the design of chromatographic methods, log D
(log P ) partitioning data can also contribute to the identification of unknown impu-
rities, as demonstrated in the case studies presented in this chapter (in Section 34.4).
The combination of partitioning data with data obtained from two independent spec-
tral detection systems (e.g., UV and MS) provides a three-parameter approach for
identifying unknown compounds using readily available commercial instrumentation.

Adopting a broader analytical scope during the initial stages of the formulation
selection program and incorporating partitioning values as an investigative tool for
identifying unknown impurities can, therefore, provide early detection of leachables,
avoiding later program delays and supporting product safety claims.
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35
PRIMARY CONTAINER AND

CLOSURE SELECTION FOR
BIOPHARMACEUTICALS

Olivia Henderson

35.1. INTRODUCTION

All drugs or medicinal products are shipped, stored, or marketed within a
container–closure system, which is intended to contain and protect the contents.
Whether this is a pill bottle, a tin, an inhaler, or the commonplace glass vial, this
package is vital to maintain the quality attributes of the medicine contained during
shipping, storage, and distribution. The packaging components that come in direct
contact with the product are defined as the primary package. Examples of commonly
used primary packaging are vials, stoppers, cartridges, plungers, prefilled syringes,
and tip caps. Package components that do not directly contact the product such as
carton, case, and dunnage are described as the secondary package. This chapter
focuses on the primary package and what factors to consider when selecting the
primary package components for use with a given product.

For purposes of this discussion, the drug substance is the final product of the
cell culture, purification, and formulation processes, but that is not yet packaged for
delivery to a patient. The drug product is defined as the formulated drug substance
that has been filled or packaged into the appropriate final container–closure system for
delivery to a patient, such as a vial, cartridge, or prefilled syringe. Container–closure

Formulation and Process Development Strategies for Manufacturing Biopharmaceuticals,
edited by Jameel and Hershenson
Copyright  2010 John Wiley & Sons, Inc.
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systems for use with drug substance and drug product are discussed separately.
Container–closure systems for use with pulmonary or buccal delivery systems are
not discussed here.

35.2. DRUG SUBSTANCE CONTAINER–CLOSURE SYSTEMS

The biotechnology-derived drug substance provides some interesting challenges for
both warehouse storage (due to the temperatures of −20◦C or 2◦C–8◦C) and the
container–closure system used during storage. The drug substance is typically com-
posed of a protein or peptide formulated in a buffered solution and stored as a
refrigerated liquid or frozen solution, depending on the inherent stability of the active
biological molecule and any stabilization of the molecule provided by the formulation.
The selection of a suitable container–closure system for the drug substance is depen-
dent on the physical state (i.e., liquid or frozen), the batch volume, the anticipated
storage time of the drug substance, and whether shipping will be necessary before the
final manufacturing step of fill–finish into the final drug product.

Many biotechnology manufacturing processes are campaigned to optimize oper-
ational efficiency, and the resultant drug substance may be stored prior to further
processing. This further processing into drug product may not take place for a period
of time ranging from months to even years. If the drug substance must be stored
for a significant period of time, it is imperative that the container–closure system be
qualified to demonstrate that it is suitable for its intended use. A container or closure
that is suitable for its intended use should

• Protect the product from degradation from sources such as light, loss of solvent,
oxygen, and microbial contamination.

• Not interact with the contents to cause a change in product quality attributes
such as identity, strength, safety, quality, purity, and potency. For example,
this may be caused through mechanisms such as adsorption or absorption of
the product to the container, leachate-induced degradation, pH change, or pre-
cipitation.

• Not release undesirable quantities of substances into the product solution that
might affect the product stability or present a toxicity concern.

• Perform its function to protect the product during storage and shipping [1].

Therefore, the container–closure system must be relatively inert, rugged, cleanable
or disposable, sterilizable, and last but not least, cost-effective. The most common
materials currently in use for drug substance storage are glass, plastic, stainless steel,
glass-lined metal, or epoxy-lined metal [1]. The plastic materials may be Teflon,
polypropylene, or polycarbonate. Finally, one of the newest options for drug substance
storage is disposable bags.

Whichever material is selected for the main container, the materials must meet
the appropriate standards described in the designated compendia for physical, chem-
ical, and biological tests. The most commonly used compendia are the United States
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Pharmacopoeia , the European Pharmacopoeia , and the International Organization
for Standardization . These compendial tests may be conducted by the container man-
ufacturer or by the user, but it is the user’s responsibility to ensure the testing has
been completed.

In addition to the physical, chemical, and biological testing, the materials must
also be qualified for use within the manufacturing process. This qualification includes
but is not limited to cleaning, sterilization, filling, and shipping. Each of the materials
of construction listed below has advantages and disadvantages for use and must be
evaluated for suitability of use according to the intended application and facilities
available (i.e., autoclaves, stainless-steel tanks, piping, and clean-in-place or steam-
in-place capability).

35.2.1. Glass

Glass containers have traditionally been used for commercial solution storage (i.e.,
solvent bottles, IV bottles) for decades. Glass is relatively inert, cleanable, compatible
with moist heat sterilization, inexpensive, and compatible with smaller-scale shipping
configurations. For parenteral products, USP Type I borosilicate glass (borosilicate
glass is described further in Section 35.3) is highly recommended [2], although bottle
sizes are usually restricted to about one liter. While this may be a very good option
for smaller batch sizes, it may be inconvenient to subaliquot a 20-L batch into a series
of 1-L containers. For an even larger batch size, the subaliquoting process becomes
increasingly inconvenient. Larger glass bottles are typically made from soda-lime
glass (soda-lime glass is described further in Section 35.3), which may be treated
to meet USP type II criteria, in which case the user has the burden of proof of
compatibility [2]. The additional risk of breakage for the larger bottle sizes makes the
use of glass prohibitive because of weight and safety concerns. For batch volumes of
several hundred liters, the use of glass containers becomes too risky to be feasible.
For storage of a frozen solution, glass has the propensity to break as a result of ice
formation, making it unsuitable for use.

Closures used for glass containers must be nonreactive to the contents, prevent
leakage or evaporation, and protect the contents from bacterial incursion. Materials
used for this purpose include plastic screwcaps (such as polypropylene), screwcaps
with a plastic liner, or a rubber septum and overseal.

35.2.2. Stainless Steel

Stainless steel is another material that has been traditionally used in pharmaceuti-
cal manufacturing. Stainless steel can be used in either smaller cans (<20 L) or in
larger tanks. The size of the container has few restrictions, and the tank design (inlet,
outlet, and sampling ports) can be customized as needed. The most commonly used
composition of stainless steel is 316 L, the low-carbon version of 316 stainless steel.
Type 316 L stainless steel is more resistant to aqueous corrosion than is 316 or 304
stainless steel, two other common compositions. Because of the corrosion resistance,
316 L stainless steel is easily amenable to cleaning and moist heat sterilization (and is
therefore reusable), and can be used for storage of refrigerated liquid and frozen drug
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substance. The strength of the steel makes this a very rugged container for storage
and shipping. Stainless steel is also expensive to purchase as it is usually electro pol-
ished to remove surface irregularities, and requires routine maintenance in the form of
passivation to prevent the occurrence of rouge, or rust. The cleaning and sterilization
procedures must be validated, and its weight makes it relatively expensive to ship.

The closures used with stainless steel tanks or cans are also made of stainless
steel, usually in combination with an elastomeric gasket to make a tight seal.

35.2.3. Teflon

Teflon is the trademarked name for a series of fluoropolymers such as polytetraflu-
oroethylene (PTFE), polyfluoroalkoxy (PFA), fluorinated ethylene propylene (FEP),
and tetrafluoroethylene (TFE). These materials are being used more frequently because
of their desirable inertness. Teflon is generally inert, can be washed and sterilized
by moist heat, and can be used for refrigerated or frozen storage. It can be reused,
but because of the high cost of cleaning validation as compared to the cost of the
container, it is more typically used only once. Teflon is lightweight, resistant to
breakage, and easily shipped. Leachables must be evaluated since this is a polymeric
material. It is visually slightly opaque, so a visual inspection of the contents will be
impaired. Some researchers have reported increased protein aggregation in connection
to the hydrophobic liquid–surface interface, but this should be evaluated by each user
[3,4]. The size of the container may be a disadvantage; Teflon containers are com-
mercially available only up to 2 L. For some applications (such as a low fill volume
for the container size), the container wall thickness available in standard, off-the-shelf
designs may need to be increased to prevent side wall collapse. This type of mod-
ification usually can be manufactured as a custom order. Teflon closures are also
commercially available for use.

35.2.4. Polypropylene and Polycarbonate

Polypropylene and polycarbonate are both commonly used materials for liquid storage.
They both can be washed with standard solutions and sterilized using moist heat. As
with Teflon, polypropylene and polycarbonate can be reused, but because of the cost
of cleaning validation as compared to the cost of the container, they are more typically
used only once. Polycarbonate can be used for refrigerated or frozen storage, and is
compatible with standard pharmaceutical solutions. Polypropylene can be used for
refrigerated storage, but has a glass transition temperature between −5◦C and −20◦C,
which increases its brittleness at temperatures below the glass transition point. Caution
should be used if storing frozen drug substance in polypropylene because there is an
increased possibility of breakage. Leachables must be evaluated for both materials.
Polypropylene and polycarbonate may be purchased with polypropylene screwcap
closures, which may also include a silicon rubber gasket. Other closure options are
discussed in Section 35.2.6.

Polypropylene is visually slightly opaque, which impairs visual inspection of the
contents. Polypropylene is available in sizes from 4 mL to 50 L in commercially avail-
able configurations. In contrast to polypropylene, polycarbonate is visually transparent,
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which is helpful for visual inspection of the contents. Polycarbonate is commercially
available in sizes from 5 mL to 20 L. Again, as for Teflon containers, the container
wall thickness may need to be customized, depending on the application.

The end user must consider all the parameters described above when making a
choice between Teflon, polypropylene, and polycarbonate. The factors to consider
include cost, volume, extractables, leachables, and availability. It is a safe statement
to say that no one material or container meets all requirements for all users.

35.2.5. Disposable Bags

One of the newest container–closure systems to be used is disposable bags. These are
typically manufactured using multilayered coextruded or laminated films that are heat
welded into two-dimensional (pillow shaped) or three-dimensional (cube-shaped) bags
as shown in Figures 35.1 and 35.2, respectively. The films are composed of multiple
polymeric materials fused together in order to optimize the film characteristics. As
an example, a film may have a product contact layer of low-density polyethylene
(LDPE), but the next layers may include a gas barrier such as ethylene vinyl alcohol,

Figure 35.1. Diagram of a two-dimensional disposable bag. (Courtesy of Thermo Fisher

Scientific, BioProcess Production, HyClone Products.)

Figure 35.2. Diagram of a three-dimensional disposable bag. (Courtesy of Thermo Fisher

Scientific, BioProcess Production, HyClone Products.)
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and a polyester layer to add strength to the film. These bags have heat sealed ports that
may be made of LDPE polyethylene or other suitable material to which inlet, outlet,
and/or sample tubing is attached. There are several manufacturers of these disposable
bag systems, each of whom maintains multiple proprietary films for various sizes and
uses. These bags are manufactured in clean areas and sterilized by gamma irradiation
so they are ready to use as purchased. The bags are available in standard sizes, but
these sizes vary by manufacturer and film used. The bags are available (although not
in all sizes, or even in all films) from 100 mL to 200 L, or even as much as 1000
L for some manufacturers. The advantages of bag use are that they are disposable,
presterilized; are ready to use; can be easily filled, sampled, and emptied; have a short
purchasing lead time; and are commercially available.

As may be imagined, these larger bags cannot be filled, stored, or transported
without additional protection. Smaller bags that are filled with valuable drug sub-
stance may be handled with or without additional protection according to the user’s
preference. In either case, this additional protection may be provided by a hard plastic
or stainless-steel secondary container of appropriate size. These secondary containers
are non–product contact, but they are critical to the functionality of the bags. The
secondary container must have a smooth interior surface (so as to not abrade or punc-
ture the bags) and be sturdy, puncture-resistant, easy to move around (even when
filled), and the bags must be readily accessible through the secondary container for
inspection, sampling, and emptying. Finally, the secondary containers must be easily
cleaned for reuse if needed and must also be cost-effective. These requirements may
be met by several commercially available options; however, each user must qualify
the container–closure system for use with the specific application.

The disadvantages in using disposable bags for drug substance storage include
risks of leakage through bag punctures or tears and permeability of oxygen, carbon
dioxide, and/or water vapor. The permeability of oxygen, carbon dioxide, and water
vapor varies by film composition, surface area, and storage temperature. This some-
times low-level permeability may not be a concern for all applications, but it should
be evaluated as part of the compatibility studies. An additional disadvantage is that
there is a relatively short history of disposable bags usage. The cost of each bag
is somewhat high, but this may be offset when one considers the costs of cleaning
and validation for multiple-use containers. As for all container–closure systems, the
extractable and leachable profile should be evaluated for the specific application.

In general, the bags are best used for refrigerated liquid drug substance storage;
however, bag and storage systems adapted for frozen storage are commercially avail-
able. One such system provides specially designed equipment for freezing and thawing,
storage, and transfer of several bags up to 16 L in size. This system has several advan-
tages over the more traditional bottles for frozen storage. The configurations of the bag
and the freezing unit provide tightly controlled freeze and thaw rates for the drug sub-
stance; the freeze–thaw, transfer, and storage units provide a compact design; and the
storage racks used for the bags provide rather compact physical protection during stor-
age for the frozen bag of drug substance. However, the costs versus benefits of this sys-
tem must be evaluated by each user. Also, the bags for freezing are purchased as “ready
to use,” in contrast to other, more rigid containers such as polycarbonate carboys.
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35.2.6. Container–Closure Design

Container–closure design is another consideration to be evaluated for each application.
How materials are filled into and removed from the container–closure system must
be determined in advance. If samples must be taken after the solution is filled and
the container closed, there must be a means of pulling a sample without opening the
container and risking microbial contamination. Steel tanks and disposable bags have a
great deal of flexibility in design, as they are typically custom-designed to the user’s
specifications. Glass and plastic containers are more constrained since the container
itself is usually of an essentially cylindrical or rectangular shape. For glass and plastic
containers, one readily available closure is an appropriately sized screwcap; however,
this may not provide the strongly preferred aseptic connection, especially if sampling
is required. If there must be customization for glass and plastic container–closure
systems, the simplest and most direct part to custom-design is the closure. There
are commercially available silicone closures such as Topworks (manufactured by
Nalge Nunc, Intl.), with ports or welded tubing inserts that allow more sampling
flexibility and a more sanitary connection than does the regular screwcap. In addition,
if the commercially available Topworks does not exactly match a given application,
modification may be done by specialty manufacturers to achieve the optimum design.

When a drug substance must be stored at frozen temperatures to optimize its shelf
life, special care must be taken in selecting the container–closure system. Some factors
to consider are the materials of construction, volume, shape, formulation, transporta-
tion, and storage capacity. The containers listed in the above sections are generally
compatible with frozen storage, with the exceptions of glass and polypropylene. Glass
containers can be used to store frozen materials, but glass is known to break during
freezing, so care must be taken to ensure that the fill volume, formulation, freezing
rate, and handling are compatible with the container volume. Even so, some breakage
may be expected. As discussed earlier, polypropylene has a glass transition tempera-
ture between −5◦C and −20◦C, which may increase brittleness at frozen temperatures,
leading to an increase in breakage during handling.

35.2.7. Container–Closure Integrity

In order to protect the drug substance from microbial contamination, the
container–closure system must be integral, or whole, not permitting leakage through
which microbial contamination might enter the system. It is also critical that the
contents not evaporate through the closure. Although container–closure integrity
(CCI) is associated with sterile products, it is also important for biological drug
substances due to their bacterial growth-promoting nature. Therefore CCI must also be
established as part of the qualification exercise once the container/closure design has
been established. Container–closure integrity tests have been thoroughly researched
and the results reported by several authors [5–8]. Integrity can be established by
a number of commonly performed leak tests, the most common of which test is
microbial ingress. This test is easily performed for containers small enough to be
submerged in a vat of microbial broth. This test also may be easily performed even
when the entire container may be too large to be immersed as long as the critical seal
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portion is small enough to be tested. However, if the container and/or the critical seal
portion are too large or cumbersome to be immersed in a laboratory-sized vat, then
alternative tests must be evaluated to establish CCI. A report by the Parenteral Drug
Association lists several test options for establishing CCI aside from the simplest
immersion test mentioned above [9]. These tests may be performed by a contract
laboratory; however, the sponsor is ultimately responsible for the quality of the data,
so close review of the study design, execution, and results is highly recommended.

35.2.8. Stability

Stability studies for a drug substance are required for regulatory approval and generally
are conducted in accordance with ICH Q1A and Q5C guidelines [1,10,11]. Stability
studies can also be conducted to establish the compatibility with the container–closure
system and evaluate the effects of leachates on drug substance over time. In addition,
if the stability closure type (e.g., sanitary connection or screw thread) is comparable
to the large-scale closure type, CCI is further supported by negative microbial tests
over the course of the stability studies. With all the information that is gathered
from one series of studies, and the time and resources needed to properly complete
such studies, it is obvious that the stability containers’ materials and design must be
carefully considered.

The recommended practice is to scale down the size of the stability containers for
conservation of precious drug substance [1,11]. However, in order to acquire the max-
imum amount of information from the studies, the stability container–closure system
must be made of representative materials of construction, with a similar closure type
as compared to the larger, bulk containers. When selecting the stability container it
is important to consult closely with the manufacturers, as the different manufacturing
processes used for smaller or larger containers may require slight modifications to the
materials used. In this case the user must carefully evaluate any differences to deter-
mine whether the two materials may still be considered comparable for the purposes
of the stability study.

35.2.9. Extractables and Leachables

Extractables are described as chemical compounds extracted from the container–
closure system, typically with stronger solvents and/or a higher temperature than
actual use would dictate. Leachables are described as chemical compounds that are
extracted from the container–closure system under representative conditions of use,
where the solvent and temperatures are similar to or representative of those found in
actual use. The leachables may be considered as a subset of extractables. In actual use,
leachables may be discovered during normal use or in stability study samples [1,12]. In
a practical sense the end result of any extractable and leachables study should address
two primary concerns: whether (1) the levels of leachables or extractables present in
and of themselves pose a health risk to the end user and (2) the presence of leachables
and extractables in any way alter the efficacy of the active pharmaceutical ingredient.

For most materials, the list of extractable compounds may be obtained from
the supplier. In general, suppliers who sell to the pharmaceutical industry are aware
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of their customers’ needs to satisfy regulatory requirements. These suppliers will
often evaluate their materials for extractable compounds as well as compliance with
compendial requirements such as USP <87>/<88> and/or the corresponding ISO
standards tests, such as ISO 10993 [13–15]. This information should be evaluated by
the user to ensure that the study performed was done appropriately and completely.
This can be considered a starting point for the users’ evaluation.

The user must then evaluate the contact materials for leachable substances under
their conditions of use. The most direct situation would be to use the drug substance
itself as the extracting medium at the expected storage conditions [1]. However, the
drug molecule itself is usually present at concentrations much higher than that of
the leachables, causing the analyst to search for the proverbial needle in a haystack.
More often the formulation buffer or placebo vehicle will be used, which provides
representative extraction of the leachables from the container under the expected con-
ditions of use. The tests used to analyze the leachate must be appropriate to detect
and quantify the expected leachates, given the list of extractable compounds and
the conditions of use. Typical tests include but are not limited to nonvolatile residues,
total organic carbon, reversed-phase high-pressure liquid chromatography (RP-HPLC),
Fourier transform infrared (FTIR) spectroscopy, liquid chromatography/mass spec-
troscopy (LC/MS), gas chromatography/mass spectroscopy (GC/MS), and inductively
coupled plasma mass spectroscopy, as appropriate. This testing may be performed in
the user’s analytical laboratories, but they are also frequently performed by contract
laboratories. It is expected that studies performed in the user’s analytical laboratories
would be carefully planned and executed, but even when the tests are performed by
a contract laboratory it is recommended that the study sponsor carefully review the
contractor’s protocol and results to ensure that the study and tests are representative
of the sponsor’s product and conditions of use.

35.3. DRUG PRODUCT CONTAINER–CLOSURE SYSTEMS

As defined above, drug product is a formulated drug substance that has been filled or
packaged into the appropriate final container–closure system for delivery to a patient.
The drug product container–closure selection may be the standard vial and stopper, a
prefilled syringe, or a cartridge and plunger. Container–closure selection is frequently
influenced by market demands as much as by compatibility or stability requirements.
The traditional container–closure system for biotechnology derived parenterals is the
glass vial and rubber stopper with an aluminum crimped seal. However, more recent
trends in the therapeutic areas served by biotech drugs are to use prefilled syringes
and/or autoinjector devices for patient convenience. The prefilled syringe is discussed
in another chapter, and the complexity of an autoinjector device is outside the scope
of this discussion.

35.3.1. Vials

By far the most commonly used material for drug product containers is glass. Glass
vials used for parenteral administration are generally made from borosilicate glasses,
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which conform to USP/Ph.Eur. (European Pharmacopoica) Type I specifications.
Borosilicate glass is described as highly chemically resistant, and is usually com-
posed of approximately 70%–80% SiO2, to which B2O3, Al2O3, and Na2O are added
to balance manufacturability with the desired physicochemical properties. Other inor-
ganic oxides may be added in order to manipulate the physical properties of the glass
or even the color (to create amber glass) during the manufacturing process [16]. These
oxides can leach from the glass during storage, and may cause the pH of the contents
to change as discussed below.

The USP also describes soda-lime glass, which, if treated (dealkalized) to meet
Type II specifications, may be used if stability data are available to demonstrate
suitability [1,2]. The soda-lime glass is also formulated primarily of SiO2. How-
ever, the primary inorganic oxide modifiers are Na2O and CaO rather than B2O3 and
Al2O3. As a result of the different formulation, soda-lime glasses are less chemi-
cally resistant than are borosilicate glasses. When a soda-lime glass is treated with
ammonium sulfate or SO2 gas, the surface chemical resistance is improved, but
does not reach the high level of inertness inherent in borosilicate glasses. In addi-
tion, soda-lime glasses, because of their higher thermal expansion coefficients, cannot
endure sudden changes in temperature, which limits their use for lyophilized prod-
ucts, terminally sterilized products, or products stored as a frozen liquid. Given these
characteristics of the soda-lime glasses, they are not commonly used for parenteral
products.

There are two common glass vial manufacturing techniques in use: either shaping
preformed tubing (for a tubing vial) or a molding process (for a molded vial). Tub-
ing vials are currently the most commonly used vials for injectable pharmaceutical
products. This type of vial is produced from a tube of glass cane, which is fed into a
forming machine. The forming machine uses oxygen/gas flame jets to heat a specified
area of the cane. When the specific area is softened by the heat, special tools push the
glass tube together to form the crown, neck, and shoulder of the vial. After the top of
the vial is formed, additional jets and tools repeat the softening and forming process
to shape the bottom of the glass vial. As the vial is moved off the forming machine,
a chemical treatment solution may be sprayed into the vial if this is desired. The vial
is next moved through an annealing oven, or lehr, then cooled, inspected, and finally
packaged for shipment. Syringes and cartridges are formed using a variation of this
manufacturing technique, and further details can be found in specialized literature.

The molded vial may be used to create a specialized or unusual shape, a large
volume, or for a screw-threaded closure (such as for a nonsterile product). In the
manufacturing of the molded vial, glass is melted in a furnace, placed in a mold,
and blown throughout the mold. The glass is then annealed, cooled, inspected, and
packaged for shipment.

Vials and syringes are also available in polymeric materials such as cyclic olefin
copolymer (COC) and Crystal Zenith (CZ) (manufactured by Daikyo Seiko, Ltd.)
resin. These materials are less commonly used as of the writing of this chapter, but they
may provide a useful container for products that do not have optimum compatibility
with more traditional, (i.e., glass) components. Both CZ resin and COC materials are
transparent, much like glass, but are lightweight and break-resistant.
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One area where these polymeric materials may be very useful is in resolving
protein adsorption concerns [17]. Protein adsorption is frequently addressed by for-
mulation excipients such as surfactants, amino acids, and carbohydrates [18–20]. In
cases where the excipients do not adequately resolve the issue, polymeric containers
or vials coated with pure silica (e.g., Schott Type I plus, Schott, Germany) may
offer a good alternative [21]. However, polymeric materials typically are more per-
meable to gases and water vapor than is glass, which may be of concern if the protein
under development is sensitive to any of the following: oxygen; an increase in protein
concentration; or an increase in excipient concentration due to water loss [22].

The advantage of using glass vials is the low cost, long history, and ease of use.
Because of this long history, the problematic issues are generally known. Glass vials
are generally fairly inert, although trace metals from the glass have been shown to leach
into the solution. One example of such a leaching effect and the consequences occurs
when a formulation is unbuffered or weakly buffered. In such a situation, Na+ leaches
from the surface of the interior glass wall into the solution, while H3O+ is removed
from the solution, which in an unbuffered or weakly buffered solution will raise the pH
of the contents [23,24]. To say the least, this can complicate adherence to a stability
specification and may also impact product quality attributes. There are several options
for resolving this situation: reformulating the drug product, changing to a treated glass
vial, or changing to a vial made from a low-alkali forming process. If one reformulates
the solution, extensive comparability studies must be conducted to establish suitable
quality attributes of the new formulation. Changing to a treated vial may resolve the
pH shift since dealkylizing treatment does remove surface alkali; however, it may lead
to other issues such as delamination [23,24]. Alternatively, a low-alkali vial forming
process may be selected; however, it will then be necessary to reestablish expiry
(through comparability and/or stability studies), extractable or leachable profiles, and
perhaps even container or closure integrity (if the vial dimensions change). All options
are time- and cost-intensive, so selecting an appropriate combination of glass and
formulation in the beginning of the development process is highly recommended.

Delamination, mentioned above, is the phenomenon where glass flakes peel off
the interior surface of the vial after quantities of the surrounding glass have been
etched or leached away. The glass flakes resulting from delamination are problem-
atic in injectable solutions, where visible foreign particles are unacceptable. The basic
cause of delamination has been attributed to complex interactions between vial surface
alkalinity, vial surface defect structures, chemicals in solution (such as the drug and/or
formulation), and heat stresses (such as depyrogenation). In an effort to mitigate the
effects of surface alkalinity and defect structures, some researchers have suggested
sulfate treatment, but this may actually exacerbate the surface defect structures that
have been associated with delamination [23–25]. If delamination should occur during
the development process, it may be necessary to redevelop the drug product formula-
tion, change the manufacturing process (if terminal sterilization is involved), or change
glass formulations or sulfate treatment options [23–25]. In such a case the CZ resin
or COC vials may be an attractive alternative. It must be stated that the glass vial
suppliers are extremely knowledgeable and helpful regarding the properties of their
products and should be consulted with any questions regarding suitability of their
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product line for a given product as well as for assistance in solving any problems that
may arise.

35.3.2. Closures

The purpose of the closure is to retain the contents and protect the contents from
contamination. Closures used for vials, syringes, and cartridges are typically made
from elastomeric materials, and are commercially available from several suppliers.
These closures are manufactured with various formulations, each with differing prop-
erties. The different formulations include the base elastomer as well as some or
all of the following: curing agents, accelerators, activators, antioxidants, plasticizers,
fillers, lubricants, and pigments [16,26]. The most commonly used base elastomers
are polyisoprene, butyl rubber, and halogenated-butyl rubber. Each of these materi-
als has advantages and disadvantages for use. For example polyisoprene has good
physical properties such as elasticity and resealability but has high extractables, is
permeable to oxygen, and has poor stability, especially after autoclaving. Butyl and
halogenated-butyl rubbers offer improved stability, decreased oxygen permeability,
and fewer extractables, but have a poorer ability to reseal [16,26]. Similar to the vial
suppliers, the stopper suppliers are also both knowledgeable and helpful regarding
the properties of their products and here also, should be consulted with any questions
regarding which item of their product line is most suitable for a given product.

The specific rubber formulation to be used with a given product must demonstrate
suitable compatibility and leachable profiles when in contact with the product. To
this end, a coating material either of Teflon or other fluoropolymer material can be
advantageous in minimizing the number of chemical compounds that may leach from
the stopper into the solution.

Another advantage of the coatings is improved lubricity of the stoppers. Most stop-
pers are siliconized prior to use in an automated filling machine during the fill–finish
manufacturing process. The silicone oil used may be applied through a washing pro-
cess, or poured on as the stoppers are tumbled (most stoppers are also available
prewashed and presiliconized from the suppliers). However the silicone oil is applied,
it is a necessity in order for the stoppers to move around the automated machines dur-
ing the filling process. The use of silicone oil is nearly universal in the pharmaceutical
industry; however, it has been implicated in a number of problems over the years.
Silicone oil has been linked with haziness on reconstitution of lyophilized products
as well as protein aggregation [27]. Therefore, it is best to minimize siliconization
when possible, and stopper coatings may be advantageous in that regard. In addition, a
secondary processing treatment that results in a crosslinked polymethylsiloxane layer
has been shown to have quite good lubricity, and may be able to replace or minimize
stopper siliconization [26].

Stopper configuration and size are dependent on the dosage form (liquid or
lyophilized), the size of the vial, and the vial finish (commonly 13 or 20 mm). It
is noteworthy that standard finish sizes may vary slightly between vials produced
according to the Glass Packaging Institute and ISO standards, even though both bod-
ies use the 13 and 20 mm designations. Liquid products are typically paired with a
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stopper with either a flat “button” or a concave-style plug insert, also known as a serum
stopper . A lyophilized product requires a special stopper for use during the lyophiliza-
tion cycle. These stoppers are available in single opening or “igloo” style, a double
opening or “two-legged” style, or even in a “three-legged” format. Container–closure
systems used for both liquid and lyophilized products may incorporate a “blowback”
feature, which is a groove on the inside of the vial crown, very close to the top of the
vial. Additionally, a stopper may be designed with a ridge that will rest in the groove
or blowback to control the stopper position during lyophilization or before the crimp
is applied (a “no pop” feature). The blowback and “no pop” features on stoppers may
vary in size, shape, and location from one manufacturer to another, so compatability
of the vial–stopper combination must be evaluated by the end user. Before selecting a
particular vial or stopper, it is also advisable to consult with the proposed filling area to
ensure machinability and physical compatibility with the proposed filling equipment.

One factor to consider for a lyophilization stopper is the interaction between
the rubber formulation and moisture during the washing, sterilization, and drying
processes. Several stopper formulations have been shown to increase their moisture
content during sterilization, then later they have also been shown to desorb the mois-
ture during storage—sometimes with a detrimental impact on the lyophilized product
in the vial [28,29]. In addition to validating an appropriate drying cycle, a low-
moisture-uptake rubber formulation is desired for a lyophilized product where low
moisture is a critical parameter impacting product expiry.

35.3.3. Container–Closure Integrity (CCI)

One of the most critical purposes of the closure is to protect the contents from con-
tamination and to retain the contents, so it is critical to demonstrate CCI. For sterile
pharmaceutical container–closure systems, microbial contamination is the primary
concern. The microbial ingress test is a direct measure of the system’s ability to
protect the product, and it is therefore the most common test used to demonstrate
container–closure integrity. However, because of the shortcomings of the test (e.g.,
labor-intensive, long lag time from start to finish, probabilistic nature of microbial
ingress through a small leakage path), there are other physical tests that have been
correlated to the microbial ingress test for routine use [5–8]. These alternative physi-
cal tests include but are not limited to helium leak rate, vacuum decay, pressure decay,
tracer gas leak detection, and liquid tracer [9].

35.3.4. Stability

Drug product stability is a requirement for regulatory filings, and is discussed in
considerable detail in ICH Q1A and Q5C with regard to the storage temperatures and
the testing frequency [10,11]. Given the thoroughness of the discussion in the ICH
guidelines, only a few points are emphasized here. As discussed in Section 35.2, drug
product stability studies also are used to demonstrate compatibility of the formulated
drug with the container–closure system and its integrity throughout shelf life. Unlike
the drug substance, the drug product is expected to be stored in the commercial
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container–closure system. For the drug product, a scaled-down version will not be
sufficient unless a smaller-size container–closure system is one of the commercial
presentations and a matrix approach is planned as described in ICH Q1A.

During the drug development process, it is important to start these stability stud-
ies as early in the process as possible using the planned commercial concentration,
fill volume, and container–closure system to ensure that any physical or chemical
incompatibility is discovered early. If incompatibilities are discovered early and the
appropriate actions are taken to remediate the issue, the impact on development time-
lines is lessened. If the incompatibility is discovered late in the process, there may
be costly delays in regulatory filings and/or approvals while the container–closure
system is redeveloped and the stability studies are restarted.

35.3.5. Extractables and Leachables

Testing for extractables and leachables for drug product will generally follow the
same procedure outlined for drug substance container–closure systems. Little more
discussion is necessary except to add that for drug product, leachables testing is
expected to be conducted on the drug product in the “actual” final container–closure
system, rather than a “representative” one. It is noteworthy that for drug products the
closure elastomers are the major source of leachables. These leachables in some cases
may interact with the drug product and/or formulation to produce adverse events in
patients. A recent example of this was reported where increased incidence of antibody-
mediated pure red cell aplasia in Epoetin Alfa-treated patients was suggested to be
associated with phenolic derivatives extracted from an uncoated syringe plunger in
the presence of polysorbate 80 from the formulation [30]. Therefore, extractable and
leachables should be evaluated during the initial drug product development, and also
after a change in container closure component or drug product formulation.

35.4. CONCLUSIONS

Selecting the optimum container–closure system for drug substance or drug product
is a critical activity during the drug development process. Given the volume of infor-
mation about the container–closure system that is required for a regulatory filing, it is
important that a great deal of thought be given to selecting the appropriate system for
use. A well-designed container–closure system made of the appropriate materials will
enable the formulation scientist to gather stability, compatibility, leachables, and CCI
data to support regulatory filings. Additional information is available through many
of the literature references listed at the end of this chapter.
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PREFILLED SYRINGES FOR
BIOPHARMACEUTICALS

Robert Swift

36.1. INTRODUCTION

Traditionally, the most widely used container or closure system for biopharmaceuticals
has been a glass vial, closed with an elastomeric stopper and secured by a crimped
aluminum seal. However, in recent years, prefilled syringes have become increasingly
popular [1]. The market trend toward prefilled syringes has been driven by advantages
for several key stakeholders: ease of administration and convenience for patients and
health-care providers, reduced risk of medication errors, market preference in a com-
petitive environment, potential integration into automatic injection devices, and lower
cost of goods for the manufacturer due to significantly lower overfill.

A prefilled syringe is a drug delivery syringe that has been prefilled with a for-
mulated drug product by the manufacturer and is provided to the patient or health
care provider in a convenient, “ready to use” format. As such, a prefilled syringe has
a combined role as both a container–closure system and a drug delivery system. This
dual role brings with it added complexity for the product development team as well as
during the manufacturing and distribution of marketed products. This chapter begins
with an overview of available prefillable syringe systems and compares the design
features and materials of construction with those typically used in vial–stopper–seal
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systems. The main body of the chapter then presents the challenges of developing
and manufacturing a prefilled syringe presentation of a biopharmaceutical product
focusing on the impact for formulation scientists, container engineers, manufacturing,
and distribution. The chapter concludes with some special considerations when adapt-
ing a prefilled syringe for use in an automatic injection device and an overview of
emerging prefilled syringe technologies seeking to address the specific requirements
of biopharmaceutical products.

36.2. OVERVIEW OF PREFILLABLE SYRINGE SYSTEMS

The container portion of a prefilled syringe system is the syringe barrel. The vast
majority of these are made from chemically resistant borosilicate glass. The barrel tip
can be configured either with a preattached, or “staked,” needle or a standard luer
taper. A prefilled syringe system requires two closures. An elastomeric tip cap or
needle shield is fitted to the tip prior to filling. After filling, the open end of the barrel
is closed with an elastomeric piston or plunger–stopper.

Prefilled syringe components for therapeutic products are available in sizes rang-
ing from 0.5 to 20 mL. For special applications, such as contrast media, systems as
large as 150 mL can be made. However, most prefilled syringe systems for injectable
therapeutic products fall into three standard formats: 0.5 mL, 1 mL “long” and 1–3 mL
“standard.” Examples of these three formats are shown in Figure 36.1. Note that the
0.5 mL and the 1-mL-long examples incorporate preattached (staked) needles while
the 2.25-mL example incorporates a luer taper. Barrels for the so-called 1–3 mL stan-
dard sizes are of the same diameter. The desired capacity within the 1–3 mL range
is achieved by selecting the appropriate barrel length. In this way, the same piston
designs and molds can cover a wider range of products and fill volumes.

In addition to the broad range of prefilled syringe capacities, the components
can be delivered to the biopharmaceutical manufacturer in a wide range of packaging

Figure 36.1. Photo of 0.5-mL staked needle (top), 1-mL-long staked needle (middle), and

2.25-mL luer tip syringe barrels.
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(a) (b)

Figure 36.2. Photos of 1-mL-long staked needle syringes in nested, ready-to-fill format

(a) and unprocessed bulk format (b).

(a) (b)

Figure 36.3. Ready-to-use 1-mL-long pistons in nested (a) and bagged (b) formats.

formats to suit the specific design of the filling equipment. The barrels can be pro-
vided in bulk format, requiring rinsing, lubrication, and sterilization prior to filling
or in presterilized, ready-to-fill format. Examples of bulk and ready-to-fill 1-mL-long
syringes are shown in Figure 36.2. Similarly, pistons can be supplied in unprocessed
bulk format, prewashed and packaged in sterilizable bags, or presterilized and ready
to use. Even within the ready-to-use category, several packaging configurations are
available as needed for specific piston placement equipment and filling line designs.
Examples of two ready-to-use formats are shown in Figure 36.3. Pistons for prefilled
syringes are available in a range of pharmaceutical-grade elastomer formulations. Bar-
rier films or coatings are available to minimize potential interactions with the drug
product formulation.

36.3. PREFILLED SYRINGE DESIGN FEATURES

A prefilled syringe system is similar to a vial–stopper–seal system in that both sys-
tems serve as the product storage container during shelf life. As such, both containers
generally are formed using chemically resistant borosilicate glass and closed with
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high-purity pharmaceutical grade elastomers. However, a prefilled syringe minimizes
user handling by serving as an integral part of the drug delivery device. This fun-
damental difference affects the number and nature of the materials of construction,
imposes functional performance requirements on the container–closure interfaces, and
influences the surface-to-volume ratio of the container system design. The remainder
of this section addresses these points.

36.3.1. Materials of Construction

In its simplest form, the direct contact materials in a vial system during shelf storage
are the glass vial and the elastomer stopper. Figure 36.4 shows the components and
the limited number of direct product contact materials for a typical vial–stopper–seal
system. These materials also are present in a typical prefilled syringe system as
the glass barrel and the elastomer piston. However, a luer tip/luer lock prefilled
syringe will include, at a minimum, a lubricant—usually polydimethylsiloxane (sil-
icone fluid)—and a second elastomer formulation as the luer tip cap. A prefilled
syringe with a preattached needle includes the adhesive and the stainless-steel needle
as well as the elastomer needle shield. Figure 36.5 illustrates the added complexity of
a typical staked needle prefilled syringe system. All components of the selected pre-
fillable syringe system will have direct product contact throughout shelf life and have
the potential to affect the biopharmaceutical product through interactions at the sur-
face or as a result of substances leached into solution. These possible effects must be
evaluated during formulation development and qualification of the container system.
Some specific areas to consider are discussed later in this chapter.

36.3.2. Container–Closure Functional Requirements

As with the stopper on a vial, a prefilled syringe piston must provide a leak-free sterile
barrier throughout product shelf life. At the same time, as a component of the drug

Figure 36.4. A 2-ml vial–stopper–seal system showing materials of construction: borosilicate

glass vial, elastomer stopper (with or without barrier coating), and aluminum crimp overseal.
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Elastomer needle shield

304 Stainless steel needle

UV-cured adhesive

Boro-silicate glass barrel

with silicone oil

Elastomer piston (silicone,

optional fluoropolymer)

>1000 °C glass formed around

pin (usually tungsten) to form
fluid path and needle channel

~ 3”~ 3”

Figure 36.5. A 1-mL-long staked needle syringe system showing direct-contact materials.

delivery system, the piston must move easily and smoothly while requiring relatively
low force to initiate and sustain the injection stroke at the time of use. The needle
cover (for a staked needle prefilled syringe) or tip cap (for a luer tip or luer lock
prefilled syringe) also must maintain a tight seal during storage yet be easy to remove
at the time of use. Finally, luer tip or luer lock systems must be capable of forming a
leak-free seal at the luer taper when assembled with a needle or other fitment at the
time of use.

36.3.3. Geometry and Surface-to-Volume Ratio

For ergonomic ease of use, syringes tend to have a much greater length-to-diameter
ratio than do vials of the same capacity. This means that a prefilled syringe may have
more container surface area in contact with the drug product. On the other hand, the
surface area of the air–liquid interface and the total headspace volume are likely to
be much less than for a comparable vial–stopper–seal system. Figure 36.6 contrasts
the wetted surface area, air–liquid interface area, and headspace for a 1 mL dose in
a 1-mL-long prefilled syringe with that of a typical 2-ml vial with the same 1 mL fill
volume. For the prefilled syringe, the wetted surface area of the glass is about 43%
greater while the headspace volume may be as little as one-tenth and the air–liquid
interface is about one-fifth that of the vial. Any of these characteristics of a prefilled
syringe may affect product quality during transportation and storage differently than
in a vial and may require formulation adjustments to compensate for the changes in
geometry and contact area of the various surfaces.
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Liquid

Liquid

Figure 36.6. A 1-mL-long prefilled syringe and 2-ml vial—both with 1 mL fill showing

differences in headspace volume and wetted container surface area.

36.4. FORMULATION DEVELOPMENT

A typical biopharmaceutical molecule may have been packaged for preclinical and
early clinical studies as a frozen liquid in a vial and may have progressed to late-
stage clinical studies and, possibly, commercial launch as a lyophilized powder or
liquid formulation in a vial. To enable a biopharmaceutical product to gain the full
benefit of a prefilled syringe presentation, the formulation scientist faces the challenge
of developing a stable liquid formulation that is robust to the full range of direct
and indirect product contact materials inherent in a prefilled syringe as well as the
conditions imposed by the drug delivery functions of the syringe. In general, the
development process follows the same path as for a vial, including, for example,
an assessment of effect of the fill–finish process on the characteristics of the drug
product. However, there are some materials and features that are unique to prefilled
syringes. These deserve further discussion.

36.4.1. Direct- and Indirect-Contact Materials

36.4.1.1. Syringe System Lubricants. Syringes require some type of lubri-
cant to moderate the friction forces that must be overcome to initiate and sustain the
injection stroke at the time of use. Prefilled syringe systems are no exception. Medical-
grade polydimethylsiloxane fluid, commonly called silicone oil , is the most widely
used lubricant for prefilled syringes. In most applications, the silicone fluid is applied
to both the inner diameter of the glass barrel and to the external surface of the piston.
From the perspective of the formulation scientist, silicone oil is likely to be viewed as
necessary but potentially problematic. In the literature, protein–silicone interactions
have been implicated as causes of protein aggregation [2]. Such interactions may arise
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from silicone droplets in the solution, the hydrophobic surface of the siliconized glass
or piston, a silicone film at the air–liquid interface or some combination of these
effects. Moreover, any of these effects may be exacerbated during transportation [3].

Unfortunately for the formulation development team, it is challenging to antici-
pate or simulate at laboratory scale the range of silicone quantity and uniformity and
potential transportation conditions to which a drug product may be exposed during
commercial-scale manufacture and distribution. At a minimum, the team may consider
testing candidate formulations against multiple syringe component lots and incorporat-
ing transportation studies into the formulation characterization protocols. One possible
approach is to test formulation candidates using syringes to which excess silicone fluid
has been added intentionally. As a cautionary note, silicone oil spiked directly into
the drug product may react quite differently compared to silicone oil applied as an
atomized mist to the inner surface of the glass. In addition, the protein therapeutic
may respond to the combination of lubricant and surface in a way that differs from the
response to either of the individual components. Therefore, it is important to test the
drug product under actual storage conditions in the proposed prefilled syringe system.

36.4.1.2. ‘‘Staked’’ Needle Adhesives. In prefilled syringe systems with
preattached, or “staked” needles, the cannula is preassembled into a small-diameter
channel in the glass barrel at the time of syringe barrel manufacture. Typically, the can-
nula is bonded to the glass by means of a UV-cured adhesive. Testing for extractables
should consider the adhesive as a potential contributor of extracted compounds during
qualification of the syringe system. In addition, the formulation development team also
must address the cured adhesive as a material in direct contact with the drug product
throughout shelf life. Stability studies using staked needle syringes should include any
effects of the adhesive on the drug product. However, the physical accessibility of
the drug product to the adhesive may vary somewhat from one barrel lot to another.
Therefore, the formulation development team may consider including syringe barrels
from multiple supplier lots—even for small-scale, early-stage studies.

Beyond this, the team may consider additional, more comprehensive studies to
evaluate potential interactions between candidate formulations and the adhesive in a
proactive way. The adhesive contact area is very small relative to other direct-contact
surfaces. Therefore, one could consider intentionally exposing candidate formulations
to a larger adhesive surface area in order to assess the safety margin for adhesive
contact. A similar approach could be considered to assess drug product sensitivity to
volatile and semivolatile byproducts of the adhesive curing process—especially any
compounds from the adhesive that are identified during extractables studies.

36.4.1.3. Tungsten from the Barrel-Tip-Forming Process. The hole in
the syringe tip that becomes the fluid path or needle channel of a glass prefilled
syringe is formed by pressing the flame-softened end of a glass tube against a metal
forming pin. To be formed in this way, the glass temperature is about 1000◦C. Very
few of the materials that are available industrially as small-diameter wire are able to
withstand repeated exposure to the mechanical and thermal stresses of this process.
Traditionally, tungsten has been the material of choice for the forming pins. Despite its
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excellent high-temperature strength and oxidation resistance, under these conditions,
even tungsten abrades and ablates slightly as each barrel is formed. Some of this
material is deposited on the inner surface of the barrel tip, survives the rinsing process,
and is present as a product contact material or leachate during product storage. The
total quantity of tungsten to which the drug product may be exposed is quite small—in
the range of 500 ng. However, the tungsten residues typically are at or near the tips
of the syringes, which may lead to localized regions of higher concentration. Even at
low concentration, leached tungsten ions may affect some proteins [4,5].

Moreover, the quantity of tungsten residue may vary significantly from barrel to
barrel and lot to lot. The highest levels may be present in only a small proportion
of the syringe population. Therefore, small-scale formulation development studies
might not represent the range of tungsten exposure that may occur in commercial
manufacture. In addition, the chemistry of soluble tungsten is quite complex and may
involve a wide range of species that vary with pH and concentration [6,7]. Tungsten
polyanions have been demonstrated to interact specifically with human serum albumin
[8]. Protein precipitation in the presence of tungsten has been demonstrated to depend
on the specific protein involved, the formulation pH, the concentration of both protein
and tungsten, and the ratio of these two components [9]. Because of the complex
chemistry of tungsten in aqueous solutions, unless the exact tungsten species from
the prefilled syringe has been identified in the drug product, it can be very difficult
to mimic these reactions by adding tungsten compounds. One approach to evaluating
tungsten sensitivity is to perform spiking studies using high-concentration tungsten
solutions extracted from used tungsten forming pins [9].

In response to the effect of tungsten on some biopharmaceutical products, suppli-
ers have been working to develop alternative materials for the forming pins and new
syringe concepts that are tungsten-free. Some of these are mentioned in Section 36.10,
at the end of this chapter.

36.4.1.4. Stainless-Steel Cannula. Excipients, drug substance, and drug
product have extensive contact with stainless steel, usually AISI 316L (American
Iron and Steel Institute type 316L stainless steel), throughout many process steps.
Therefore, the stainless-steel cannula in a prefilled syringe may be overlooked as a
product contact material. However, it is worth noting that syringe cannulae typically
are made from AISI 304 stainless steel. Although the compositions are similar, they
are not identical—especially regarding the nickel and chromium content. As shown
in Table 36.1, 316L stainless has greater nickel content and includes molybdenum.
This combination improves the corrosion resistance of 316L stainless compared to
304 stainless. Therefore, development teams planning to use prefilled syringes with
preattached cannulae may consider evaluating candidate formulations for potential
interactions with 304 stainless steel.

36.4.1.5. Residual Ethylene Oxide from Sterilization of Ready-to-Fill
Barrels. For those unfamiliar with the process, it is worth noting that presterilized,
ready-to-fill glass syringe barrels are sterilized by ethylene oxide C2H4O exposure.
Syringe barrel manufacturers typically certify that the residual C2H4O concentration
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TABLE 36.1. Composition Comparison Between AISI 304 Stainless Steel
and AISI 316L Stainless Steel

AISI 304 AISI 316L
Element Stainless Steel, % Stainless Steel, %

Carbon 0.08 0.030
Manganese 2.00 2.00
Phosphorus 0.045 0.045
Chromium 18.0–20.0 16.0–18.0
Nickel 8.0–11.0 10.0–14.0
Molybdenum None 2.00–3.00
Silicon 1.00 1.00
Sulfur 0.030 0.030
Iron Balance Balance

Source: Table compiled from composition data contained in ASTM A959-07,
Standard Guide for Specifying Harmonized Standard Grade Compositions for
Wrought Stainless Steels (2007).

in the syringes is less than 1 ppm. Nevertheless, formulation development teams
should be alert to and consider evaluating possible effects of product exposure to
trace quantities of C2H4O.

36.5. CONTAINER–CLOSURE SYSTEM QUALIFICATION

The general topics of selecting and qualifying final dosage form container–closure
systems have been addressed in Chapter 33. This section highlights several points
that are unique to prefilled syringe systems.

36.5.1. Container–Closure Integrity Testing

The principles of and some methods for container–closure integrity (CCI) testing,
as described in Chapter 35, apply equally well to prefilled syringes. However, CCI
test methods that are relatively straightforward for vials are more complicated to
implement for prefilled syringes because of the functional requirements of prefilled
syringes as a drug delivery device—namely, that the piston must be a movable seal
and that the tip cap or needle shield must be removable.

Because of these functional design features, the dynamic stresses imposed during
a prefilled syringe CCI challenge test must be managed to ensure that failures are not
induced by the conditions of the test. For example, immersion in a microbial challenge
bath coupled with an excessively aggressive dynamic pressure or vacuum challenge
could cause the piston to move into a contaminated area of the barrel. In such a case,
the loss of sterility may have been caused inadvertently by the exposure conditions, not
by a container system failure. Conversely, incorporating external fixtures to prevent
piston movement may mask a CCI problem by artificially altering the force exerted by
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the piston on the inner wall of the barrel. Similar challenges exist in evaluating CCI
at the tip of the syringe in that dynamic pressure or vacuum challenges may induce
movement of the tip caps or needle shields.

As of this writing, microbial aerosol, microbial immersion, and dynamic dye
ingress are the primary methods used to establish CCI for prefilled syringe systems.
An advantage of dye ingress is that it can be used with drug product and can be
included as a test performed on stability. However, both dye-based and microbial
methods lack the range and sensitivity to quantify seal performance. For example,
when no dye ingress is observed, there is no way to distinguish between a robust
system and one that is barely adequate. In addition, the physical manipulations of the
syringes required for these methods can lead to false failures. Given these limitations,
instrument manufacturers are working aggressively to adapt previously mentioned
leakage-based methods, such as vacuum decay or tracer-gas detection, to prefilled
syringes. Container engineering teams should monitor developments in this field in
anticipation of sensitive quantitative methods that can be incorporated into syringe
system qualification testing as well as stability programs for commercial products.

36.5.2. Evaluation of Extractables and Leachables

General concepts for evaluation of extractables and leachables from packaging com-
ponents have been addressed in Chapters 34 and 35. Hojnicki has presented some
strategies for selection and justification of solvents and extraction conditions for any
type of container system [10]. This section addresses characterization of residual
tungsten, a topic that is unique to glass syringe barrels, and a platform approach
to assessment of extractables in prefilled syringe systems.

Residual tungsten in syringe barrels has been mentioned earlier in connection
with formulation development. However, tungsten spiking studies to assess product
sensitivity are not sufficient. In order to fully evaluate the risk of tungsten-induced
protein degradation, the development team also should characterize the residual tung-
sten level in the proposed syringe barrels and explore which tungsten species may be
present. Inductively coupled plasma/mass spectroscopy (ICP/MS) technology is well
developed for analysis of trace metals in aqueous solutions and can be adopted readily
to measure tungsten ion concentration in extract solutions as well as in drug product.
Unfortunately, as is often the case with extraction of metal ions from glass containers,
test container preparation and the exposure conditions of the extraction have been
shown to have a strong influence on the efficiency of the extraction [5,11]. As of this
writing, standardized extraction test methods for residual tungsten in prefilled syringes
are not available. Therefore, it is recommended that any analytical method develop-
ment studies for residual tungsten include successive extractions of the samples in
order to assess the efficiency of the extraction procedure.

More generally, Nashed-Samuel et al. [12] have demonstrated a platform approach
to evaluating potential leachables from a prefilled syringe system. In this approach,
a series of model solvents was developed that encompasses the expected range of
pH, buffer types, and solvation mechanisms likely to be used in formulating ther-
apeutic protein products for prefilled syringes. Ionic strength of the model solvents
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is optimized to have minimal impact on the analytical techniques and instruments.
Extraction studies were then conducted by filling the various model solvents into
complete syringe systems using the planned commercial components. Parallel extrac-
tions, using the same model solvents, were performed on individual components (glass
syringe barrels and elastomer needle shields and pistons) to establish the source of
any compounds isolated from the complete system. Studies of this nature can yield
a library of potentially leachable compounds and, where necessary, provide guide-
lines on the types of assays needed for leachable testing of drug products during
formulation development and stability studies. The library also may be used proac-
tively as the basis for spiking studies to assess sensitivity to potential leachables
and to evaluate the impact of changes to processes or materials proposed by the
supplier(s).

36.5.3. Graduation Marks and Delivered Volume

For drug products marketed in prefilled syringes, graduation marks often are needed—
for example, when dosing is based on body weight. Graduation marks can be
preprinted on the barrel by the barrel manufacturer or incorporated into the artwork
of a preprinted label applied by the drug product manufacturer. For a given drug
product concentration, the drug product volume in the syringe and, therefore, the
available dose, is determined primarily by the precision and accuracy of the filling
process. However, delivered volume accuracy, if based on graduation marks, includes
the variability introduced by the tolerance of the barrel inside diameter as well as
other factors such as print or label placement accuracy and user-induced variation.

Syringe barrel inner diameter tolerances, especially for the 1-mL-long format,
are small compared to vials. The typical tolerance for a 1-mL-long syringe barrel is
±0.1 mm. By contrast, the typical inner diameter tolerance for tubular glass vials is
±0.25 mm. At the nominal 1-mL-long inner diameter (6.35 mm), a 1 mL dose fills
31.6 mm of the length of the barrel. Despite the relatively tight tolerance, the filled
length of the 1 mL dose varies about ±1 mm over the inner-diameter tolerance range.
This is illustrated in Figure 36.7, which shows two 1-mL-long barrels—one near the
minimum barrel ID the other near the maximum. Each barrel contains 1.00 mL volume
as determined gravimetrically.

Volumetric accuracy indicated by graduation marks also is affected by positional
accuracy of the graduation marks. This variability can become a significant percent-
age of the total dose when the intended dose is less than the total capacity of the
syringe—for example, ±0.5 mm variation in graduation mark position on a 1-mL-long
barrel is ±1.6% of a 1 mL dose but ±5.3% of a 0.3 mL dose.

Both of these sources of variation in graduation mark accuracy as well as vari-
ation in the user’s positioning of the piston in relation to the graduation mark need
to be considered when developing artwork designs, manufacturing standard operating
procedures (SOPs) for print or label placement and patient or physician insert infor-
mation regarding dosing. These factors also need to be considered when the label
design is required to include an indication of fill volume enabling users to verify that
the syringe contains the correct volume.
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1.7mm

Figure 36.7. Optical comparator image (20×) of the liquid meniscus of 1-mL-long syringes

with 1 mL fill volume showing the effect of barrel inner diameter on apparent fill level. The

syringe on the left is near minimum specification for barrel inner diameter. The syringe on the

right is near the maximum specification.

36.6. DRUG DELIVERY SYSTEM FUNCTIONAL PERFORMANCE

A number of characteristics affect the functional performance—or user experience—
when a dose is delivered using a prefilled syringe. All of these need to be characterized
during the qualification of the system and, for specific therapeutic settings, may need
to be compared to the physical capabilities of the intended users.

Many of the functional characteristics are independent of the drug product and
depend primarily on the design and materials of the components and the capability
and variability of the suppliers’ manufacturing processes; these include

• Force needed to remove the tip cap or needle shield
• Rotational torque resistance and removal force for a luer lock adapter
• Leak-free performance of a luer taper when assembled to a needle or device
• Needle pull out force for a preattached needle
• Needle penetration force and insertion force for a preattached needle

Each of these functional performance parameters can be characterized for the selected
prefilled syringe system using straightforward mechanical test methods and compared
to the physical abilities of the intended user population. It should be noted that some
of the parameters may vary significantly from lot to lot or over time. Therefore, tests
should be performed on multiple supplier lots and include the expected shelf life of
the components and drug product.

One of the most important functional performance characteristics—the force that
must be applied to deliver the dose—also is strongly influenced by the suppliers’
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Figure 36.8. A 1-mL-long syringe barrel after breaking off the tip at the shoulder. The

resulting hole in the barrel is large enough that product fluid flow resistance is no longer a

factor when measuring glide force.

materials, designs, and process capabilities. The qualitative term syringeability some-
times is used to describe the perceived ease of use. Quantitatively, two aspects usually
are assessed. The “break loose,” “break out,” or initial glide force is the force needed
to initiate movement of the piston. The sustaining or extrusion or dynamic glide
force is the force needed to maintain the forward motion of the piston. As one might
expect, the dimensions of the components, the uniformity of the lubricating film, and
the properties of the elastomer affect both parameters. These also may vary from lot
to lot, may change over time, and may be characterized during the syringe system
qualification independent of the drug product formulation.

However, in addition to performance characteristics attributable to the compo-
nents, the characteristics of the drug product also may influence the forces, especially
the extrusion force. Beyond the obvious effect of the viscosity, the formulation may
tend to be self-lubricating or may interact with the barrel surface to inhibit the effec-
tiveness of the lubricant. Some formulations may also have the potential to affect the
physical properties of the piston. To isolate piston friction from the hydrodynamic
resistance of fluid flow through a preattached needle, one may measure extrusion
force after breaking off the tip of the barrel as shown in Figure 36.8. In this way, the
backpressure caused by the flow of the product through the needle is eliminated and
only the frictional forces are measured.

Overcashier et al. have reported the effect of the inner diameter of the cannula
on extrusion force as a function of solution viscosity [13]. Their results show that the
fluid flow forces conform to and may be predicted by the Hagen–Poiseulle equation
for laminar flow in a tube [14]

Q = πR4(P1 − P2)

8 µL
(36.1)

where Q = volumetric flow rate, µ = fluid viscosity, L = needle overall length, R =
inner radius of needle, and P1 and P2 = pressure at inlet and outlet of needle. With
respect to the cross-sectional area of the syringe inner diameter, the pressure P1 at
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the needle inlet may be expressed as the force that must be applied to the piston to
produce the desired flow rate. When testing in air, the pressure P2 at the needle outlet
is known to be atmospheric pressure. Thus, the equation can be solved for the force
that must be applied to the piston to maintain a given flow rate.

It is especially important to recognize the fourth-power influence of the inner
diameter of the needle. Because of this relationship, the effects of both the nominal
needle inner diameter and the needle inner diameter tolerance should be considered,
especially for viscous solutions. Note also that this equation models only the fluid
flow force. The frictional force must be added in order to estimate the total extrusion
force.

36.7. MANUFACTURING

Shifting the focus from developmental considerations to manufacturing, there are some
aspects of filling, piston placement, inspection, and packaging operations for prefilled
syringes that may be more challenging than similar processes for vials. Syringe fill-
ing may require smaller-diameter filling needles, and the filling equipment may use
different pump technologies. The potential effects of these differences on the biophar-
maceutical formulation will need to be characterized just as they would be for a vial
filling process. In addition, the piston placement process may directly or indirectly
affect the drug product and the container–closure system depending on the technique
employed. The two main techniques available are vacuum placement and mechanical
placement. With vacuum placement, the filled syringe is exposed to vacuum to remove
most of the gas from the headspace. Then, while the headspace is at reduced pressure,
the piston is partially inserted into the open end of the syringe. When the exterior
of the system is restored to atmospheric pressure, the pressure differential between
the inner and outer surfaces of the piston drives the piston down the barrel until
the friction force balances the pressure difference. With mechanical placement, the
piston is pushed through a thin-walled insertion tube that has been positioned inside
the filled syringe. Both techniques have advantages and disadvantages with respect to
equipment complexity and potential effects on the drug product, the piston, and the
headspace volume. For this reason, some equipment manufacturers have developed
hybrid systems in which the piston is placed under vacuum but a mechanical inser-
tion rod also is used. As a further enhancement, some filling and piston placement
machines can be adapted to evacuate the syringe prior to filling and then fill under
vacuum. This technique, when combined with vacuum piston placement, can yield
filled syringes with essentially zero headspace. Detailed discussion of the pros and
cons of the various processing options is beyond the scope of this chapter. Readers
are advised to consult with equipment suppliers and component manufacturers for
information that is relevant to the specific syringe system and fill–finish equipment to
be used. Similarly, product development teams are advised to work closely with their
counterparts in manufacturing to assess the impact of the production filling and piston
placement process on the drug product and the filled syringe system. This is especially
important if the production process uses different technology than the laboratory-scale
equipment used for formulation development.
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When comparing the physical characteristics of a prefilled syringe to a vial of
similar capacity, it should be obvious that the material handling equipment and the
materials used for intermediate packaging and storage for syringes will be quite dif-
ferent from those used for vials. For example, vials can be manipulated and stored
upright on their bases and packaged in dense, nested rows. By contrast, syringes typi-
cally are manipulated while hanging from the flange, which may expose the flange to
forces that can lead to damage. In addition, the larger dimension of the flange relative
to the syringe body means that syringes cannot be stored body to body. As such,
more coldroom space may be needed for storage of prefilled syringes than would be
needed for the same quantity of vials. In contrast to vials, which are normally intended
to be stored upright, prefilled syringe packaging may be designed for many possible
storage orientations, horizontally or vertically, and with the tip either up or down.
Orientation of the syringes during storage may result in redistribution of lubricants or
other effects. These possibilities should also be assessed during development.

In some manufacturing settings, packaging operations will integrate plunger rod
insertion and labeling into the final packaging process. The potential effect of label
placement on graduation mark or delivered dose accuracy and the need for robust
SOPs and in-process control already has been discussed. Plunger rods typically are
automatically threaded into the pistons. This process needs to be well controlled to
ensure that pistons are not disturbed in a way that could compromise the integrity of
the piston–barrel interface. Suitable equipment setup and maintenance procedures are
needed to ensure adequate control of this process.

36.8. DISTRIBUTION

Ordinarily, one might not consider shipping and distribution to be part of the pro-
cess of developing a biopharmaceutical product in a prefilled syringe. Nevertheless,
there are some points to be considered that may reveal the need for significant devel-
opmental effort. First, a liquid biopharmaceutical product in a prefilled syringe is
likely to require refrigeration during transportation and storage. Development, quali-
fication, and validation of distribution packaging and cold chain monitoring systems
are beyond the scope of this book. However, the work is not trivial. The time and
resource requirements for these activities need to be included in the overall project
plan. In addition, the formulation development team should evaluate the effects of
temperature excursions—both above and below the intended storage temperature—in
order to develop the user requirement specifications needed by the distribution pack-
aging design team. On the package development side, the heat capacity and insulating
properties of the dispensing carton and distribution package for a prefilled syringe
presentation may be different from that used for vials. This may have an effect on the
difference between temperature inside the shipper and actual product temperature.

In addition, environmental conditions during shipping may have direct effects on
the container system and the drug product. For example, shipment may expose the
syringes to reduced external pressure, which, in turn, may induce movement of the
pistons. This increases the headspace volume while reducing the headspace pressure.
The formulation development team may consider assessing these effects on candidate
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formulations. During transportation, packaged prefilled syringes also are exposed to
shock, vibration, and other physical stresses. The combined effects of these stresses on
the formulated drug product need to be tested as part of any transportation study, and
transport validation protocols should span the expected range of shipping conditions.
For marketed products, the team responsible for ongoing stability monitoring should
consider whether samples for stability studies should be exposed to transportation
(actual or simulated) prior to the start of the defined storage protocol.

36.9. AUTOMATIC INJECTION DEVICE INTEGRATION

Prefilled syringes originally were developed with the expectation that the users would
be health-care professionals and that doses would be delivered by manual injection.
However, as previously noted, prefilled syringes can bring much greater convenience
and ease of use to an injection therapy compared to injection from a vial contain-
ing either a liquid or lyophilized powder. Partly for user convenience, the use of
prefilled syringes increasingly has shifted to administration by the patient or care-
giver. In this setting, user convenience takes on even greater importance—especially
for patient populations with compromised manual dexterity. Market research indi-
cates an increasing user preference for drug–device combination products in which
a prefilled syringe is integrated into an automatic injection device [1]. Improved user
convenience, enhanced ease of use, and reduced anxiety from “needle phobia,” as
well as integrated needle safety are among the possible benefits of these devices. A
detailed discussion of the work required to develop, qualify, and commercialize an
automatic injection device on the basis of a prefilled syringe is beyond the scope of
this chapter. However, it is worthwhile to point out some topics where integration
of a prefilled syringe into an injection device may affect drug product stability, the
container–closure system, manufacturing operations, injection device function, and
clinical performance.

36.9.1. Drug Product Stability

Automatic injection devices often are designed to mimic the injection rate typical
of administration by health-care professionals. As such, the dose delivery is unlikely
to have a different effect on the drug product than a manual injection. However,
the device assembly and packaging processes may entail additional room tempera-
ture exposure and manipulations. In addition, the heat transfer characteristics of the
assembled and packaged devices may differ from those of packaged prefilled syringes.
These points need to be considered when assessing actual product temperature profile
and total room temperature exposure during in-house operations as well as during
transportation.

36.9.2. Container–Closure System Effects

Some automatic injection devices include design features that engage the outer surface
of the needle during assembly of the device. These components of the device then
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become the means for removal of the needle shield by the user at the time of use.
Since these features interact mechanically with the outer surface of the needle shield
during assembly and also during storage and transportation of the assembled devices,
it is necessary to demonstrate that these interactions do not alter the integrity of the
container–closure interfaces at the inner surface of the needle shield. As is often the
case in testing related to CCI, one challenging aspect is to develop a suitable positive
control—in this case, an assembled device having a needle shield with compromised
CCI. The time needed to develop and verify the concept for developing positive
controls should be included in the assembly process development–validation plan.

36.9.3. Manufacturing Considerations

Several aspects of the assembly and packaging operations for an automatic injec-
tion device already have been mentioned in connection with possible effects on the
drug product or the container-closure system. It should be obvious that SOPs for the
corresponding equipment and processes also need to be integrated into manufacturing
operations. In addition, the manufacturing and quality organizations should be prepared
to conduct testing to monitor functional performance of assembled automatic injec-
tion devices. The quality unit also needs to develop test methods and procedures for
evaluating components of the device for lot acceptance upon receipt. Finally, smooth
assembly and proper operation of the assembled device may depend on tighter control
of some parameters of the syringe components and the filled syringe. As such, suit-
able testing may be needed at incoming control and at appropriate intermediate points
between filling and packaging. Some parameters that may need to be considered are
discussed in the next section.

36.9.4. Injection Device Function

When a prefilled syringe, intended for manual injection, is assembled into an automatic
injection device, some design features of the syringes may be subjected to mechanical
contacts or forces for which they were not designed. For example, the thickness, diam-
eter, contour, and strength of the flange of a glass syringe are relatively noncritical in
a manual injection. However, in the assembly process and in the assembled automatic
injection device, the flange may be required to fit within a precision assembly, may be
used to orient the syringe in an assembly fixture, and may even transfer some of the
energy of the injection sequence. Therefore, a thorough review of the device design
and the assembly process should be conducted with the syringe supplier to assess
whether any aspects of the syringe-forming process or dimensions need to be more
tightly controlled to ensure reliable performance of the assembled automatic injection
device.

Similarly, with many automatic injection devices, the speed of the injection
sequence is a balance between the stored energy of the device and the friction and
fluid resistance forces of the syringe during the injection. If the force needed to com-
plete the injection varies significantly from lot to lot or over the shelf life of the
product, the injection rate also may vary. Rapid injections may be more painful, while
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slow injections may seem uncomfortably long to the patient. Thus, the quantity and
distribution of lubricant(s) on the syringe barrel and piston may need to be controlled
more tightly or monitored differently for components that are intended for use in an
automatic injection device.

Finally, the device designers may have designed the components and selected
materials without considering that most biopharmaceuticals are stored and transported
under refrigerated conditions. Durability of the device components and mechanical
function of the device must be thoroughly tested with full consideration of the potential
effects of reduced temperature, vibration, pressure change, and other stresses that can
occur during shipment, as well as condensation that may form within the device on
removal from the refrigerator just before use.

36.9.5. Clinical Performance

As with most aspects of injection device development, detailed discussion of the
clinical performance of an automatic injection device is beyond the scope of this
chapter. However, a few points can be mentioned. It may be necessary to demonstrate
that the use of the syringe–device combination does not alter the pharmacologic
attributes of the drug product when compared to a manual prefilled syringe or a vial
with a disposable syringe. As mentioned earlier, the typical injection time for manual
injection of the product should be assessed. The device parameters may be selected
to mimic a manual injection or other injection parameters may be chosen to suit the
specific application and user requirements.

36.10. EMERGING TECHNOLOGIES

To this point, several areas have been discussed where adapting a biopharmaceutical
molecule to a prefilled syringe can be challenging. In this section, some current efforts
to adapt prefilled syringe systems to special needs of biomolecules are mentioned.

Tungsten sensitivity is a concern for some molecules. Manufacturers are devel-
oping several ways to reduce or eliminate tungsten as a product contact material. For
glass syringes, manufacturers have developed alternative materials to replace the use
of tungsten forming pins. Manufacturers are likely to consider the details of the pin
material to be proprietary. Therefore, development of drug products in tungsten-free
glass syringes typically will be done through close cooperation between the syringe
supplier and the drug product manufacturer. Potential interactions between the pro-
posed new pin material and the formulated drug product need to be fully explored and
approved prior to implementation. Many of the strategies mentioned for evaluating
tungsten sensitivity may be applicable to alternative forming pin materials.

Another tungsten-free alternative is to use syringe barrels injection-molded from
high-performance cycloolefin polymers (COPs). As with any new product contact
material, these materials need to be thoroughly characterized and tested for drug
product compatibility and safety.

Silicone sensitivity also has been mentioned as an area of concern for some
molecules. Several syringe systems are being developed to either reduce silicone
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significantly or eliminate it altogether. The quality of silicone can be reduced either
by “baking” the silicone after application or by using a reactive silicone system that
can be applied as a liquid and then polymerized.

To completely eliminate silicone, one manufacturer has developed a system that
combines a COP barrel with a piston that is fully protected by a fluoropolymer film.
The fluoropolymer is sufficiently lubricious that the barrel does not need to be lubri-
cated. This system also is tungsten-free.

Another approach to elimination of silicone is the use of chemical vapor deposition
or plasma technology to generate nonsilicone lubricious layers on the barrel, piston,
or both. Engineers and scientists are advised to monitor developments in these areas.
As with any surface or material that comes into contact with the drug product, the
effect of these coating materials on drug product quality during the shelf life of the
product will need to be carefully assessed and approved before implementation into
prefilled syringes used for marketed biopharmaceutical products.
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37
IMPACT OF MANUFACTURING

PROCESSES ON DRUG
PRODUCT STABILITY

AND QUALITY
Nitin Rathore, Rahul S. Rajan, and Erwin Freund

37.1. INTRODUCTION

The development of manufacturing processes from drug substance to drug product is
evolving from a “process is the product” practice to a more sophisticated approach that
enables a proactive paradigm as an improvement over the traditional characterization
approach. The latter is realized through improved molecular design allowing an upfront
manufacturability assessment to aid in the selection of the optimal lead candidate. In
addition, improved biophysical analysis and realistic scale down modeling allow more
robust formulations. The arrival of platform approaches in product modalities such as
monoclonal antibodies has fostered in the industry common approaches which shorten
development time by the application of common process elements.

In addition to the advances in science, the regulatory agencies through the ICH
(International Conference on Harmonization) sponsored the “a risk based approach
to pharmaceutical cGMP of the 21st century” in 2003, which resulted in the issue
of new ICH guidelines in 2005 and beyond. This stresses the need for a more ratio-
nal design approach that will result in greater operational flexibility by the use of
design of experiment (DOE) and process analytical technology (PAT) in achieving all
three quality-by-design (QbD) concepts [1–4]: pharmaceutical development (Q8) and

Formulation and Process Development Strategies for Manufacturing Biopharmaceuticals,
edited by Jameel and Hershenson
Copyright  2010 John Wiley & Sons, Inc.
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Control
Space

Design Space

Knowledge Space

Figure 37.1. Schematic representation of the control, design, and knowledge spaces.

proactive risk management (Q9) within a well-defined quality system (Q10) supported
by management. As a result, quality is not tested in the product and instead it is built
in by the overall holistic design.

In addition to creating this advanced drug development model to improve the
quality of pharmaceutical drugs, the agencies expect greater awareness of the possi-
bility of immunogenicity as the result of protein degradation with aggregation as a
leading but not the only cause [5]. This and the recent evolution toward doses with
higher concentration proteins present greater challenges to scientist in the life-cycle
development of the drug towards market approval.

A holistic approach has in place design elements that include the proactive activi-
ties stated above, a sophisticated mechanistic understanding of all drug product contact
materials, process unit operations (Figure 37.1), and timely application of analytical
tools for proactive characterization early in the commercial life cycle. A mechanistic
understanding will lead to a more robust drug product and minimize the need to apply
resources on investigations as a reaction to postapproval issues.

The regulatory agencies had a vision to see full implementation by 2007, but it is
taking longer to put all guidelines in place and agree on case studies as examples. How-
ever, BLA-CMC (Biologic License Application-Chemistry, Manufacturing & Con-
trols) submissions are expected to demonstrate increasing adherence to the principles
outlined in the Q8, Q9, and Q10 guidelines, which cover pharmaceutical development
and quality risk assessment.

In the traditional process, a univariate DOE resulted in “proven acceptable ranges”
and subsequent process validation on three batches that served as proof of consistency
and process control and evidence for a high degree of assurance that a specific process
will consistently produce a drug product meeting its predetermined specification. Often
this was achieved within a very narrow set of parameters as this took place without
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the benefit of multivariate DOE and risk assessment, which will permit the creation of
“design space.” Through the use of PAT-based automation controls, continuous vali-
dation by quality verification becomes achievable and could lead to real-time release.

A final benefit is continuous improvement being allowed within the established
design space (Fig. 37.1) and pending regulatory acceptance, making postapproval
changes less burdensome. The filing must convey a science-based complete mecha-
nistic understanding of how the molecule stability, formulation, critical process unit
operation steps, and container contact materials affect product performance and qual-
ity within the constraints of the drug target profile. Knowledge management defines
knowledge space as consisting of data based on limited characterization. Within this
area, a well-characterized design space allows for continuous improvement with fewer
regulatory approval requirements as the specifications are all met. That is because
working on unit operations within the design space does not represent a change. Note,
however, that any move of values outside the design space constitutes a change and
will be subject to the postapproval change process or scale-up postapproval changes
(SUPACs). Regulators refer to exceeding the design space as the “edge of failure,”
prompting immediate action by the manufacturer. Finally, in order to issue tight man-
ufacturing directions, the target values are centered within the control space using
continuous monitoring verifying process control. When successful, QbD can substi-
tute for the traditional statistical process control (SPC) applied during manufacturing
based on traditional process development. In order to provide a path toward achiev-
ing the vision of the regulatory agencies, the following sections summarize the key
expectations as outlined in the ICH guidelines.

37.1.1. Q8: Pharmaceutical Development

The first requirement is generation of the “drug target profile,” stating upfront, for
example, the desired drug indications; product attributes, including dose, container,
injection aids, and desired rheology properties; intended use and practices; and dosage
form (e.g., liquid vs lyophilized). This table of requirements is instructive to molecular
engineer, formulator, PD scale-up scientist, and container engineers for design of
experiment (DOE) and states clearly upfront expectations in the common technical
document (CTD). It provides the context within which experimental protocols are
generated. The product attributes form the landscape that must be covered by the
design space in order to deliver process flexibility, paving the way for postapproval
changes.

The relationship between the critical quality attributes (CQAs) and the [critical
process parameter (CPP) as listed in Table 37.1] pertains to the specifications. The
CQAs are properties of the molecule, output of a process, or contact materials that are
critical to the process performance and are influenced by the CPPs. The relationships
between these two are formalized in the “cause and effect” analysis, which is depicted
in an Ishikawa diagram, also known as a cause-and-effect diagram , which resembles a
fishbone; hence its colloquial name. It illustrates the relationship involved in meeting
the design specifications as a function of the critical inputs. The design space can
contain information beside unit operational parameters such as excipient properties,
coatings within containers, and fill volumes.
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TABLE 37.1. Process and Performance Parameters for Various Drug Product Processing Operations

Step Unit Operation Chapter Covered Process Parameters (Examples)

1 Freeze–thaw This chapter, Chapters 26
and 27

Temperature of thaw
Freeze and thaw rates
Agitation during thaw
Storage container

2 Equipment
cleaning

This chapter Maximum allowable carryover
Temperature of cleaning
Cleaning agent concentration
Agitation during cleaning

3 Formulation,
mixing, and
pumping

This chapter Mixing speed
Mixing shear
Mixing time
Batch size

4 Filtration This chapter Concentration of product
Pressure
Filtrate flow rate
Vmax

Batch size
Membrane adsorption

5 Component
preparation

Wash cycle parameters
Autoclave
Drying cycle parameters

6 Filling This chapter and
Chapter 33

Fill speed
Nozzle size
Cam drawback
Fill weight tolerances

7 Lyophilization This chapter, Chapters
18–23, and Chapters
30–32

Primary drying temperature
Ramping rate between primary and

secondary drying
Stopper moisture content
Cake properties
Vial bottom curvature

8 Inspection and
light
sensitivity

This chapter Light exposure duration,
wavelength of light exposure
Machine settings (rpm, brakes)
Sensitivity/false rejects

9 Storage
container

This chapter Storage temperature and time;
Product degradation profile
Material of construction of storage

vessel
10 Transport This chapter Duration and temperature

Vibrations and shock
Ambient pressure
Fill volume/headspace
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The DOE requires the use of statistics for multifactorial and multivariate analysis
to differentiate between independent and dependent variables combined with interac-
tion analysis. Surface response analyses in more than one dimension exceed the infor-
mation space compared to one-dimensional “proven acceptable ranges.” Section 37.3.8
presents a case study demonstrating use of statistics for characterization of the design
space of the cleaning process. Bench-scale characterization is performed to identify
critical operating parameters for the process; such critical parameters should be further
characterized using a DOE approach.

The history of the drug substance manufacturing steps has the potential to affect
the CQA of the drug product. For instance, certain unit operations used for viral
inactivation, such as heat, denaturants, lowering pH, or detergent, could result in
irreversible denaturation of a small percentage of the drug product impacting quality
and specifically aggregation, which could modify the appearance from a clear solution
to a turbid solution. The application of a particle removal process by filtration does
not always neutralize this impact to the drug substance as aggregates can break up
and re-form or act as nuclei sponsoring visible aggregation.

37.1.2. Q9: Quality Risk Management

Risk analysis during development is a formal identification method to identify critical
process variables and their relationship to the CQAs, such as yield, purity, solubility,
and potency. Risk management has both the component of risk identification for
which formal processes exists such as failure-mode effect and (criticality) analysis
[FME(C)A] and assessment and control of the risk to the quality of the drug product
through the product life cycle. Table 37.2 presents a hypothetical risk assessment
listing potential impact of various unit operations on drug product CQAs.

Risk management is based on identifying and quantitating risks within the con-
text of the defect categorization as function of risks to the manufacturer as well as
to the consumer. General rules exist for classifying the implications by criticality on
the CQAs (see Ref. 6, Table 15.2). Using these criteria, the risk can be understood
and mitigated with respect to prioritization of potential failures through the use of risk
priority numbers (RPNs). The risk to patients is managed by science-based develop-
ment of the process (Q8) and robustness of the quality system (Q10). This approach
allows establishing meaningful specifications that reflect the target profile and built-in
expectations by the upfront molecular design.

Quality risk management is expected during the product life cycle and documented
in the common technical document (CTD) in the form of tables mapping CQAs as a
function of variables and unit operations. For additional clarification custom Ishikawa
diagrams can be generated for each CQA. Another method is to link unit operations by
incorporating CQA as an input allowing the elucidation of attributes on final product
quality. This will demonstrate which CQA have wide versus narrow targets (i.e., a
critical value), which goes into the control strategy .

A special case in risk assessment is on immunogenicity or an antigenic reaction of
the host toward the administered protein. The response is a complex function involv-
ing the route of administration, type, size, adjuvant and repeat of antigenic epitope,
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excipients, patient’s immune system, and dose frequency. Models to predict immuno-
genicity in humans are lacking in the absolute sense, although sequence-based com-
puter analysis, referred to as in silico immunoinformatics , exists as early algorithms.
The surveillance of immune response during clinical trials is expected [7].

37.1.3. Q10: Quality Systems

This describes the comprehensive approach to an effective quality system, including
CGMP guidelines, Q8, and Q9 by the application of business systems from develop-
ment, technology transfer, manufacturing, and product discontinuation. Specifically it
describes the corrective action–preventive action (CAPA) system. The QbD concept
will through design space allow a more efficient CAPA system as well as change man-
agement provided appropriate risk management is conducted following the principles
described in Q9. In summary, application of Q10 puts in place a planned set of con-
trols also known as the control strategy that assures process performance and product
quality. This is achieved by a multi-functional collaboration between the quality, reg-
ulatory, and process development units and written up as part of the CTD filing and
very useful during the preapproval inspection (PAI) in order to demonstrate control of
the DP CQAs. Now that the latest scientific trends and evolving expectations by the
regulators have been described, the next section discusses the manufacturing process
in more detail.

37.2. ‘‘OVERVIEW OF FORMULATION’’ AND FILL–FINISH
OPERATIONS

The phrase “formulation, fill, and finish” refers to the series of processing steps that
are required to convert the purified drug substance into the final dosage form, or the
finished product, for the market [8]. The formulation step involves starting with the
purified protein at the desired concentration and mixing it with the right excipients
that can ensure product quality and integrity during the subsequent fill/finish steps,
including filtration, filling, lyophilization, packaging, storage, transport, and delivery.
A robust formulation would need to keep the biopharmaceuticals stable not only dur-
ing shelf storage but also during these manufacturing steps. The problems for protein
therapeutics are often very different from the traditional small-molecule pharmaceu-
tical processing and may require special handling and storage conditions to ensure
product quality [9,10].

An overview of proteins is provided in Chapter 1. As will be seen in many
chapters of this book, the degradation pathways for protein therapeutics are numerous
and often complex. Broadly speaking, these pathways can be divided into two cate-
gories: physical degradations , which do not involve covalent bond modifications, and
covalent modifications (for reviews, see Refs. 8–12). Physical degradations are most
commonly manifested by protein aggregation, while covalent degradation includes
protein fragmentation, changes in glycosylation patterns and residue-specific modifi-
cations such as aspartate isomerization, protein oxidation, deamidation, pyroglutamic
acid formation, and disulfide bond shuffling [12].
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Figure 37.2. Overview of formulation, fill, and finish operations and process conditions that

can impact product quality during manufacturing.

This chapter presents an overview of various formulation, fill, and finish opera-
tions. The key aspects of processing steps that can affect stability and integrity of a
product are discussed. Figure 37.2 presents the series of operations and various fac-
tors that can impact product quality. In the sections that follow, each unit operation is
described in detail. The stability consequences for some of the key operating inputs
are included, and guidelines are is provided on scale-down studies needed to evalu-
ate such destabilizing factors. For many fill and finish operations, such as filtration,
holding, and formulation addition, the main concern would be physical stability of
the protein. Nonetheless, orthogonal assays to determine the physical and covalent
stability of the molecule should be carried out to determine the overall stability of the
molecule to various bioprocessing stresses. In addition to formulation and other unit
operations, protein instability issues may arise from interactions of drug product with
packaging and components of the delivery device.

The current industry understanding of these challenges is included. Photodegrada-
tion of light-sensitive products is also discussed in a later section. Finally, one of the
fill and finish operations, namely, cleaning, is considered in some detail with regard to
identification of key operating parameters and how it relates to the concept of quality
by design described in Section 37.1.
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37.3. FORMULATION AND FILL–FINISH CONSIDERATIONS

37.3.1. Bulk Freeze–Thaw

Biopharmaceutical manufacturing often relies on bulk freeze–thaw in order to gain
operational flexibility while maintaining product quality. Frozen drug substance pro-
vides several advantages, including increased product stability, reduced possibility of
microbial growth, and alleviation of foaming issues during transportation. Freezing
reduces the rates of degradation reactions and also immobilizes the protein molecule in
a frozen matrix, thereby minimizing diffusive collisions that lead to aggregation. Free
water content is reduced, which prevents several degradation reactions that are assisted
by water, such as peptide bond hydrolysis and aspartic acid isomerization. The increase
in protein stability, in turn, offers flexibility to schedule formulation–fill–finish opera-
tions according to the needs of the manufacturing facility. Bulk drug substance can be
stored frozen and when needed, can be transported to the fill site where it is thawed,
initiating a series of formulation and fill–finish steps. This chapter and Chapters 12
and 24 describe the freeze–thaw process in detail, and the reader is referred to these
chapters for a more thorough understanding. In the following paragraphs we have
provided a brief summary of these operations and the challenges that they face from
the stresses associated with freeze and thaw operations.

37.3.1.1. Stability Challenges During Freezing. Bulk freeze–thaw, while
offering numerous operational and product quality benefits, may also be detrimental
to protein stability. Cryoconcentration of protein and excipient molecules is one of
the most common mechanisms through which protein destabilization could occur dur-
ing freezing [13–15]. Concentration buildup of excipients may result in pH change
due to selective precipitation of buffer components, which can also result in protein
destabilization [16]. An increase in protein concentration also increases the possibility
of molecular collisions, thereby resulting in protein aggregation. Slow freezing rates,
typically seen during uncontrolled rate freeze–thaw (e.g., in carboys), will maximize
cryoconcentration. Smaller freezing pathlengths and higher heat transfer fluxes are
recommended to minimize such freeze concentration effects. Mixing during the freez-
ing process should, however, be avoided as it could suppress dendritic ice growth,
making the ice–liquid interface more flat and therefore resulting in increased cry-
oconcentration. Additionally, cold denaturation [17–19] may also lead to spontaneous
unfolding at cold temperatures, due to the weakening of the hydrophobic effect with
decrease in temperature. Very high freezing rates can also be detrimental as they can
result in large ice–liquid interfacial inducing protein molecules to concentrate and
unfold [20–22] on the ice-water interface.

37.3.1.2. Stability Challenges During Thawing. Before a frozen drug sub-
stance can be formulated and processed, it needs to be thawed, which, in turn, can
cause further stress and damage to the protein. Slow thawing rates can result in
ice recrystallization with small ice crystals growing into larger ones. Proteins may
get sheared at ice–liquid interfaces and lose their activity [21,22]. Concentration
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gradients created during freezing can further harm the protein during thawing. As
are faster freezing rates, faster thawing rates are usually preferred for protein stability
and are likewise achieved through improved heat transfer fluxes and smaller path-
lengths. Controlled-rate technologies can be used to achieve such fast freeze–thaw
rates [14]. Such technologies offer the additional advantage of process scalability as the
heat transfer pathlengths are kept constant in both small- and large-scale equipments.
Also, an appropriate level of mixing during thaw is the key to minimize recrystalliza-
tion and cryoconcentration related effects. Very slow mixing would result in neither
longer thaw times nor the ability to homogenize the solution. On the other hand, very
high mixing rates could result in protein shearing, excessive foaming, and plausible
protein denaturation on air–liquid interface.

37.3.2. Handling Stresses During Mixing and Filling

Protein products experience a variety of stresses during the series of formulation and
fill operations. Table 37.1 summarizes some of the key factors contributing to these
stresses. More generally, it includes temperature excursions during processing, pro-
longed exposure to various surfaces, and exposure to shear and air–liquid interfaces
generated during formulation and filling. The mixing step during the formulation pro-
cess may impact protein stability due to mechanical stresses created through stirring
and shaking in presence of different contact surfaces [23–27]. Mixing and pump-
ing process may also create air–liquid interfaces that can induce protein denaturation
[48]. Pumping can also contribute to introduction of foreign particles that can further
trigger protein aggregation. Similarly, during the filling operation, the protein solution
may experience high shear force as well as interaction with different contact surfaces
corresponding to containers (vials, syringes) or components (stoppers, plungers). Sil-
iconized stoppers have been reported [29] to contribute to protein aggregation and
particulate formation. Foreign-particle introduction during the filling process can not
only adversely impact protein stability but also create immunogenicity risks [30,31].
High levels of protein aggregation and precipitation have been reported [26] for ther-
apeutic antibodies exposed to high shear in presence of solid–liquid interfaces. In
addition to these mechanical stresses, prolonged exposure to temperature and light
outside the recommended window could also result in protein degradation. The impact
of light on protein products is discussed in Section 37.3.7. Duration of formulation and
fill processes, coatings on product contact surfaces, residual moisture levels in stop-
pers for lyophilized products; fill parameters, including fill speed and nozzle design;
fill configuration, including the vial size; and the fill volume are some of the other
process parameters that may have a direct bearing on the stability of the final drug
product.

Small-scale characterization should therefore be conducted to evaluate the impact
of these stresses on protein product prior to manufacturing. Hold-time studies under
the worst case conditions of maximum exposure time and maximum contact surface
area per unit volume of protein solution can be designed to assess the impact on
protein stability. Scale-down mixing process design to generate representative levels
of bulk and impeller shear as well as fluid turbulence can be used to mimic large-
scale process conditions. Pilot-scale filler can be used to predict process performance
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as well as its impact on product quality. If such scaled-down models are not available,
rheometers can be used to generate high shear under controlled conditions to evaluate
the impact of mixing and filling shear on product. The impact of shear on product
quality could, however, be coupled to the solid–liquid and air–liquid interfaces created
during processing. It is therefore recommended that manufacturing process conditions
be mimicked as closely as possible while performing process characterization.

37.3.3. Filtration

Drug product fill–finish operations invariably feature one or more filtration steps to
ensure product sterility. An aspect of filtration that may impact product quality is
adsorption of the protein on the membrane surface, resulting in either misfolding
on the membrane surface or protein loss. This loss could be significant for low-
concentration products, especially if the batch size is relatively small or if the bulk is
not being pooled after filtration, prior to filling. Further, high transmembrane pressure
could stress the protein while pushing it through the filter pores, leading to protein
denaturation. It is therefore important to study the compatibility of the drug product
to the membrane material.

Another factor to consider during filtration is the formulation composition. In
particular, surfactants can become adsorbed on the membrane surface, causing the
surfactant concentration in the solution to go below the target, which might result in
product destabilization or deviation from the composition specification. Interestingly, a
study by Mahler et al. [32] reported minimal loss of polysorbate 20 due to adsorption
on filter membrane and also suggested that presence of protein in the formulation
could influence surfactant concentration during the dialysis process. Although such
losses may not be significant, it is advisable to test polysorbate concentrations under
the process conditions at final scale. While a larger filter area reduces filtration time,
it also maximizes protein and excipient losses associated with membrane adsorption.

It is therefore advisable for scale-down studies to be conducted prior to large-
scale processing to assess the impact of filtration on product quality and to recommend
the optimum filter size and the membrane type for the manufacturing process. Other
process parameters to be monitored during filtration for their impact to product quality
include the temperature of the bulk and the rate of liquid flow.

37.3.4. Lyophilization

In many cases, protein therapeutics are lyophilized to improve their stability toward
physical and covalent degradation phenomena that may manifest in the liquid state
(for expanded reviews, see Refs. 33–35). The process of freeze drying, also called
lyophilization , removes most of the water in the drug product, except that presumably
associated with the protein (which is typically less than 1%). Since the presence of
water is needed for most covalent degradation phenomena, such as residue fragmen-
tation and isomerization events, the process of lyophilization is often an effective way
of overcoming these instabilities. Further, since diffusion is minimized in the solid
compared to the liquid state, phenomena such as aggregation, which require diffusive
encounters between monomers, can also be effectively mitigated.
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However, the process of lyophilization, especially when not optimized, can
also introduce instability in proteins, typically manifested by either an irreversible
change in structure, or by greater levels of aggregation in the lyophilized product
[36]. It is necessary to gain an understanding of the fundamentals of lyophilization
to be able to design and optimize a lyophilization cycle. Part III of this book
is devoted to describing development of lyophilized formulations. An overview
of lyophilized formulation development is provided in Chapters 17, 19, and 20,
while Chapter 18 and 21 discuss protein conformation and structural analysis
methods in the freeze–dried state. Chapter 22 then combines these elements
to discuss the impact of process and formulation parameters on the product
profile, while in Part IV Chapters 26 and 27 discuss scale-up, technology trans-
fer, and process development leading to large-scale production for lyophilized
formulations.

37.3.5. Inspection, Labeling, and Packaging

Filled vials are crimped and inspected to ensure the absence of cosmetic defects, crit-
ical defects [such as use container–closure integrity (CCI)], and visible particulates.
The latter previously focused only on foreign intrinsic or extrinsic matter, but with
the use of biotech(nological) proteins, especially at elevated concentrations, protein
particles can result in turbidity or visible particles. These can occur at such low lev-
els that often the concentration of soluble protein does not decrease as detectable
within the error of any assay. The use of forensic tools in identifying the nature of
the particulates as pure proteins or as comingled forms is critical in establishing the
associated risk and cause- and-effect analysis. Manual or automated inspection can
be used at this stage to inspect the filled vials or syringes 100% for presence of
visible particles. A confounding factor is the time-dependent kinetics that can cause
the appearance of a newly filled unit to be “clear” at time of release but over time
gradually change to “not clear” in all units at the expiry date. Note that most release
criteria require testing for homogeneous attributes such as pH, osmolality, color, or a
chromatography peak. In contrast, protein particles can impact a very small portion
of the soluble fraction and be randomly distributed across a few or all filled units
as a function of storage time and temperature. This heterogeneous property requires
characterization studies with sufficient units per storage timepoint to be able to detect
and quantitate this phenomenon. The product trend toward high-concentration doses
with associated higher viscosities can result in entrained microbubbles masquerading
as visible particles. Removal of these artifacts requires additional handling by man-
ual or automated inspection machines using tilting, swirling, spinning, and braking
manipulations that can impart additional shear-related stress that must be studied in
advance.

When switching from manual to automated inspection machines (AIMs), the
expectations are for the latter to be equal or greater in performance to human inspec-
tors. This requires extensive evaluation of the manual process inspectors, including
a probabilistic definition of what particle size is visible [37] using well-documented
procedures, inspection tools, and certified inspectors.
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The heterogeneous nature of particles can be a challenge in defining accept and
reject criteria, even when obvious considerations such as proven clinical safety and
maintenance of full potency are met. Proper characterization of aggregation, subvisi-
ble, and visible particles and forensic identification must be in place, combined with
qualified methods to enable the manufacturer to detect and investigate trends when
abnormal particulation occurs. Statistical uncertainty and nonquantitative analytical
tools do impose limitations to measure the size and number of protein particles that
behave in a nonideal way if they exhibit an amorphous shape, semitranslucency, and
sometimes transient appearance. The latter is the result of the breakup of loosely asso-
ciated aggregates that move detection in or out of the boundary of what is “visible,”
making quantitation a challenge. More recent application of flow image analysis using
cameras and image analysis software is allowing additional characterization.

The labeling and packaging steps, combined with inspection (both manual and
automated), would result in exposing the drug product to light for a certain duration
of time. This photoexposure can result in affecting product quality and should be
evaluated a priori for the worst-case conditions (maximum intensity and duration). In
addition, the interactions between the drug product and the primary container during
these steps can also impact product integrity. Light sensitivity and packaging-related
issues are discussed further in the following sections.

37.3.6. Drug Product Storage, Transport, and Delivery

37.3.6.1. Drug Product Storage. Following filling into the primary con-
tainer, inspection, labeling, and packaging, the drug product would be subjected to
transportation to the clinical site, storage (at either the manufacturer site or the clinical
site), and ultimately drug delivery to the patient. One of the main goals of formu-
lation development is to ensure drug product stability during the abovementioned
activities. Once the formulation is recommended, formal stability studies are con-
ducted in a GMP environment (typically in a product quality laboratory) to establish
shelf life and expiry dating for the product. For each lot of drug product manufac-
tured, lot release assays would be conducted to ensure product purity, integrity, and
safety. Some common problems that might be experienced during storage and transport
would include nonconformances due to temperature excursions. A robust formulation
development–product characterization program is therefore required to address these
deviations.

It has been reported that product–surface interactions with the different contacting
materials can significantly impact the stability and efficacy of protein products [24,38].
In the sections below, some common factors that are known to affect the product
purity, activity, and shelf life during storage, delivery and transport are summarized.

37.3.6.2. Protein–Silicone Oil Interactions. Protein solutions come in con-
tact with various surfaces during processing and prior to delivery to the patient. The
surfaces of primary containers, such as syringe, vials, stoppers, and plungers, are
treated with different coatings to minimize protein binding and facilitate their process-
ing. As an example, rubber stoppers are lubricated with silicone to ensure appropriate
closure fitting into the vial neck. To ensure smooth movement of the rubber plunger
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through the glass barrel, prefilled syringes are often coated with silicon oil. While
silicone oil is considered relatively inert and its concentration in drug product con-
tainer is significantly low, the interaction between proteins and silicone oil can induce
protein aggregation or product inactivation around the oil droplets [26,39]. The molec-
ular basis of silicone oil–induced aggregation is not completely understood, but in a
1997 study it was documented that no major protein structural changes were involved
[39]. Glass surfaces that are commonly coated with silicone have been reported to
increase protein adsorption [40]. To improve chemical inertness, alternative coatings
in the form of fluoroelastomer have been introduced, in addition to the ability to
lubricate [24].

37.3.6.3. Leachables and Extractables. Besides silicone oil, other con-
stituents of the primary container have the potential to contribute to leachables and
extractables, at concentrations that can affect protein stability and activity [24,41,42].
By definition, leachables are contaminants that have migrated from packaging compo-
nents (plastic bottles, glass vials, prefilled syringes, rubber stoppers, etc.) or manufac-
turing equipment (tanks, tubing, etc.) into the product during drug product processing
and over prolonged exposure. On the other hand, extractables are species that are
released from the material of construction of the contacting surfaces following inter-
actions with product over time and are therefore dependent on the solvent and tem-
perature conditions. There are two main concerns with leachables and extractables:
a potential contribution to toxicology and an impact on protein stability. Common
examples of leachables and extractables include metal ions, peroxides, and aldehy-
des. Manufacturing equipment surfaces, unpassivated stainless-steel tanks, along with
plastic bags, can be sources of metal ions. Peroxides can arise from packaging or
impurities in excipients. Both metal ions and peroxides can induce protein degrada-
tion through oxidation via the formation of peroxy radicals, which is discussed further
in Section 37.3.7. Aldehydes can react directly with the drug product or formula-
tion excipients and are a greater concern for low-concentration products. Surfactants,
which often used as stabilizers in liquid formulations, may potentially interact with
stoppers and affect product quality.

Besides the material of the construction, the manufacturing history of the compo-
nents can also contribute to product quality concerns. For example, residual tungsten
[43,44] from the glass syringe manufacturing process can result in aggregation of
therapeutic proteins. In this case study, the heat used during the molding process
contributed to vaporizing the tungsten that settled in the syringe at the base of the
needle. When the drug product was exposed to this residual tungsten over long perids
of time, visible particle formation resulted. Unless systematically studied, such phe-
nomena could be very difficult to resolve during drug product processing. Finally,
mechanical failures in a delivery device can also affect the suitability of drug product
for the patient, in addition to issues related to protein formulation, Needle breakage
issues or other problems with plastic parts could easily result in dosing failure. There-
fore, prior to the final selection of a delivery device, compatibility studies should
be conducted to predict possible effects of the drug product container or device on
the stability of drug product and the capability of the device to deliver it. As can
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be expected, higher viscosities associated with high-concentration formulations may
cause problems while using delivery devices. Stability studies should be designed to
monitor product quality over the shelf life to ensure that the components in contact
with the drug product do not have any detrimental effects.

37.3.6.4. Transportation. Once fill and finish operations are complete, the
drug product needs to be transported either to various storage sites or to the clinic.
Especially for liquid protein drug products, transportation can introduce stresses related
to temperature, pressure, vibration, and shock variations, which can pose a substan-
tial risk for product degradation. Most commonly, transportation causes exposure of
proteins to air–water interfaces, which can lead to protein misfolding and eventu-
ally aggregation, either soluble or insoluble. The United States Pharmacopoeia (USP)
General Chapter 10 provides guidance on using specifications from the American
Society for Testing and Materials document, Standard Practice for Performance Test-
ing of Shipping Containers and Systems (ASTM D4169–98), and specifications from
the International Safe Transit Association (ISTA) for the evaluation of shipping per-
formance of drug products. A common practice for transportation development is
to expose the drug product to laboratory simulation conditions that mimic shipping-
induced stresses. To this end, vibrational tables are now available from various man-
ufacturers to simulate transportation stresses, on which the stress profiles using ISTA
or ASTM guidelines could be applied. These profiles could be generated using vibra-
tion, temperature, and pressure data from multiple shipments sent to different parts
of the world. The idea would be to identify key operating parameters that affect the
product stability and introduce monitoring and controls over them. It is important
to realize that in certain cases simulated transportation studies may not adequately
address transportation risks, especially for products that are found to be sensitive to
transportation-induced stresses. In such instances, real-world transportation experi-
ments must be conducted.

Transportation studies may need to be conducted at multiple times in the devel-
opment life cycle of a molecule. It is generally a good idea to test for transportation-
related stresses early during formulation development, to minimize risk to product
quality at later stages. Adequate analytical testing in the form of visual and sub-
visible particle assessments and soluble protein aggregation determination should be
conducted. Transportation would not typically be expected to generate covalent mod-
ifications in proteins, although testing may be performed for these modifications for
added quality assurance. Surfactants are often included in the formulation as they are
known to minimize protein interactions with container surfaces, as well as unfolding
at air–water interfaces [45]. In 1997 it was reported that protein aggregation during
transportation, especially in prefilled syringes, may be induced by the presence of
residual silicone oil in the barrel of the syringe [39].

Once the final formulation is determined, transportation validation activities are
conducted for that specific product in later stages of its development. These activities
are conducted to ensure that the transport process operates as designed when chal-
lenged using a simulated shipping protocol. Further, component qualification studies
would be required to qualify packaging components as well as transport distribu-
tion lanes. Finally, performance qualification activities are conducted with a series
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of real-world shipments to demonstrate that the transport process performs according
to plan.

37.3.6.5. Product Delivery. The most common routes of delivery of pro-
tein drugs to patients are subcutaneous, intravenous, or intramuscular [46]. However,
depending on the physicochemical characteristics, pharmacology, and intended clinical
application of a given protein drug, alternate delivery routes may be necessary [46,47].
Cleland et al. have outlined a useful decision tree for drug delivery, based on disease
indication, duration of treatment, and pharmacology, depending in part on whether
the patient will be dosed during hospitalizatioin (inpatient format) or in an outpatient
format, which includes treatments either at home or in a physician’s office. As would
be expected, a key issue involved is the integrity of the protein during the manu-
facturing process for a given delivery route, as well as after delivery to the patient.
Another consideration is the eventual protein yield if there are significant losses during
delivery. For example, daily delivery of insulin in a vial would require the patient to
withdraw it from the vial into a disposable syringe prior to injection. However, for
greater convenience, prefilled syringes equipped with autoinjectors (automatic injec-
tion mechanisms) are now available. There are even devices with needleless injectors
and pen devices that contain drug-loaded cartridges [48,49]. It is possible that during
the entire fill–finish–storage–transportation process for the protein in the cartridge
or syringe, the protein may be damaged by the processing (for, e.g., use of special
pumping systems) or the use of new materials (e.g., syringe surfaces).

In addition, there would be an important need to develop detailed protocols for
use of a drug product in a clinic, which would take into account product handling,
exposure times at various temperatures (room, refrigerated), and impact of light expo-
sure. Studies would have to be conducted to simulate the delivery of the drug to the
patient (such as mixing with intravenous diluents and simulating the administration
process via IV lines and pumps). The integrity and recovery of the product would
then have to be examined to provide quality assurance to the clinic.

37.3.7. Photostability

During fill and finish operations, including visual inspections and packaging, the drug
product is exposed to both natural and artificial light, of varying intensity and duration.
There is also light exposure during clinical usage, such as dilution and administration
via intravenous bags. Therefore, studies need to be designed and carried out to deter-
mine the maximum visible and UV light that can be tolerated by the biologic under
consideration without affecting product quality.

In proteins, tryptophan, tyrosine, phenylalanine, and cysteine are residues that are
more prone to modification due to light exposure than are other residues [50]. The
peptide backbone may also be susceptible to photodegradation [50]. In combination
with dissolved oxygen, peroxy radicals are often formed in the presence of light [51].
The following reactions are then possible by the peroxy species: converting methion-
ine to methionine sulphoxide [50,52], cysteines to various sulfones and acids [50,52],
and tryptophan to form kyneurenine and other hydroxylated derivatives [50,53–55].
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Of all these degraded products, the kyneurenines are colored because of their capac-
ity to absorb longer-wavelength light [56]. The residue phenylalanine is a special
case: photolysis results in formation of the phenyl radical cation that can react with
water to form ortho-, meta-, and paratyrosine byproducts [53–55]. The most common
photodegradation pathway other than amino acid modification is protein aggregation.
Photolytic aggregation can result, at least in part, from crosslinking of tyrosyl rad-
icals, arising from tyrosine degradation, at the ortho positions of the tryrosine ring
[50]. The dityrosine moiety has a characteristic fluorescence at 410–415 nm, following
excitation at 315 nm [57].

Guidelines from the International Conference for Harmonization (ICH) recom-
mends performing photostability testing in a controlled light chamber with one of the
following two options for light sources:

1. A single lamp source with wavelengths below 320 nm filtered out, with an
output similar to either D65 (international standard for outdoor light) or to
ID65 (standard for equivalent window-filtered indoor direct daylight)

2. Two lamp sources, one for fluorescent lighting per ISO 10977 guideline and
another for UV in the 320–400 nm range

The ICH Q1B outlines a “confirmatory approach,” where an overall illumination level
of at least 1.2 million lux hours is recommended, with integrated near-UV energy of
≥200 (W · h)/m2.

Because of the nature of protein-based therapeutics, it is likely that they may
not be photostable under the levels recommended in ICH Q1B. As expected, product
degradations represent a loss of quality, and many of them could lead to loss of
efficacy of the drug product. Thus, in some cases photodegraded material can be
deemed unacceptable in terms of patient consumption because of potential safety
concerns. Therefore, there is a need for studies to be conducted, with appropriate
analytical measurements to determine the extent of the product degradation, which, in
turn, defines the light sensitivity of the product.

It is recommended that these light exposure studies be carried out under condi-
tions that closely mimic a “worst-case scenario” for the light wavelengths, intensities,
and total cumulative exposure that the product may encounter during fill and fin-
ish operations and patient dosing. The first step would be to determine the different
sources of light exposure, such as the bulb types, and their spectral outputs as well.

The lighting conditions could be monitored using a light meter, and the extent
of visible and UV light exposure would need to be determined. Once this is done,
each process step, such as freeze–thaw, formulation, filling, inspection, and pack-
aging, must be carefully examined to determine the maximum duration and light
intensity borne by that step. For instance, while inspection is very brief in dura-
tion, the intensity of light exposure can be much greater than room light. Addi-
tional estimates are needed on clinical light exposure during end-user administration.
These parameters, along with temperature of light exposure, can then be combined to
design a light sensitivity study to capture the worst-case drug product manufacturing
process.
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It may be necessary to perform light-sensitivity studies during various stages of
product development. For instance, a scaled-down version of the study, using smaller
drug substance containers, may be performed at the time of deciding between the top
formulation candidates. It is important to note that formulation components, such as
antioxidants, may slow down the photodegradation profile of the protein therapeutic
under consideration, while others may accelerate light-induced degradation. Once the
final formulation is selected, a study to scale may be contemplated. Finally, additional
studies may be required once the drug product manufacturing site is selected.

37.3.8. Cleaning

An effective and consistent cleaning process is mandatory for any biopharmaceutical
manufacturing facility. Cleaning programs are designed to meet the regulatory expec-
tations for equipment cleaning and maintenance [58]: “Equipment and utensils shall
be cleaned, maintained and sanitized at appropriate intervals to prevent malfunctions
or contaminations that would alter the safety, identity, strength, quality or purity of
the drug product beyond the official or other established requirements.” One of the
main objectives of the cleaning operation is to ensure that the residuals from the pre-
vious product batch do not cross over to the next product. A robust cleaning process,
with its consistency and effectiveness at removing the residual soils from the equip-
ment surface, is critical to ensure product quality. In biotech industry, the cleaning
process is designed to remove various process soils, including media, buffer, process
intermediates, and purified bulk as well as final drug product.

Before each new-product introduction (NPI), the cleaning cycle is developed
and challenged for its adequacy at removing process soils to a residual level that is
below the established maximum allowable carryover (MAC) for that process step.
Drug product processing is at the very end of the chain of manufacturing processes,
and as a result the quality expectations are the highest. The US Food and Drug
Administration (FDA) does not establish any specific analytical limit for the level of
cleanliness that would be considered “clean enough.” It is the responsibility of the
manufacturer to establish MAC limits for their cleaning validations programs; these
limits [59] should be scientifically justified, analytically verifiable, and achievable and
most importantly ensure safety for the end users—the patients. Industry literature on
cleaning validation has proposed various guidelines, such as detection limit of 10 ppm
(no more than 10 ppm of any product will carry over to another product), a limit of
1 in 1000 of the dose for any biologically active component (no more than 0.01% of
the daily therapeutic dose of any product, A, will carry over to the maximum daily
dose of the next product, B) and visual verification (no residual amount should be
visible on the equipment surfaces after the cleaning has been performed). In general,
the cleaning process should be able to meet all these criteria or more specifically, the
most stringent one. In addition to the carryover of the product residue, the cleaning
process should also address the issue of microbial contamination. In biotech processes,
any small remnant of microbial organisms in the equipment can quickly propagate and
result in higher contamination levels in the following batch. A combination of different
analytical methods such as total organic carbon (TOC) assay, product-specific assays,
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HPLC or pH measurement, or bioburden (biological burden) assay can be employed
to assess the cleaning status of the equipment.

As with any other unit operation, characterization of the cleaning process is essen-
tial to obtain a robust and consistent process. Laboratory-scale characterization work
[59,61] can be used to evaluate various process conditions and their impact on the
ability to clean process soils deposited over different equipment surfaces. Validation of
cleaning process at large scale can benefit from such lab-scale and pilot-scale assess-
ments. Characterizing the design space with respect to key parameters will help in
developing an effective cleaning cycle for the commercial facility. The following case
study provides an example of use of bench scale studies to characterize the simulated
cleaning process.

37.3.8.1. Case Study for Cleaning Process: A Design Space Perspective.
Process soils representing the final dosage form (protein drug products) were evaluated
in this study [61]. Stainless-steel coupons were used as they represent the majority of
the product contact equipment surfaces during drug product processing. The cleaning
experiment involved spotting the products on a coupon and subjecting it to cleaning
fluid in an agitated immersion bath. Key operating parameters, including temperature
of the cleaning fluid (CIP-100), concentration of CIP-100, dirty hold time, and fluid
velocity, were varied in a selected range, and the time required to clean the coupon
(cleaning time) was measured. These studies were conducted by varying one parameter
at a time, and their impact on the cleaning time was evaluated. Such studies can
provide useful insights into which parameters have a significant impact on process
performance.

It was observed that temperature and CIP-100 concentration were the critical
parameters governing the performance of the cleaning cycle. Once the key parameters
have been determined, a design of experiments (DOE) can then be performed to fur-
ther understand the impact of individual parameters, as well as their cross-interaction,
on cleanability. A design space can be constructed on the basis of these bench-scale
data and may also include identification of potential failure modes. A scale-up analysis
should then be performed to show the relevance of this design space generated on
small scale to the proposed production scale. Based on the single-parameter screening
study, a DOE was conducted to over a range of temperature and CIP-100 concen-
tration values. Figure 37.3 shows the leverage plots analysis conducted to view the
significance of the impact of the main effects and cross interaction terms on the final
response, the cleaning time. P-value analysis shows strong correlation between the
cleaning time and the cross interaction parameter between temperature and concen-
tration. This suggests that the effect of a temperature change on cleaning time is
strongly dependent on the value of CIP-100 concentration and vice-versa. Such inter-
action effects are more appropriately explained through interaction profiles and surface
response plots as discussed later.

Figure 37.4 shows the cleaning time variation over the example design space
created at lab scale by characterizing the two parameters: temperature and cleaning
agent concentration. Such response profiles will have both generic and product spe-
cific behavior [61]. In general, longer cleaning times are observed in high temperature
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water (0% CIP-100) as well as low temperature and high CIP-100 concentration solu-
tions. Improved performance is observed at low temperatures-low CIP-100 and high
temperature-high CIP-100 values. The specific temperature and CIP-100 concentration
values at which the response surface changes will be unique to each product depending
on their solubility, degradability under cleaning conditions and other physical-chemical
properties. It is therefore recommended to perform such bench scale characterization
for each new product. These lab scale studies can be followed by appropriate scale-up
studies to bridge the performance to large scale process and equipment.

37.4. SUMMARY

The bar has been raised in recent years as a result of advances in molecular design,
analysis, quality levels, and evolving regulatory expectations. BLA submission is
expected to include a holistic understanding of the risk-managed process based on the
tripartite Q8, Q9, and Q10 harmonized guidelines. Benefits such as less cumbersome
postapproval changes within the design space are reachable, provided a mechanistic
understanding exists for all CQAs. This chapter seeks to capture our current under-
standing of various factors associated with formulation, fill, and finish processing that
can impact the stability and quality of the drug product. Protein products can exhibit
damage through a combination of covalent and physical degradations. The stability of
these molecules should therefore be characterized over a range of process conditions
achieved through well-designed scale-down and large-scale studies. Process operat-
ing conditions, quality of aseptic environment, quality of raw materials, and quality of
various components, as well as the manufacturing history of the process, are pivotal in
determining the purity, activity, and efficacy of the drug product and should therefore
be included in the process characterization plan.
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glycolate, 511
L-histidine, 508, 515
phosphate, 510, 511, 513, 514
succinate, 508, 511
TRIS, 509, 515

Bulking agent, 464
Bulk drying, 355, 699
Butylated hydroxytoluene (BHT), 863

C
Calcitonin-salmon, 9, 13
Calicheamicin, 25
Calorimetery:

isothermal, 525
scanning, 525

Cam, 840–841
Campath, 27
Cannula(e), 904
CAN-BD, 742, 743
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Capillary flow, 710
Capsomeres, 253–254
Carboys, 678
Celsius-Pak, 688
Cam path, 606
Ceprotin, 20
Cerezyme, 11, 19
Certolizumab pegol, 28, 29
Cetuximab, 26
Challenges, 353

analytical, 353
manufacturing, 353
stability, 353

Chamber pressure, 776
Characterization of an immune response, 114
Chemical degradation, 364, 365, 494
Chemical instabilities, 135–138

analytical methods to characterize, 138
Chemical stability, 568, 570, 580
Chemical stability of lyophiles, role of:

acid-base relationships, 508, 510, 512, 513
buffer concentration, 511
buffer crystallization, 510, 511
media effect, 510, 512
metal counterion, 511
molecular mobility, 509, 510
structure, 514

Chemical modification, 74
Chimeric antibodies, 24
Chimeric fab, 28
Choked flow, 780, 787
Chromatography, 605–606
Chromatography, size exclusion, 274–276, 287,

288, 295, 299–302
Choriogonadotropin α, 8
Chromatography, 441–442
Chromatographic peak resolution factor (Rs),

865–866
Cimzia, 28, 29
Cinryze, 19
Circular dichroism (CD), 79, 175–176, 179–180,

189–194, 196–199
Closures, tip, 898
Colloidal stability, 72
Comparability, 593,
Component preparation, 597
Complement-dependent cytotoxicity (CDC), 23
Composition heterogeneity, 571, 575, 581
Confirmatory assay, 113, 115
Conformational change, 549, 555, 559
Conformation, molecular, 272, 273, 277, 295, 299,

301, 303
Conformational switches, 341
Conjugate analysis, 273, 277, 278

Container-closure system, 148
Container-closure:

in devices, 912
integrity of, 905
testing, 905

Construction, materials of, 902, 903
Control space, lyophilization, 821, 822, 823
Correlation coefficient, spectral correlation

coefficient, 567, 572 573, 581
Correlation Rate, 287, 289, 291, 292
Cosmetic defect(s), 852–853
Covalent characterization, 401
Covalent degradation, 396
Covalent stabilization, 406
Circular dichroism (CD) spectroscopy, 609
Cleaning, 934
Class switching of antibodies, 107
Clipping, 45
Closed cell structure, 723, 727
Cl esterase inhibitor, 19
Coagulation factor IX, 10
Coagulation factor VIIa, 10
Coefficient, 531–532
Collapse, 460,
Collapse study, 829
Collapse temperature, 765
Colloidal Stability, 706
Cold labile, 472
Cold denaturation, 462, 643, 643, 648–650
Compatibility studies, 166–167
Computational fluid dynamics, 691
Condensation, 498
Concentration polarization layer, 354
Condensation reactions, 55
Configuration, 522–524, 534
Configurational, 522

entropy, 524–525
mobility, 523
motion, 527, 540
rearrangements, 523

Conduction, 707–708
Container closure integrity, 887, 893
Control strategies, 164–167
Controlled rate freeze thaw, 687
Crosslinking, 500
Coupling, 523, 546
Convective drying, 708
Convective flow, 652
Critical quality attributes (CQA), 919, 921
Cryoconcentration, 461, 627, 628, 610, 633–634,

638–639, 641, 643, 645, 649–650, 656,
659–661, 665, 683

Cryopreservatives, 148, 683
Cryoprotection, 650–652
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Cryoprotectants, 472
glycerol, 213–214
sucrose, 213–214

Cryo-transmission electron microscopy
(cryo-TEM), 254, 263–265

CryoTrol, 687
Crystalline, 522

non, 534
phase, 523, 544
solids, 523, 534
state, 521, 523, 530

Crystallization, 464, 627, 630, 635, 639, 642, 644,
646, 647, 770

Crystalline-matrix-type, 827–828
Crystallization and annealing temperature, 764
Cryovessels, 687
Cryowedge, 691
Cumulants analysis, 289, 292
Cyclone, 714–715, 730, 739
Cystine knot, 16, 32
Cystine knot cytokines, 17
Cytokines, 13

D
Daclizumab, 24, 27
Darbepoetin alfa, 9, 15
Daunomycin, 25
Dead volumes, 352
Deamidation, 42, 149, 494

effect on physical stability, 44
Debye equation, 437
Debye-Huckel theory, 127
Degradation, 529, 531–532, 549, 557, 589, 592

chemical, 530, 531
mechanism, 539
pharmaceutical, 527
processes, 521, 538, 539
rate, 528, 531–532, 538, 546
reaction, 528, 530

Degradation products, 73
Delivered volume

accuracy of, 907
Delivery, product, 932
Deming, W. Edwards, 320
Denaturation, 460, 462
Denatured forms, 71
Dendritic cells, 106
Denileukin diftitox, 9, 20
Denosumab, 23
Depyrogenation, 892
Design of experiments (DOE), 162–163, 167–170,

313–314, 319–322, 326
Design space, 602, 918, 935
Design space, lyophilization, 813

Design variables, 323
Desiccation, 643, 648, 650
Detector:

concentration, differential refractometer, 274,
275–277, 299, 300

concentration, UV absorbance, 274, 277, 281,
284, 299

dynamic light scattering, 285–288, 291, 292,
295

multiple, 277
single photon counting, 297
static light scattering, 270, 274–278, 281,

283, 285, 299
Dewpoint, 783
D Free-radical oxidation, 50
Diabody, 22, 30
dibenzylamine, 876
dibutylphthalate (DBP), 863
2,4-dichlorbenzoic acid (DCBA), 863
9,9-dimethyl-9,10-dihydroacridine, 876
dioctylphthalate (DOP), 863
Diphenylamine, 876
Dibotermin-α, 10, 17
Diffusion, 531–532

coefficient, 524, 529, 531–532
controlled reaction, 531
in food systems, 546
jump, 524
relaxation time, 524
rotational, 535
of water, 535

Diffusivity, 710
Diffusion coefficient, 233, 238, 243, 284, 285, 287,

293, 294
Diffuse reflectance infrared Fourier transform

(DRIFT), 551
Differential scanning calorimetry, 82, 135, 141,

178, 179, 180, 196
Diketopiperazine formation, 497
Dimerization, 293
Disposable bags:

ethylene vinyl alcohol, 885
low-density polyethylene (LDPE), 885
polyester, 885

Disposable technologies, 848
Dissociation constant, 431
Disulfide exchange, 138
Distribution, effects of, 911
Device(s), 912

clinical performance, 914
functionality in, 913
manufacturing, 913

DNase, 18
DOE, 918, 935
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Dornase alfa, 11, 18, 19
Dosage forms, 593, 594, 595, 596, 597
Drawback, 851–852
Dried matrices, 551, 554, 556, 559
Dripping, 848–849, 851, 852
Drotrecogin- α, 11
Drug product, 881, 889
Drug substance, 590, 591, 597, 881
Dynepo, 9
Disaccharides,462
Drying, see Lyophilization

additional, 741
bubble, 743
spray, 739

Drying method, 565, 572–574
Drying phase, 463
Drying techniques, 355
Dynamics, 521–523, 533, 535, 537–538, 543–544

fast, 523, 538–539, 547–548, 543
global, 523, 538
local, 533, 535–536, 539, 541
molecular, 521, 523, 526, 534, 538, 545, 547

Dynamic mechanical analysis, 527
Dynamic light scattering (DLS), 175, 178, 179, 180
Dynamic thawing, 684

E
Early immune response, 106
Eculizumab, 28
Efalizumab, 27
Effector functions, 23
Effective freeze time, 689
Electrostatic interactions, 121
Electron spectroscopy for chemical analysis, 571
Elaprase, 11
Electrochemiluminescence assay (ECL), 112
Elitek, 11
Elastomer(s)

butyl rubber, 892
butyl rubber, halogenated, 892
polyisoprene, 892

EMEA, 859
Empirical phase diagram (EPD), 174, 178–180,

196–197
dynamic, 195
ionic strength versus pH, 193–194
phase boundary, apparent, 179, 193, 194, 196
temperature versus pH, 180, 189
temperature versus concentration, 191–193

Enbrel, 12, 50 20
Entanercept, 21
Enthalpy, 522, 526

relaxation, 526, 530, 544–545, 548
Enzyme-linked immunosorbent assay (ELISA), 112

Epitope spreading, 107
Epoetin alfa, 9, 14
Epoetin beta, 15
Epoetin delta, 9
Epogen, 9, 14
Eprex, 9, 14
Erbitux , 26
Ergodic, 522, 543

nonegodic, 522
Erythropoietin, 14
Etanercept, 12, 20
Ethylene oxide, 904

residual, 905
Evithrom, 20
Extractable, 860, 906, 930,
Excipients, 464
Excipient robustness, 168–169
Excluded volume (crowding), 362, 363, 364, 367,

369
Eutectic, 625, 628–630, 640, 644
Eutectic mixture, 765
Eutectic temperature, 765
Excipient(s), 174, 197. See also Stabilizer(s)
Excluded solutes, 693
Experiments by design (EbD), 320–321, 326
Experimental trial, 323
Extractables, 679, 888, 894

F
Fab fragments, 22, 25, 29, 30
Fabrazyme, 11
Factor VIII, 17, 18
Factorial designs, 167–169
Factor XIII, 607
FDA, 859
Fast dynamics, 569–571, 578–580
Fcγ receptors, 23
FGF-1, 16
FGF-2, 16
FGF-7/KGF (keratinocyte growth factor), 16
Fiblast, 16
Fibril packing, 336
Fibril structure, 336
Fibrillogenesis, 330, 334, 336
Fibroblast growth factor (FGF), 16, 610
Fibronectin, 31
Fibronectin type III domain (FN3), 31
Fick’s Second Law, 710
Fictive temperature, 522, 527, 541
Filgrastim, 9, 13
Fill: accuracy, 846, 848, 854

tolerances, 851
weight, 851–852
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Filler, see also Pump
mass flow, 846
needle(s), 841–847
parameters, 851
peristaltic pump, 843
piston pump, 840, 850
system(s), 840–847
technology, 839
time-over-pressure, 840, 844

Fill-finish, 922
Filling, 925
Filtration, 600, 926
Fluid bed, 707–708, 732–733

azurin, 221–224
ANS, 213–220
fluorescence, 359, 361
flushes, 355
spectrum, 221, 214
yield, 213–220

Field flow fractionation (FFF), 253–266
accumulation wall, 255–256
asymmetric flow (A-Fl), symmetric flow (Fl),

255
channel flow, laminar, 255, 256
channel height, 256
crossflow, 255, 256
diffusion coefficients, 255
elution profile(s), absorbance, light scattering,

257, 259, 260
method optimization, 258–261
particle size, 256
retention time, 255–256
resolution, 256, 258–260

Fluorescence spectroscopy, 81, 175, 176–177, 178,
179, 196, 197
8-anilino-1-naphthalenesulfonate (ANS), 176,

178, 189
Congo red, 177
propidium iodide, 177,
red edge excitation, 195
thioflavine T/S, 177
tryptophan/intrinsic, 176–179, 189, 192, 196,

198
YOYO-1, 177, 193

Fluorescence spectroscopy, solid state, 559
Foaming, 853–854
Follistim, 9
Follitropin α, 8
Follitropin β, 9
Fourier transform infrared spectroscopy (FTIR),

551
Fill volume, 686
First-order irreversible/kinetic thermal events, 769
Foam-dried, 575–579

Foam drying, 709, 711, 722–723
Forced degradation studies, 162–166
Force, extrusion, 909. See also Performance,

functional
cannula diameter, effect of, 909

Formulation, 827–828
Formulation of biopharmaceuticals, 173–174
Formulation characterization, 161–170
Formulation development, 309, 311–313, 317, 322
Formulation, high concentration, 405
Formulation process, 412
Formulation robustness, 161–170
Formulation for freeze drying, 461
Forteo, 9
Fortical, 9
Four-helix bundle, 13
Fourier transform infrared (FTIR), 175, 178, 195,

196
Fox equation, 765
Fractionation, 274, 275, 278, 280, 284, 287, 295,

299, 300
Fractional evaporation, 713
Fragility, 524, 529, 531
Freezing, 461, 770, 775, 828–830
Freezing, lyophilization, 813, 814
Freezing:

active technologies, 662–664
alternate technologies, 664–665
containers, 656–659
controlled rate, 662
large-scale, 656–658
passive technologies, 662–664
rate, 630, 639, 645
scale-down model, 660–662

Freeze concentration, 607, 630, 631, 633,
639, 645

Freeze-drying, 555, 556, 829–830, 832, 834
Freeze-dried, 567, 568, 569–578, 580
Freeze concentrate, 461, 770
Freeze drying microscopy, 767
Freeze drying properties, 764
Freeze-thaw, 165–166, 924
Freeze-thaw cycling, 606–608
Freeze-thaw stress, 393
Freezing methods, 775
Freezing rate, 683, 775
Frictional coefficient, 233
FT Raman, or Fourier transform Raman, 80
Fourier transform infrared (FTIR), 80
Fusion protein, 20, 699

G
Galsulfase, 11
Gamimune, 17
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Gatekeeper residues, 339–341
Gaucher’s disease, 19
GEM 21S, 17
Gemtuzumab ozogamicin (calicheamicin), 25, 27
Genotropin, 8
Gibbs–Helmholtz equation, 125
Glass, 472, 768

borosilicate, 883, 889
defect structures, 891
delamination, 891
soda-lime, 890
sulfate treatment, 891
surface alkali, 891
type I, 883, 890
type II, 883, 890
vials, molded, 890
vials, tubing, 890

Glass dynamics, 569, 572
Glassy matrix, 631–632
Glass transition, 630–633
Glass transition temperature (Tg’), 468, 608

mixtures, 508
buffers, 508
pH pre-lyophilization solution, 509
salt vs free acid, 508, 509

Gliding force, see Force, extrusion
Global:

dynamics, 523, 541, 543, 707
mobility, 530, 538, 539, 541, 544
motions, 526, 539
relaxation, 523

Global motions, 569, 578, 707
Glucagon, 9, 13
Glutamate, 152
Goats, 19
Golimumab, 28
Gonal-f, 8
Graduation marks, 907

accuracy of, 907, 908
Granulocyte colony-stimulating factor (GCSF), 13
Granulocyte macrophage colony-stimulating factor

(GMCSF), 13
Growth hormone, 3, 7
Growth hormone, human, 609

H
Hammett acidity function, 514
Handling stresses, 925
Heat, 163–164
Heat transfer rate, 707–709, 778
Hemoglobin, 608
Herceptin, 24, 27, 150
hGH, see Growth hormone, human
High concentration, 447

antibody solutions of, 447
formulation, 350, 352, 364, 367

High concentration measurement, 278, 279
High clinical doses, 350
High density polypropylene (HDPP), 867
High molar mass aggregate, 298, 299
Hinge region, 23
Histidine, 149
Hofmeister series, 127
Hook effect, 112
Hydrodynamic analysis, 231, 244–246
Hydrogen-deuterium exchange, 556
Hydrodynamic flow, 708
Hydrodynamic volume, 357
Humalog, 7, 8
Humate, 19
Humatrope, 7, 8
Humira (U.S.) , 24, 28, 150, 350
Humulin, 8
Hyaluronidase, 11
Hybridoma, 5
Hydrogen bonding, 122, 474
Hydrogen deuterium exchange, 83
Hydrophobic interaction chromatography (HIC),

87, 606
Hydrophobicity, 330, 332, 333
Hydrophobic effect, 123
Hydrolysis, 41, 149, 495
Hylenex, 11
Hypersensitivity reactions, 116

pH, 148
polysorbate-80, 149
Raptiva, 150
Remicade, 150
rhBMP-2, 153
Rituxan, 150

I
Ibritumomab Tiuxetan −111Inor−90Y, 24, 26
Ice:

dendritic, 637–639, 657, 665
interface, 639, 641, 643, 645, 652–653,

660–661, 664
morphology, 638

Ice-liquid interface, 462, 687
ICH Q1B, 164
Ice-morphology, 775
Ice-water interface, 607
Idursulfase, 11
IFN alfa- 2B, 15
IFN alpha-2, 15
IgG, see Antibodies
IgG subclass, 22
Il-2 aldesleukin, 13
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Iletin, 3
IL-IRA, 16
Ion exchange chromatography, 606
Ionic strength, 148
Immunogenic reaction, 352
Immunogenicity, 613
Immune response maturation, 107
Immunoglobulin G, 288
Imiglucerase, 11, 19
Immunogenicity, 24, 32, 33
Impurities, 592
Increlex, 8
Inflammatory response, 106
Infergen, 9
Infliximab, 24, 26
Infrared microscopy, 556
Infuse, 10, 17
Injectability, 371, 374
Insect cell system, 4
Inspection, 927
Insulin, 5, 6, 8, 443–444

aspart, 7, 8
determir, 7, 8
glargine, 7, 8
glulisine, 7, 8
lispro, 7, 8

Insulin deamidation, 495
Insulin dimerization, 501
Insulin-like growth factor, 497
Interactions, 430, 433–434, 436

electrostatic, 443, 449
fab–fab intermolecular, 449
hydrophobic, 432–433, 446
intermolecular, 449
nonionic, 432–433
protein–protein, 440, 448
van der Waals, 433

Interaction profile, 167–168
Interferon, 15

Alfa-2a, 9
Alfa-2b, 9
Alfacon-1, 9
Alfa-n3, 9
Beta-1a, 10, 15
Beta-1b, 10, 15
Gamma-1b, 10, 15

Intramuscular, 148
Intravenous, 148
Interfacial stabilization, 650
Interfacial stress, 394
Interference, 360
Interleukin-1 receptor antagonist, 607, 610
Interleukin-1, 16
Interleukin-2, 13

International Conference on Harmonization (ICH),
312

Intermediate forms, see also Misfolded species, 71
Intron A, 9, 15
Intrinsically disordered proteins, 334
Ion Exchange Chromatography, 87
Irreversible aggregate, 71
Isoelectric point (pI), 330
Irradiation, 613
Isoaspartate, 42, 495
Isomerization, 137
Isotonicity, 483

K
Kepinvance, 10
Keratinocyte growth factor (KGF), 16
Kineret  (Palifermin), 9, 16
Kinetics, 482, 524
Kinetics, relaxation, 527, 529
Knottin family, 32
Knudsen flow, 710
Kogenate, 10
Kogenate FS, 10, 18
Kohlrausch–Williams–Watt (KWW) , 525–526,

528–529
Kringle1, 18
Kynurenine, 46

L
Labeling, 927. See also Graduation marks
Lubricant(s), 902

alternative, 912
Lamm equation analysis, 233, 245–246
Lantus, 7, 8
Laronidase, 11
Last point to freeze, 684
Last point to thaw, 684
Lattice theory, 338
Leachables, 679, 680, 860, 888, 894, 906, 930
Leachables and extractables, 612
Lepirudin, 10
Leukine, 9, 13
Levemir, 7, 8
Ligand, 706
Ligand binding/stabilization, 129
Light chain variation, kappa and lambda, 21
Light exposure, 683
Light scattering, static, 436–441
Light scattering (LS), 83

angular dependence, 257
cumulants analysis, 288, 289, 291, 292, 296,

297
dynamic, 269, 284–294, 295–298
dynamic (DLS), batch-mode 254, 261, 263
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limits of detection, 284, 294
molecular weight, 256–257
multiangle, 269, 271–284, 295, 299–304
static, 254, 256–258, 269, 275
particle size analysis, 256, 260
polydispersity index, 261–263, 291, 292,

296–298
Rayleigh-Gans-Debye optical model, 257,

258, 264
refractive index increment (dn/dc), 254
regularization analysis, 288–292, 294
root-mean-square (RMS) radius, 256, 257,

259–261
Z-average diameter, 254, 261–263
Zimm plot, format, 257

Limits of detection, 284, 294
Linker, 25, 30
Liquid dosage form, 351
Lipocalins, 31
Local molecular motion, 707
Log D, 851–862
Log P, 861
London dispersion forces, 122
Low affinity antibodies, 107, 113
Lucentis, 28, 29
Lutropin α, 8
Luveris, 8
Lyophilization, 149, 460,451, 549, 550, 554, 555,

557, 601, 926
annealing, 820
chamber pressure, 799, 802
collapse temperature, 803, 813
condenser, 798, 805
environmental conditions, 799
equipment, 798, 804
glass transition, 813
pirani, 802
pressure rise measurement, 807, 808
primary drying, 816, 820
radiation, 800
scale-up, 796
secondary drying, 818, 820
shelf temperature, 800
sublimation rate, 805
technology transfer, 808

Lyophilized formulation stability, 408
Lyophilization, high concentration, 410
Lyophilization induced stress, 394
Lyoprotectants, 357, 474

M
MAbs:

human, 24
humanized, 24

goats, 19
Maillard reaction, 55, 475, 479, 498, 614
Manifold, 840–841, 844–847
Manometric temperature measurement, 781
Manufacturing process, See also Production

cell culture, 590
drug product, 597, 598, 600, 602, 603
fermentation, 910
purification, 591

Mass flow ratio, 714
Mass transfer, 707–711, 723, 731
Mecasermin, 8
Metal-catalyzed oxidation (MCO), 49
Methionine oxidation, 50, 497
Methoxypolyethylene glycol epoetin beta, 9
Melt-back, 460
Membrane:

fouling, 368, 609–610
clogging, 354

Microbodies, 32
MIRCERA, 9, 15
Microcollapse, 784, 827, 829
Misfolded species, 74. See also, Transitional

conformation
Mixing, 692
Mobility, 521, 523, 527, 529–533, 535–539, 542,

546
alpha (α), 526–528, 531, 535
beta (β), 526, 533, 537, 539
configurational, 525
critical temperature, 534
global, 532, 540, 543
local, 538, 543

Molecular, 521–522, 524, 526, 527–534, 535,
538–547
NMR, 532
rotational, 533

Modulated differential scanning calorimetry, 767
Moisture content, 833–834
Moisture sorption, 566, 567, 574
Molar mass, 267, 271, 273–278, 281, 282, 284,

288, 294, 295, 297, 299–303
Molecular conformation, 277, 301, 303
Molecular interactions, 231, 234, 238, 241,

244–245
Molecular mobility, 565, 566, 568–573, 578–581
Molecular weight (or molar mass), 232, 236, 238,

241, 242
Monoclonal antibody degradation, 163–164
Mooney equation, 370, 371
Motions, 521, 523, 525–526, 533, 535, 537, 543

alpha (α), 526, 528, 531, 533, 535, 537
beta (β), 528, 535
cooperative, 523, 525
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Motions (Continued )
fast, 533
molecular, 522, 523, 525, 526, 533, 535, 537,

543
reorientation, 525
rotational, 523, 526–526, 533
thermal, 534
translational, 522, 527

Multiple freeze-thaw, 687
Muromonab-CD3, 5, 26
Mutagenesis, 335, 338–339
Mylotarg , 25, 27
Myozyme, 11

N
Naglazyme, 11
Natalizumab, 27
Natrecor, 7, 9
Near infrared spectroscopy (NIR), 554
Nebulizer, 19
Needle(s), see Cannula(e)
Nerve growth factor (NGF), 16
Nesiritide, 7, 9
Neulasta, 9, 14
Neumega, 9
Neupogen, 9, 13
Neutron scattering, 533, 535, 537–538, 547
Neurotrophin 3 (NT3), 16
Neutralizing antibody, 114
Neutralizing antibody assay, 114–115
Nominal freeze time, 687
Nonideality, 362, 370, 436
Norditropin, 8
NovoLog, 7, 8
NovoSeven, 10
Nozzle, 741, 850–854
Nozzle, two-fluid, 742
Nplate, 12, 20
N-terminal cyclization, 46
Nucleation, 629–630, 634–638, 641, 643, 646,

661–662, 664–666, 772
Nucleic acid, 175, 176, 177, 194, 199
Nucleation temperature, 774
Nutropin, 8

O
Oleamide, 869
Oligomerization, 429, 430–432, 437, 443–444
Omalizumab, 27
Omnitrope, 8
Oncaspar, 11
Ontak, 9, 20
Opalescence, 155
Operating range, 827

Optical density (OD), 175, 177, 191, 192, 197–198
OP-1 Putty, 17
Oprelvekin, 9
Orencia, 12
Orthoclone OKT-3, 5, 26
Orthogonal approach, 360
Orifice, 844, 846, 851
Ostwald ripening, 772
Outlet temperature, 712–713, 718, 720
Ovalbumin, 315–316, 331
Overfill, 354
Ovidrel, 8
Oxidation, 49, 137, 149, 497, 612

control of, 53
effect on physical stability, 54

P
Packaging, 927

styles of, 898
Palifermin, 10
Palivizumab, 27
Palmitic acid, 869
Panitumumab, 24, 28
Packing density, 336
Particle formation, 387
Particle number density, 280, 295
Particle size distribution, 254, 258, 260–263
Particles from gas-saturated solutions (PGSS),

729–730
PASTA algorithm, 333
Pathogen inactivation heat treatment, 613–615
PEG, 14
Pegaspargase, 11
PEGasys, 10
Pegfilgrastim, 9, 14
Peginterferon alfa-2a, 10
Peginterferon alfa-2b, 10
Pegintron, 10, 15
PEGylatde Intron A, 15
Pegylation, 14, 15, 20, 29
4-Pentylphenol, 863
Peptibodies, 20, 699
Performance, functional, 908
Performance parameters, 920
Peroxides, 930
pH change, 646, 648
Phase diagram, 626–628, 630

ice-water, 626
sodium chloride-water, 627

Phase separation, 632, 642–643, 650
Phenol-2,6-bis(1,1-dimethylethyl)-4-methoxy

(BHA), 861
Phosphorescence:

azurin, 208–214
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lifetime, 209–214
spectrum, 211

Phosphorescence spectroscopy, 81
Phosphorylation, 13
Photo acoustic, FTIR, PA-FTIR, 551, 552
Photooxidation, 51
Photo-stability, 51, 164–165, 932
Phylomers, 32
Physical characterization, 396
Physical stability, 124, 567–569, 571–573, 580
Physical stabilization, 403
π-stacking, 331, 332
Pinch valve, 843–847
Pirani gauge, 783
Plasticize, 530, 547

antiplasticizer, 537
Plasticizer, 475, 529, 537, 538, 547, 771
Platelet derived growth factor, 17
Polymers. See also Teflon

Crystal Zenith , 890
cyclic olefin copolymer, 890
polycarbonate, 882, 884
polypropylene, 882, 884

Piston(s):
how supplied, 899
placement of, 910

Plunger(s), see Piston(s)
Polydispersity, 291, 292
Poly (ethylene glycol), 4
Polyglycine linker, 20
Polysorbate20, 926
Polyvinylpyrrolidone, 498
Potassium bromide pellet, 551
Precipitate, 71, 74
Preferential exclusion, 126, 473, 650, 682, 706
Preferential hydration, 73
Prediction profile, 168
Pre-formulation, 311, 460
Process parameters, 920
Process validation, 602, 603
Production, 589. See also Manufacturing
Product target profile (PTP), 313, 321, 323
Pre-formulation research, 119
Preservatives, 77, 392
Primary drying, 776, 828–830, 833–834
Principal properties, amino acids, 335
Procrit, 14
Process characterization, 686
Product heterogeneity, 412
Product mapping, 829, 834–836
Product resistance, 766, 784
Product temperature, 776, 828, 830, 832–833
Proinsulin, 7
Prokine, 9, 13

Proleukin, 9, 13
Protein:

crystallization, 357
denaturation, 222–226
excipients, 660
fluorescence, 223–226
interfacial, 649
kinetic , 648, 659
phosphorescence, 208–214
precipitation, 357
stabilization of, 650, 661
stabilizers, 632
tertiary structure, 208–222
thermodynamic, 650, 660

Protein A chromatography, 606
Protein adsorption, 611–612
Protein C, 20
Protein drug substance, 625

bulk storage, 652–656
Protein hydrolysis, 137
Protein stability, container-closure effect, 406
Protein stability, solution conditions, 391, 392
Protein–protein interaction, 362
Protein stabilization forces, 120
Protein structure, protein secondary structure, 565,

566, 567, 572, 573, 578, 580, 581
Protropin, 7, 8
Protease, 679
Proteolysis, 44, 493
Pulmozyme, 11, 19
Pump. See also Filler

positive-displacement pump, 840
rolling-diaphragm pump, 842–844
rotary piston pump, 841–842

Purfication, see Chromatography
Pyroglutamic acid formation, 46

Q
Quality, 603
Quality by Design (QbD), 320, 327, 813, 814, 917

R
Racemization, 47
Reconstitution, 409
Radiation, 708–709, 723
Radiation, lyophilization, 800
Radical scavengers, 53
Radius:

hydrodynamic, 284, 285, 287, 291, 293, 294,
296, 297, 299

root mean square of gyration, 271–273,
277–279, 290, 301

Rayleigh ratio, 271, 275, 278,
Raman spectroscopy, 551, 555–556
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Raman microscopy, 559
Range-finding study, 829
Ranibizumab, 28, 29
Rapid expansion of supercritical solution (RESS),

728–729
Raptiva, 27, 350
Rasburicase, 11
Rate constant(s), 431–432
Rayleigh ratio, 271
Reaction rate, 363
Reactive oxygen species, 50
Reactivity, structure and, 501
Rebif, 10
Recombinate, 10
Reconstitution time, 356
Recothrom, 11
ReFacto, 10, 18
Refludan, 10
Registration, 603
Regranex, 10, 17
Regularization analysis, 289, 292
Regulatory guidelines packaging, see EMEA and

FDA.
Relaxation, 531, 533–534, 545–548

alpha (α), 523–524, 530, 533, 538
beta (β), 523, 527, 533, 535–537
biexponential, 538
cooperative, 528, 544, 546
dielectric, 526–527, 544, 546
diffusional, 522
dynamics, 543
enthalpy, 526, 530, 544, 547–548
global, 523
JG, 533
kinetics, 525, 527
NMR, 532
relaxation time, 535, 546
spin-lattice
spin relaxation
T1, 533–537
T1ρ533– 535, 537–538, 541
T2, 531–533
primary, 523, 527
rate, 526, 530, 538
secondary, 523, 527, 533–534
structural, 523, 526, 530–531, 538, 541–542,

545
time, 523–535, 538–541, 544,

547–548
Relaxin, 444–445, 496
Remicade , 24, 26
Reopro , 28
Response surface, 324–325
Response-surface design, 167

Retavase, 11, 18
Reteplase, 11, 18
Reynold’s number, 718
Reversible association, 359
Rheometry, 362
RhoGam [Rh (rhesus) factor], 17
RhuMAb VEGF, 445–446
Risk assessment, 928
Risk management, 921
Rituxan, 24, 26
Rituximab, 24, 26
Robust formulation460
Roferon, 9, 15
Romiplostim, 12, 20

S
Saizen/Serostim, 8
Salting-out, 682
Sargramostim, 9, 13, 14
Scale-down model, 460
Scale-up, 353, 600, 601, 798
Schott Type I plus, 891
scFv (single-chain variable fragments), 22, 30
SDS-PAGE, 86
SEC-HPLC, 440

in conjunction with light scattering, 440
Second derivative UV, 79
Second viral coefficient, 73, 706
Secondary drying, 785, 828–831, 833–834
Second-order reversible thermal events, 769
Sedimentation:

absorbance optics, 233–235, 242, 241
concentration dependence, 233, 247
data analysis, 233, 244–246
data interpretation, 242
experimental protocol(s), 242–244
fluorescence optics, 237–239
high concentration, 232, 233–234, 239, 240,

247
interference optics, 236–237, 239, 240, 241,

242
microfractionator, 234
partial specific volume, 232, 233, 236,

242
sample preparation, 241
sample requirements, 240

Sedimentation coefficient, 233, 238, 243–246,
Sedimentation equilibrium, 361, 362, 433–436
Sedimentation velocity, 231–251
Self-association, 359, 360, 362, 363, 367

discrete, 435
indefinite, 431, 435
mechanism, 430, 432

Sample viscosity, 241, 242
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Serum albumin, 4
Set-point, 828, 830
Shear forces, 612–613
Shelf temperature, 780
Shipping. See Distribution.
Silicone, 902

alternatives to, 914
droplets, 903
interactions with, 903
variability, 903

Silicone oil, 365, 612, 892, 929
SimponiTM , 28
Simulect , 26
Single chain variable fragments (scFv’s), 29
Size(s), standard, 898
Shear, 849–850
Single-use containers, 679
Singular value decomposition, 132–134
Size exclusion chromatography, 85
Sodium chloride, 793
Sodium citrate, 149
Sodium phosphate, 149
Solid state nuclear magnetic resonance

spectroscopy (ssNMR), 557
Solution enhanced dispersion, 730–731
Solubility, 72
Soluble aggregate, 71
Solute interaction, 76
Solute, partitioning of , 641
Solid-state acidity. See Hammett acidity function
Solid-state properties, 565, 564, 571, 572, 573,

574, 581
Solids, lyophilized, 501
Soliris, 28
Somatostatin, 5
Somatrem, 7, 8
Somatrophin, 5, 7, 8, 499
Specific surface area, 566, 571, 575, 576,

577, 578
Spectroscopy, 132–135, 443
Splashing, 852–853
Spray coating, 732
Spray-dried, 569, 570, 573–581
Spray drying, 460, 711–719, 739

equipment, 741
proteins antibodies and peptides, 744
sterile, 743
vaccines, 752

Spray freeze drying, 719–721
Stability, 540–541, 543, 545–548, 598, 599

accelerated, 541
chemical, 541, 543, 546
pharmaceutical, 541

Stability indicating assay (SIA), 85, 314

Stabilizer(s), 180, 191, 194, 466, 476, 566, 567,
570, 572, 574, 576, 578, 580, 581
high-throughput screening of stabilizers, 174,

196–198
Stainless steel, 881
Stainless steel containers, 676
State diagram, 628–632
Stearic Acid, 869
Sterile water for injection (SWFI), 871–876
Sterilization, 904. See also Ethylene oxide
Steel-cup compatibility, 166
Stem cell factor, 15
Stemgen, 15
Storage and shipment, 680
Stokes–Einstein, 285, 524, 531
Stopper(s). See Piston(s).
Storage stability, 565–581
Stresses, 88, 681

cold denaturation, 91
dehydration, 91
freezing, 91
heat, 88
light, 90
pH, 92
pressure, 92
surface or shear, 89

Stress conditions, 162
Stress studies, 138–140
Structural analysis, 549, 554, 555
Supercooling, 626, 629, 636–641, 661–662
Sublimation. See Lyophilization.
Supercritical antisolvent, 730
Supercritical fluid drying, 727–728
Surface adsorption, 74, 78
Surface composition, 571, 575, 576, 577,

578, 579
Surface induced structural changes, 74, 77,89
Surface properties, 565, 566, 571, 578
Surface tension, 848–849
Surfactants, 89, 94, 392, 469
Structural changes, 70
Subcutaneous (SC), 148, 350

dose, 350
injection volume, 350

Sublimation rate, 778
Succinate, 152
Sucrose, 608, 614
Supercooled:

indomethacin, 544
liquid, 522–524, 529, 533, 540, 543
o-terphenyl, 544
sucrose, 525

Supercritical fluid drying, 707
Surfactant(s), 148, 607, 706, 707, 718, 722, 727
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Sugars, 706–707, 713
Svedberg equation, 233, 244
Synagis, 27, 350
Syringeability, 371, 373, 374
Syringes, prefilled, 612, 839–841

T
Tangential flow filtration (TFF), 354, 699
TANGO algorithm, 334
Technology transfer, 600, 601, 602
Technology transfer, lyophilization, 808
Teflon. See also Polymers

fluorinated ethylenepropylene (FEP), 884
polyfluoroalkoxy (PFA), 884
polytetrafluoroethylene (PTFE), 884
tetrafluoroethylene (TFE), 884

Temperature excursions, 163, 165–166
Tenecteplase, 11, 18
Teriparatide, 9
Tetranectin, 31, 32
Tev-Tropin, 8
Thawing, 625, 643–646, 652, 656–658, 660–651,

664–665
rate, 645, 664

Thermal cycling, 165–166
Thermodynamics, 124–126
Thermodynamic stability

�G0, 224–226
freezing temperature, 226
fraction of liquid water, 224
guanidinium hydrochloride, 222–223
m values, 222–224

Thermal conductivity, 708
Thermal gravimetric analysis, 786
Thermal history, 565, 572, 573, 581, 705, 733
Thermal resistance, 708–709
Thermally stimulated current (TSC), 526–527,

533
Thermocouples, 781
Thrombin, 20
Thrombin dermal, 11
Tryptophan hydrolysis, 46
Thiol-disulfide exchange, 500, 520
Tg’, 478, 688, 770
Tissue Plasminogen Activator (r-tPA), 18
TNKase, 11, 18
Topworks, 887
Tositumomab (IgG & IgG-131I), 24, 26
Transportation, 681, 931
Transforming growth factor (TGF β), 16
Trastuzumab, 24, 27
Trehalose, 608

1,3,5-Triazine-2,4-dithione (DBAT), 863
Triple point, 626
Tromethamine (TRIS), 152
Trudexa (EU), 28
Tungsten, 366, 903

alternatives to, 914
extractable, 902, 906
test methods for, 906

Tysabri, 27

U
Ubiquitin, 32
Ultrafiltration/diafiltration (UF/DF), 609–610
Ultraviolet absorption spectroscopy, 177

second-derivative, 178, 179, 180, 187–189,
192

Uncontrolled rate freeze-thaw, 683
Under-cooling, 462, 775
Unit operation, 705, 707, 711,720, 722, 723, 729,

732
Urokinase, 614
USP <1231>, 870–871
USP <661>, 860

V
Vaccine, 593, 603
Vaccines, spray drying, 752
Validation, 682
Valtropin, 8
Vapor pressure of ice, 778
Vascular endothelial growth factor (VEGF), 16
VectibixTM , 24, 28
Vial(s), 839–841
Vial breakage, 464, 641–642
Vial filling pumping issues, 610–611
Vibration motions, 551, 552, 555
Vial heat transfer coefficient, 778
Virial coefficients, 367
Virus-like particles (VLPs), 253–254, 257–265
Vogel–Tammann–Fulcher (VTF), 524–525, 527,

529
Viscosity, 367, 368, 406, 611, 848–850
Viscous formulations, 352

intrinsic, 369
kinematic, 372, 373

W
Water substitution, 567, 572, 707
Wheel of quality, 320–322
Wiener Skewing, 360
WLF633, 641
Wyman linkage function, 129
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X
Xigris, 11
Xolair , 27, 150, 350
X-ray powder diffraction, 788
Xyntha, 10, 18

Y
Yeast, 7, 14

Z
Zemaira, 19
Zenapax, 24, 27, 150
Zevalin , 24, 25, 26
Zorbtive, 8
Zyggegator algorithm, 333





(a) (b)

Figure 1.2. Ribbon structures of (a) GCSF and (b) GMCSF, illustrating the two major subclasses

of four-helix bundle cytokines. Note the shorter helices and longer crossing angles of GCSF.

See page 14 for the text discussion of this figure.

Figure 1.3. Superimposition of the ribbon structures of FGF-1 (green), FGF-2 (blue), and

FGF-7/KGF (red). The β trefold is a common structural motif for the FGF family of proteins. See

page 16 for the text discussion of this figure.



Figure 1.4. Ribbon structure of BDNF, representing the structure of the family of proteins

termed cystine knot cytokines. See page 17 for the text discussion of this figure.

Figure 1.6. Examples of therapeutic antibody constructs. Cartoon structural representations

of an intact human IgG1 monoclonal antibody [73] and F(ab′)2 and Fab fragments derived

from it, an scFv [73], and an scFv dimer diabody [75]. The heavy chains are shown in magenta

and green and light chains, in yellow and wheat. The carbohydrate component of the whole

IgG1 molecule is shown as a stick representation and the cystiene residues linking the heavy

and light chains are shown in red. The images were produced from PDB files using Pymol

(DeLano Scientific, LLC). See page 22 for the text discussion of this figure.
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Figure 8.4. Empirical phase diagram of rPA on a temperature–pH axis constructed using

high-resolution second-derivative UV spectroscopy data. The data employed to generate

these images was obtained over the pH range of 3–8 (20mM citrate phosphate buffer,

I = 0.1 adjusted with NaCl) and temperatures of 12◦C–82.5◦C in 2.5◦C increments. Blocks of

continuous color represent homogenous phases, conditions under which the raw data-derived

vectors behave similarly. See page 189 for the text discussion of this figure.
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Figure 8.6. Empirical phase diagram of rPA on a temperature–pH plane on the basis of

intrinsic and ANS fluorescence, light scattering (OD360 nm), and CD data. The data employed to

generate these images was obtained over the pH range of 3–8 and at temperatures ranging

from 12◦C to 85◦C in 2.5◦C increments. Blocks of continuous color represent uniform phases,

conditions under which the raw-data-derived vectors behave similarly. See page 191 for the

text discussion of this figure.
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Figure 8.7. Empirical phase diagram of a monoclonal antibody on a temperature–protein

concentration plane. Each temperature–concentration point on the diagram is constructed

from data obtained from fluorescence emission peak position, OD350 nm, and second-derivative

UV absorbance peak positions of Phe, Tyr, and Trp, and CD molar ellipticity. Note that the

concentration axis is not linear. See page 192 for the text discussion of this figure.
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Figure 11.3. An overlay of the 90◦ light scattering elution profile (black trace) and the

280 nm absorbance elution profile (red trace) for a VLP development preparation. The blue

schematic shows the strength of the crossflow throughout the analysis. See page 259 for the

text discussion of this figure.
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Figure 11.4. Effects of crossflow strength on sample resolution and aggregation during the

FFF elution: (a) comparison of 90◦ light-scattering elution profiles generated for the same VLP

preparation but using different starting crossflow strengths for each analysis; (b) calculated

particle size distribution profiles generated from each elution profile of varying crossflow

strength displayed in part (a). See page 260 for the text discussion of this figure.
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Figure 11.8. Comparison of size distribution profiles for VLPs 1 and 2 generated by FFF-

MALS/UV (a) and Cryo-TEM [14] (b). Multiple traces in the cryo-TEM profiles for each VLP

represent multiple analyses of the single preparation of each VLP. See page 265 for the text

discussion of this figure.
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Figure 12.2. Static light scattering (black trace) at 90◦ scattering, differential refractive index

concentration detector (red trace), and molar mass (blue points) data as a function of elution

volume for BSA fractionated via SEC. See page 275 for the text discussion of this figure.
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prepared for a bimodal distribution (mix of rh = 3.8 nm and rh = 50 nm). Both 5-µL samples

were measured within a 1536-well plate, using a Wyatt DynaPro DLS plate reader. See page

292 for the text discussion of this figure.
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Figure 12.17. (a) Multiangle LS 90◦ light scattering; (b) differential refractive index concen-

tration data for BSA exposed to 60◦C for different periods of time, and fractionated via SEC.

The contrast between the MALS and the concentration detector traces clarifies the molar mass

difference between the different species present in the samples. See page 300 for the text

discussion of this figure.
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Figure 12.19. (a) Multiangle LS results for batch measurements and for duplicate SEC mea-

surements at two concentrations. Squares indicate SEC data for 2mg/mL concentration, circles

indicate SEC data for 0.33mg/mL concentration, and triangles indicate batch measurements at

0.4mg/mL. Shown are the weight-averaged molar masses for (1) each peak in SEC as described

in the text, (2) all SEC peaks in combination, and (3) batch measurements. Panel (b) shows

concentration detector data for the weight fractions of each peak, and the percent SEC

recovered mass. See page 302 for the text discussion of this figure.
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Figure 12.20. Conformation plot from HMMA species. The slope of the resulting line is

equal to 1/a, where a is the power of the radius by which the mass increases. For solid spheres

a = 0.33, for ideal random coils under theta conditions a = 0.5, and for rods a = 1.0. See page

303 for the text discussion of this figure.
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