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Preface

Mechatronics and robotics have been widely used in many arenas, such as man-
ufacturing, medical, and space. With the rapid development of mechatronics and
MEMS technologies, a follow-up edition of the book Advanced Mechatronics and
MEMS Devices is deemed necessary. The aim of Advanced Mechatronics and
MEMS Devices II is to introduce the state-of-the-art technologies in the field of
mechatronics, robotics, and MEMS devices in order to further summarize and
improve the methodologies of mechatronics and MEMS devices. Advances made
in the past decades will be well described in this book, including mechatronics,
robotics, and MEMS-related issues.

We would like to express our deep appreciation to all the authors for their
significant contributions to the book. Their commitment, enthusiasm, and technical
expertise are what made this book possible. We are also grateful to the publisher for
supporting this project and would especially like to thank Marta Moldvai of Springer
Science Business Media (USA) for her constructive assistance and cooperation, both
with the publishing venture in general and the editorial details. We hope the readers
find this book informative and useful.

This book consists of 30 chapters. Chapter 1 presents the theory and appli-
cation of actuation of elastomeric micro-devices via capillary force technology.
Chapter 2 provides insight into the fundamental design, working principles, and
practical guidance of MEMS accelerometers. Details of experimental setups, signal
conditioning, and data processing are also provided to construct an integrated
performance assessment system. Chapter 3 gives an overview of the impact of
the change from a focus on analysis, simulation, and modeling combined with
outsourcing hardware design to the use of digital fabrication tools allowing a cyclic
design process inside the lab, using many examples from various projects, and
shares some insights and lessons learned for facilitating and implementing this
process. Chapter 4 presents the design of a family of micro-robots capable of
object manipulation in a fluidic environment. Chapter 5 discusses how state-of-the-
art mobile technologies may be integrated into human-in-the-loop cyber-physical
systems and exploited to provide natural mappings for remote interactions with such
systems. A demonstrative example is used to show how an intuitive metaphor is
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vi Preface

uncovered for performing a balancing task through the teleoperation of a ball and
beam test bed. Chapter 6 provides an overview on force/tactile sensor development.
By exploiting optoelectronic technology, two tactile sensors that can be used to
execute both fine manipulation of objects and safe interaction tasks with humans
are designed and realized. Chapter 7 addresses a brief account of issues related
to mechanical properties of MEMS. Micro-testing techniques including micro-
tensile and micro-fatigue testing along with the hardware are described with typical
sample type, shape, and geometry, depicted with diagrams and images. Chapter 8
studies a type of marmot-like rescue robot for mine safety detection and rescuing.
The kinematics, maximum stiffness, minimum stiffness, and global stiffness of the
head section of the rescue robot are modeled and analyzed. Chapter 9 presents
a systematic review of key control schemes for reconfigurable robotic systems,
highlighting their benefits and disadvantages, and also reviews the application of
these systems at microscale. Chapter 10 gives a detailed overview of MEMS-
based sensors and actuators. Chapter 11 proposes a novel sensing approach to
in situ particulate material (soot) load measurement in a diesel particulate filter
using electrical capacitance tomography (ECT). Chapter 12 provides an overview
of three actuation mechanisms that are relevant for biomedical applications of
microfluidics. The topics dealt with include dielectrophoresis, acoustophoresis, and
magnetophoresis. Chapter 13 reviews a few mechatronic devices designed and used
in ASD screening and discusses a few devices used for therapeutic purposes. Chap-
ter 14 conducts a critical and thorough review on vapor/gas sensing properties of a
wide range of electrochemically derived metal oxide nano-forms as the sensing layer
employing a different device configuration. Chapter 15 develops a wearable blood
pressure monitoring system using ultrasound and a microperfusion system using a
metal needle with micro-flow channel for measurement of subepidermal biological
substances. Chapter 16 discusses the fabrication strategies and materials for the
development of physical, chemical, and biosensors. The emerging applications of
flexible electronics in wound healing, wearable electronics, implantable devices,
and surgical tools, as well as point-of-care diagnostic devices, are also explored.
Chapter 17 presents several MEMS devices where the main application is agri-
culture. Chapter 18 shows the design, fabrication, and testing of a multifunctional
MEMS sensor for use in hydraulic systems. The MEMS device is incorporated
into a typical fluid power component. Chapter 19 proposes a piezoelectric-actuated
rigid nano-needle for single cell wall (SCW) cutting. A fabricated tungsten (W)
nano-needle is assembled with a commercial piezoelectric actuator laterally and
perpendicularly. Chapter 20 develops a process planning-driven approach for the
development of a robotic percussive riveting system for aircraft assembly automa-
tion. Chapter 21 introduces photoinduced fabrication technologies for 3D MEMS
devices and examines four technologies and their outcome of applications where
fabricated feature sizes decrease and resolution increases. Chapter 22 presents a
design principle of the OKES by deriving a mathematical model and characterized
the OKES performance in terms of working range, positioning accuracy, resolution,
linearity, bandwidth, and control effectiveness with the nano-positioning systems.
Chapter 23 presents a lab-on-chip microfluidics system for SCM measurement,
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Preface vii

related to the force required to drag a single cell and Newton’s law of motion
inside microfluidics channel. Chapter 24 focuses on the characteristics of micro-
manipulation in terms of the types and principles of gripping forces. Chapter 25
discusses three important aspects of inertial microfluidics: fundamental mechanism,
microchannel designs, and applications. Chapter 26 provides a detailed overview
of the different types of piezoelectric force sensors and the dynamic calibration
techniques that have been used to calibrate these sensors. Chapter 27 introduces a
magnetically driven micro-robotics system to explain the procedure of developing a
magnetic levitation stage and proposes a sensor switching mechanism that combines
magnetic flux measurement-based position determination and optical sensor-based
position detection. Chapter 28 applies 3D printing molding methods to fabricate a
miniature magnetic actuator for an optical image stabilizer, and the application of
robust control techniques to actuate the developed miniature magnetic actuators is
discussed. Chapter 29 deals with the concept of biofeedback control systems and
its structure, and various applicable control methods which are designed to fulfill
different system requirements are provided. Chapter 30 develops an inverse adaptive
controller design method for the purpose of mitigating the hysteresis effect in the
magnetostrictive-actuated dynamic systems.

Finally, we would like to sincerely acknowledge all the friends and colleagues
who have contributed to this book.

Toronto, ON, Canada Dan Zhang
Oshawa, ON, Canada Bin Wei
February 2016
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Chapter 1
Actuation of Elastomeric Micro Devices
via Capillary Forces

Carl R. Knospe and Christina Barth

Abstract Elastomeric materials offer many benefits to MEMS, including smaller
device footprints, greater range of motion, and lower required actuation forces.
Capillary forces are a novel and promising mechanism to produce motion in the
flexible components of microdevices that contain them. Through the phenomenon
of electrowetting these forces can be actively controlled, offering a unique capability
to achieve large motions with small voltages. The theory and application of this
technology is reviewed herein. Experimental results are also presented illustrating
the significant potential of the approach for a wide array of applications.

Keywords Capillary force • Electrowetting • Actuator • Microfluidics •
MEMS • Dielectric • Microdevice • Elastomeric • Electrolyte • Large stroke •
Low voltage • Adaptive optics • Lab-on-a-chip

1 Introduction

1.1 Hybrid Microdevices

The advantages of hybrid microdevices with soft elastomeric components are
increasingly being recognized [1–3]. Elastomeric components have a much lower
modulus of elasticity than the silicon typically employed in MEMS. As a result,
elastomeric flexures do not require the large footprint demanded by micromachined
silicon flexures to achieve low compliance. Lower modulus also means that hybrid
devices require less actuation force to realize a desired deflection. This reduces
both the on-chip space needed for actuators and the actuation power. Elastomeric
materials also permit much higher strain (>100 %) than silicon, allowing signifi-
cantly greater linear and rotational motion of components. Additionally, elastomeric
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2 C.R. Knospe and C. Barth

Fig. 1.1 Parallel plate and comb drive electrostatic actuators

materials enable a tight, yet reversible, seal to be formed between surfaces. Thus,
on-chip valves and pumps for microfluidic applications can be more easily realized.

A suitable actuation technology is needed, however, to complement the capabil-
ities of elastomeric components, one that full advantage of the high compliance,
large deformations, and structural reconfigurability of soft components. While
a variety of MEMS actuating technologies are available, including electrostatic,
electromagnetic, piezoelectric, and thermal, existing technologies are not up to the
task. Each approach has significant disadvantages with respect to one or more of the
following performance metrics: force capability, actuator stroke, power required,
bandwidth, and ease of integration with elastomeric components [4–7].

To illustrate, let us consider electrostatic actuators, the most commonly
used MEMS technology. These can be classified into parallel plate and comb
configurations—see Fig. 1.1. In the former, motion is normal to the electrode
surfaces and in the later it is parallel with them. As a result, stroke is directly
limited by electrode gap in the former. In general, actuators in this family are
simple to fabricate using photolithographic micromachining since they do not
require materials or elements that are difficult to integrate into microfabrication.
Electrostatic actuators typically require voltages much higher than is desirable for
MEMS, often greater than 60 V. In many applications, these actuators are very large
in comparison to the actuation stroke due to several factors including: (1) limited
actuation stroke necessitates significant mechanical amplification to achieve the
required range of motion; (2) limitations on device voltage result in large electrode
surfaces to achieve the force production required for the application, and for comb
drive in particular; (3) the achievable accuracy of lithographically defined features
results in relatively large electrostatic gaps, decreasing actuator effectiveness; and
(4) “side snap-over” instability limits achievable force and stroke.

In this chapter the electrically controlled capillary forces are investigated for the
actuation of elastomeric components in hybrid MEMS. As will be shown, capillary
force actuation can achieve significantly greater forces than can be obtained by
similarly sized electrostatic actuators. Furthermore, results demonstrate that large
actuation strokes can be realized without mechanical amplification.
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1.2 Capillary Forces

Consider a liquid droplet in contact with a solid surface and surrounded by a
medium, either gas or liquid, referred to as the ambient. The contact line surrounding
the wetted area of the solid surface has a radius rc. The interface between the
droplet and the ambient has a surface energy, referred to simply as the droplet’s
surface tension and denoted �al. The surface energy of the interface between the
solid surface and, respectively, the liquid and the ambient will be denoted as � ls and
�as. The contact angle of the liquid with the solid surface, � , is determined by these
surface energies via cos � D .�as � �ls/ =�al.

Two types of forces are exerted on the solid surface by the droplet: (1) surface
tension forces acting at the three phase contact line and tangential to the free
interface and (2) Laplace pressure forces acting over the wetted area and normal to
the solid’s surface [8] (Fig. 1.2). The static pressure difference between the ambient
and the liquid is given by Laplace’s equation:

p D �al

�
1

R1
C 1

R2

�
(1.1)

where R1 and R2 are the radii of curvature of the liquid’s free interface. To illustrate
the difference between the surface tension and Laplace forces acting upon a surface
consider the case of a short liquid bridge extending between two parallel solid planar
surfaces as shown in Fig. 1.3. The radii of curvature at the bridge’s waist are R1 D r1

Fig. 1.2 Two types of forces exerted by a liquid droplet upon a solid surface—Left: surface tension
force acting at the contact line, F� D 2�rc�al sin � ; Right: Laplace pressure acting over wetted
area, Fp D �r2c p

Fig. 1.3 Geometry of
axisymmetric liquid bridge
extending between two
parallel surfaces of spacing h
illustrating radii of curvature
of interface
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and R2 D �r2 D �h cos .�=2/. The surface tension force, F� , is then found by a
line integral of the surface tension over the contact line:

F� D �2��al sin � (1.2)

where the negative sign indicates that this force is acting to bring the solid surfaces
closer together. The Laplace pressure is

p D �al

�
1

r1
� 2 cos�

h

�
(1.3)

The integral of the pressure over the wetted area (r1 � rc) yields the force due to
the Laplace pressure:

Fp D �r2c p D �rc�al

n
1 � 2

� rc

h

�
cos �

o
(1.4)

The net force exerted upon the solid surface by the drop is then

F D �rc�al

n
1 � 2 sin � � 2

� rc

h

�
cos �

o
(1.5)

The Laplace pressure force will be much larger than the surface tension force if
h � rc [8]. Since the Laplace pressure is inversely dependent on the radii of
curvature, as the magnitude of the radius R2 is decreased the magnitude of the
Laplace pressure increases rapidly. If properly engineered, capillary forces can
provide a highly effective means for actuation in hybrid MEMS.

To illustrate the potential of capillary forces for the deformation of elastomeric
microdevices, consider the novel transpiration actuator described by Borno et al. [3]
and shown in Fig. 1.4. This passive polymeric microdevice, inspired by the spore
dispersal mechanism of ferns, uses the capillary forces of water between ribs to
deform the elastic spine connecting the ribs. When not loaded with water, the spine
has a circular form of diameter � 1 mm. When water is added, the spine straightens
and extends due to the capillary forces acting upon the ribs. As the water evaporates,
the spine returns to its original circular form. Between the wetted and dry state the
spine’s tip moves more than 3.5 mm and rotates more than 330ı.

The scaling of capillary forces is particularly well suited for the deformation
of such soft structures, inspiring many innovative concepts such as the recently
developed capillary origami [9] shown in Fig. 1.5.

Micromechanical systems employing capillary forces do not need to be passive
devices like those above. Capillary forces can also be electrically controlled via
the phenomenon of electrowetting on dielectric (EWOD). In electrowetting the
application of an electrical potential to a conducting liquid placed on a dielectric-
covered electrode causes the liquid to spread upon the dielectric surface [10–14].
The apparent contact angle of the liquid on the surface decreases and the surface acts
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Fig. 1.4 Uncoiling elater—Left: microdevice geometry and scale (400 m). Right: (a) dry device
before filling water between fins; (b) 0.5 s after filling, device has begun initial deformation due
to capillary pressure acting to pull fins together; (c) full deflection, 2 s after filling; (d) 20 s after
filling, evaporation has begun to return the device to its original state. Figure adapted from Borno
et al. [3], doi:10.1088/0960-1317/16/11/018 © IOP Publishing. Reproduced with permission. All
rights reserved

as increasingly hydrophilic. This change in contact angle results in a change in the
curvature of the droplet’s free interface and thus induces a change in droplet internal
pressure. This change in pressure is the key to capillary force actuation, a novel and
promising approach to actuation in MEMS [15–18]. The promise of electrically
activated capillary forces for actuation was demonstrated for a conventional MEMS
device in [18]. In the experiment a liquid bridge was placed between a fixed
plate electrode and a plate electrode supported by micromachined beam flexures.
Both electrodes were manufactured from silicon wafers that were covered by a
30 nm oxide film and a 30 nm hydrophobic polymer. The liquid bridge was 100�m
in height and approximately 1 mm in diameter. A maximum deflection of 5�m
was achieved with 40 V applied. This corresponds to an actuation force of over
200 �N. For comparison, a parallel plate electrostatic actuator with the same area
and electrode gap would achieve only 3 �N at this voltage. Thus, forces greater than
60 times that of electrostatic actuation can be achieved via capillary pressure.

http://dx.doi.org/10.1088/0960-1317/16/11/018
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Fig. 1.5 Capillary origami–an elastic planar sheet wraps around a droplet to encapsulate it. (1)
sheet before droplet’s addition; (2) during the process of encapsulation; (3-4) final configuration.
Reprinted figure with permission from [9]. Copyright 2007 by the American Physical Society

In the following section the characteristics of electrowetting that are particularly
relevant to the actuation of hybrid microdevices are reviewed.

2 Electrowetting

2.1 Introduction

Consider a typical electrowetting experimental setup (Fig. 1.6): a sessile droplet is
surrounded by an ambient gas. The dielectric layer is an oxide that is covered by
a thin fluoropolymer topcoat to render the surface hydrophobic and to minimize
contact angle hysteresis so as to allow easy movement of the contact line upon the
surface. The droplet is an aqueous solution of an inorganic salt. An electric potential
is applied between a wire inserted into the drop and the electrode.

Ideally, the change in apparent contact angle in electrowetting is governed by the
Young-Lippmann equation:

cos �v D cos �0 C "d

2�altd
v2d (1.6)

where � v is the apparent contact angle of the liquid with applied field, �0 is the native
contact angle (without field), "d is the permittivity of the dielectric, td is the thickness
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Fig. 1.6 Typical
electrowetting on dielectric
(EWOD) setup

of the dielectric layer, and vd is the voltage across the layer. Equation (1.6) predicts
that perfect wetting (i.e., zero contact angle) will be achieved at a finite voltage. In
practice, however, the contact angle will cease to decrease beyond a certain voltage,
a phenomenon known as contact angle saturation. A variety of mechanisms have
been proposed for contact angle saturation, most of which are related to the leakage
of charge near the contact line. These include instability of the contact line and
expulsion of satellite droplets; charge trapping in the dielectric layer; and electrical
breakdown of the dielectric layer [10, 11, 13]. More than one of these mechanisms
may contribute to anomalous electrowetting behavior at higher voltages.

2.2 Physics of Electrowetting

Electrowetting is an electromechanical phenomenon in which the applied electric
field causes an electrostatic pressure on the liquid surface near the contact line
[10]. Thus, it is important to understand the interactions of electric field, ions, and
liquid to understand the dynamics of capillary force actuation and how to engineer
devices to achieve performance metrics. This discussion will begin with the case
of a perfectly conducting liquid. As the liquids typically employed have very high
conductivities, this assumption is a reasonable one to begin; its shortcomings will
be examined afterwards. When electric potential is applied, it causes an electric
field, which results in the migration of ions in the liquid. In the perfectly conducting
case, the free charge appears at liquid’s interface and screens the electric field
from the liquid’s interior. An electrostatic pressure is applied to the interface by
the interaction of the ions with the electric field induced by the applied voltage
[14]. In response to this pressure the conducting liquid is pulled outward causing
increased wetting of the substrate. The electrostatic pressure also strongly affects
the curvature of the liquid/ambient interface proximate to the contact line. Since the
surface energy of the solid/liquid interface is unchanged, the actual contact angle
in electrowetting is not altered by the application of voltage—it remains �0. The
effective contact angle that determines the free interface, however, does change
with applied potential and it is typically measured via optical imaging. It is this
change in apparent contact angle that is captured by the Young-Lippmann equation,
Eq. (1.6). The transition of the liquid profile tangent from native contact angle (�0)
to apparent contact angle (� v) is not easily imaged since the characteristic length
scale of the transition is the dielectric thickness. With significant electrowetting the
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Fig. 1.7 Helmholtz/diffuse
layer model of solvated ions
near the contact line during
electrowetting (size of ions
greatly exaggerated for
purposes of illustration)

pressure associated with the high concentration of ionic charge and field in this
region results in strong local curvature of the gas–liquid interface. The local electric
field present in the dielectric layer is dependent on both the electric potential of the
liquid and the shape of the interface in this region. In short, application of electric
potential results in charge migration, the alteration of the liquid profile, and the
redistribution and concentration of the local electric field in the dielectric layer.
Thus, the transition region plays a critical role in the mechanisms of charge leakage
and electrical breakdown that are thought to result in contact angle saturation and
decreased electrowetting performance. In the more realistic case of liquids that do
not act as perfect conductors, the transition layer’s structure will depend upon the
influences of thermal, electrical, and intermolecular forces. Standard models of the
liquid/ambient interface consist of a surface layer of oriented water molecules (since
dipoles tend to align with field), followed by a Helmholtz lamina of solvated ions,
and then a diffuse region of ions in which the potential falls exponentially to that
of the bulk (electroneutrality) [19], see Fig. 1.7. We would expect the combined
thickness of the Helmholtz and diffuse regions to be in the range of 1–10 nm,
depending on ions, solvent, and field. It is clear that these dimensions are not
negligible in comparison to the characteristic length scale of the transition region
(10–100 nm).

3 Capillary Actuation Dynamics

In examining the actuation dynamics it is useful to consider the time constants
of various phenomena in the chain of events that ensue after a change in applied
voltage. In a previous paper [16] the author explored this in detail for conventional
MEMS devices with capillary actuation via electrowetting. Many of the insights
obtained also hold for elastomeric devices and are therefore useful for the present
discussion.
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When a step in voltage is applied to a hybrid capillary device, there will first
be a charging of the dielectric’s capacitance. This would occur very quickly with a
time constant of about 0.1 �s. Then, the contact angle would change; flow would
occur only proximate to the free interface. The time constant for this behavior would
be on the order of 10 �s. The local change in interface shape would then set up
a pressure differential causing further changes to the free interface, bulk droplet
flow, and the beginning of movement/deformation of any participating adjacent
elastomeric surfaces. With bulk flow, the liquids free interface would continue
to advance and change shape, but at each time instant it would approximately
assume an energy-minimizing surface (due to the small time constant associated
with capillary waves)—i.e., quasi-static behavior. Typically, the period of bulk flow
and solid surface movement would be on the order of 10 ms, slowly ending in the
device reaching a new equilibrium and flow ceasing at about 100 ms.

These dynamics are governed by nonlinear differential equations with the
nonlinearities arising from four sources: (1) the change in wetted area with the
motion of elastomeric surfaces arising from volume conservation; (2) the nonlinear
damping introduced by the squeezing of liquid between surfaces; (3) the Lippmann-
Young electrowetting equation, and (4) nonlinear elastic behavior associated with
large displacements of flexible components. The first source is responsible for any
“snap down” (saddle node) bifurcation if it occurs in a hybrid device.

4 Advantages

Capillary force actuation has several advantages for hybrid microdevices.
Large Stroke. Like electrostatic comb drive actuators, capillary force devices

produce force through increasing the stored capacitive energy with deflection by
increasing the capacitive area. Therefore, the gap between electrodes can remain
constant during deflection, unlike the case of electrostatic parallel plate actuators.
This feature decouples the thickness of the energy storing capacitance from the
actuation stroke. Thus, the thickness can be made as small as practical (so as to
improve force capability) without requiring any sacrifice of actuator stroke.

Large Pressure Changes. The pressure change that can be achieved depends on
several factors including saturation contact angle, geometry of the free interface,
and surface tension of the liquid. The last of these would not be important if contact
angle saturation did not occur as it would otherwise cancel out in the governing
equations. In all cases, the key factor is the change in capacitance with deformation
of the flexible element. The thickness associated with the capacitive energy storage
should be as thin as practical so as to maximize this change. With electrowetting
actuation this thickness can be much smaller than is achievable with comb drive
actuation, 50 nm in comparison to 1000 nm. Furthermore, the permittivity of the
capacitive element may be three to ten times greater than the gap in comb drive.
Thus, pressures 60 times greater than electrostatic actuation can be achieved, as has
been demonstrated in experiments [18].
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Application of Pressure to All Surfaces in Contact with Droplet. One key
feature of this approach that makes it particularly well suited to the actuation
of elastomeric components is that the pressure acts upon all surfaces in contact
with the liquid, not just those that contain electrodes, unlike electrostatic actuation.
Thus, capillary pressure can be used to deform soft structural elements that do not
contain electrodes. This capability can enhance the types of deformations that can
be induced and greatly simplify device fabrication. Since the liquid conforms with
flexible components as they change shape the pressure will continue to act even after
dramatic changes in shape. This capability is made clear by example of capillary
origami [9] (Fig. 1.5).

5 Applications

Flexible capillary microdevices have many potential applications ranging from med-
ical care to astronomical optics. Here several potential applications are examined.

Lab-on-a-Chip. Over the past decade rapid progress has been made in the minia-
turization of chemical and biological analysis onto microdevices, often referred to as
Lab-on-a-Chip [20]. This technology holds many promises including smaller sam-
ples, quicker analysis, and parallel processing capability. Critical to this technology
is the ability to manage the flow of nanoliter samples in a network of microchannels
through flow control devices such as valves and pumps. Active valves technologies
today suffer from slow response speed, large power requirements, and bulky off-chip
equipment. For example, one common design employs an elastomeric membrane
as the valve moving-element, with actuation of this membrane accomplished
pneumatically using an external air pump. Similar designs are common for flow
generation, including peristaltic and diaphragm pumps [21]. To reduce device size,
minimize power consumption, and enhance portability, development of a totally
integrated microfluidic device, with flow control integrated on the substrate, is
highly desirable. Capillary pressure is an ideal mechanism for the deformation of
membranes (or other soft structures) in microfluidic devices, as the electrodes do
not need to be integrated into the soft elements.

Adaptive Optics. Adaptive optics systems correct image distortion through the
adjustment of the surface shape of a deformable mirror (DM) to alter the light
wavefront. AO systems are now common in astronomical imaging and are making
inroads into diagnostic retinal imaging [22–26]. Mirror shape change is achieved
by electrical signals to arrays of actuators behind the mirror surface. Today, most
adaptive optics systems use an array of piezoelectric or electrostatic actuators to
deform the DM surface. Actuation requires high voltages and only a limited range
of motion (about 1 �m) can be achieved. NSF’s Roadmap for the Development of
Astronomical Adaptive Optics found that actuation technology for adaptive optics
was a “significant technical hurdle” for future telescopes. The report cited large
stroke (up to 10 �m) deformable mirrors as a “high priority investment need”
[23]. For clinical ophthalmic applications, DMs also need greater stroke for retinal
imaging (up to 50 �m) so as to adjust for wavefront errors that occur in the eyes of
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the patient population [26]. The required accuracy and stability of motion control
for adaptive optics applications is a small fraction of a wavelength and therefore
feedback control is typically used in these systems.

Braille Displays. Over 40 million people worldwide are blind and have great
difficulty using computers, tablets, e-readers, and cell phones, in spite of the
advent of text-to-speech software. Current refreshable Braille displays are both
prohibitively expensive and too bulky for these applications [27]. Their complexity
also precludes the display of a full page of text, requiring the reader to alter her
reading patterns. To achieve a refreshable Braille display with low cost, weight,
and power, will require a large stroke actuation technology (300–500 �m) that can
be manufactured by high throughput processes such as photolithography and inkjet
printing. The required force for holding a raised dot during reading is 0.15 N [27].
However, if actuation is used to release and lower the dot, then it is not necessary
that this force level is achieved by the microactuator.

Microendoscopes. Recently miniaturized laser-scanning microendoscopes have
been developed for clinical use and biomedical research [28, 29]. These devices
require large stroke actuation for x-y scanning and focal depth adjustment. Such
devices, if equipped with a significant frame rate, could perform minimally inva-
sive diagnostics in the lungs, urinary tract, and ovaries; and guide therapeutic
interventions. This technology could have a profound impact upon health care,
eliminating the need for unnecessary, costly, and worrisome biopsies for many
patients. Typically, these systems require strokes of 100 �m or more and a scan
frequency greater than 10 Hz [29].

6 Example

To illustrate the use of energy approaches for analysis of hybrid devices with
capillary actuation an example problem will be examined here. This analysis also
illustrates the interplay of surface tension, elastic bending forces, and electrostatic
forces in the static behavior of hybrid devices.

Consider the hybrid device illustrated in Fig. 1.8. An elastomeric rectangular
membrane of length l and width w is in contact with a droplet that electrowets into a
hydrophobic cavity of height h width w. The membrane without any applied forces
has curvatures 0 about the x axis and 1/Ru about the y axis. The droplet wets the
entire underside of the membrane and is pinned along one edge of the membrane and
one edge of the cavity structure. The top surface of the cavity is an electrode and the
bottom surface is an electrode covered with a dielectric thickness td, and permittivity
"d. The net surface tensions of the top (i D 1) and bottom (i D 2) surfaces are given
by �i D �lsi � �asi where �lsi and �asi are the surface energies of the liquid/solid
and ambient/solid interfaces. The contact angles of the liquid on these two surfaces
(without applied voltage) are denoted � (1) and � (2). The angle of the membrane
tangent at its end is denoted  . For this analysis the complex liquid interface shape
at the device ends (extremes of y) will be approximated by planes as we seek an
analytic result; if the width is sufficiently large this approximation will have little
impact as the energy associated with end effects will be small. It is assumed that as
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Fig. 1.8 Capillary force actuation of elastomeric membrane in hybrid MEMS device

electrowetting into the cavity occurs the membrane will continue to have uniform
curvature with that about the x axis remaining 0. This along with the assumption
about end effects yields a single degree of freedom problem. Finally, it is assumed
that the variation in area of the liquid/ambient interface within the cavity is small as
electrowetting occurs; this is reasonable if the cavity height h is small in comparison
to other dimensions. Denote the penetration of the liquid into the cavity by u.

Since the membrane has constant curvature throughout and the length l is
constant, the radius of curvature R and the membrane tangent angle are related by

R D l

 
(1.7)

From trigonometry, the total volume of liquid is given by

V D w

2

�
l

 

�2
.sin �  cos /C uwh C Vdead (1.8)

where the last term is the dead volume in the device. Taylor series expansion of the
first term and linear approximation yields:

V D wl2

6
 C uwh C Vdead (1.9)

This expression is well justified for 0 �  < 0:9 rad. Since volume is conserved
this expression upon differentiation yields:

du

d 
D � l2

6h
(1.10)
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The total liquid/ambient surface area can be found via trigonometry and approxi-
mated (again, after Talyor series expansion) as:

Sal D
�

wl

2
C l2

3

�
 C wh (1.11)

The total energy of the device is the sum of the capacitive energy, ambient/liquid
interface energy, liquid/solid interface energy, and membrane bending energy:

Etotal D Ecap C Eal C Els C Ebend (1.12)

The first of these is based on the capacitance of the wetted area of the dielectric:

Ecap D �
�
1

2

�
"dwu

td
v2d (1.13)

and the second and third terms are simply the surface tension multiplied by the
interface area:

Eal D �alSalEls D .�1 C �2/wu (1.14)

The bending energy can be found in terms of the mean curvature of the membrane
with applied capillary pressure (H) and without (Hu)

Ebend D 1

2
Kb.H � Hu/

2wl (1.15)

where Kb is the flexural rigidity, H is the membrane mean curvature, given by

H D 1

2

�
�x C �y

�
(1.16)

and the membrane curvatures are �x D 0 and �y D 1=R. For the membrane without
applied capillary pressure these quantities are �x D 0 and �y D 1=Ru. Hence, the
bending energy is:

Ebend D 1

2
Kb

�
1

2R
� 1

2Ru

�2
wl (1.17)

Using Eq. (1.7) this relation can be expressed in terms of the membrane tip tangent
angle as:

Ebend D 1

8
Kb

w

l
. �  u/

2 (1.18)



14 C.R. Knospe and C. Barth

The minimum of the total energy with respect to  is the equilibrium for a given
voltage. Setting the differential of Etotal with respect to  equal to zero yields the
desired expression after some algebra:

 D  u C 4
l2

Kb

�
l

6h
.�1 C �2/�

�
1

2
C l

3w

�
�al
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�
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(1.19)

The membrane tip tangent angle with no voltage applied,  0 0, therefore is:

 0 D  u C 4
l2

Kb

�
l

6h
.�1 C �2/ �

�
1

2
C l

3w

�
�al

	
(1.20)

Thus, the no voltage angle  0 is greater than the angle present with no capillary
force acting,  0, (i.e., device not loaded with liquid) if

�1 C �2 >

�
3h

l
C 2h

w

�
�al (1.21)

Since �1=�al D � cos �.i/ this condition is:

� cos �.1/ � cos �.2/ >

�
3h

l
C 2h

w

�
(1.22)

which will occur only if the upper and lower surfaces of the cavity are sufficiently
hydrophobic. Otherwise, when the droplet is loaded into the structure the capillary
pressure will pull the membrane down. Using the contact angle relations Eq. (1.20)
can be rewritten as:

 0 D  u � 2�all3

3Kbh

�
cos �.1/ C cos �.2/ C

�
3h

l
C 2h

w

�	
(1.23)

From Eq. (1.19), the membrane tangent angle as a function of voltage is therefore:

 D  0 � 1

3

�
l2

Kb

��
l

h

��
"d

td

�
v2d (1.24)

Hence, the degree of membrane actuation at a given voltage is improved by (1)
increasing the dielectric permittivity "d and decreasing dielectric thickness td; (2)
increasing the ratio of membrane length l to cavity height h, and (3) decreasing the
membrane flexural rigidity Kb.

Consider a device with a PDMS membrane with an 80 �m thickness, 500 �m
length, 180 �m width, and membrane tip angle of 40ı (without liquid). Suppose
that the cavity has height of 40 �m and that the liquid has a contact angle on the
upper and lower surfaces of 110ı. Furthermore, let the dielectric thickness be 70 nm
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and its relative permittivity be 3. After the liquid has been placed in contact with the
membrane the membrane tip angle will remain unchanged. As voltage is applied to
the device the membrane will uncurl until it achieves a flat configuration ( D 0)
when 10 V is applied.

7 Experimental Results

To illustrate the potential of electrically controlled capillary forces for the actuation
of soft structures, consider the actuated membrane prototype developed by the
authors (Fig. 1.9). This device has achieved a large actuation stroke while operating
with low voltage. The device is composed of a conducting liquid droplet extending
between two parallel plates. The upper plate consists of a glass slide in which a
875 �m hole has been laser cut. A 40 �m thick PDMS layer was placed on the top
surface of the glass, covering the hole, to form the membrane. The bottom surface
of the upper plate was coated with a gold layer to form an electrode. The lower plate
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Fig. 1.9 Actuation of an elastomeric membrane via an electrowetting-induced change in capillary
pressure. (a) Illustration of device configuration; (b) close-up images showing change in contact
angle on the EWOD substrate, left image is 0 V, right image is 22 V. Droplet is bright due to
fluorescence. Location of upper and lower electrodes indicated by lines, spacing is 120 mm;
(c) entire images for 0 and 22 V showing optical fiber used for interferometric measurement
of membrane deflection. Multiple droplet images appear due to reflection; and (d) membrane
deflection and applied voltage during cycling test
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consists of a glass slide upon which an aluminum film was deposited. The aluminum
was anodized to provide a 44 nm thick dielectric layer of Al2O3. This layer was
then covered, via spin-coating, with an ultrathin (30 nm) film of hydrophobic
fluoropolymer (Cytop). The test device was constructed by depositing a droplet
of an aqueous solution (0.1 M Cs2SO4 in DI water with 10 �Mol/L fluorescein
salt) under the membrane and bringing the two surfaces close together, with
controlled separation achieved via microbeads spacers. When voltage potential was
applied between the electrodes, the droplet electrowetted upon the lower surface,
lowering the droplet’s capillary pressure, and causing the membrane to deflect
downward. The droplet shape was observed via side-view imaging of the droplet’s
fluorescence under laser excitation. Membrane displacement was measured via a
white-light interferometer with light directed by an optical fiber at the center of
the membrane. In the test shown, the voltage was cycled between 0 and 22 V. The
membrane deflects by over 10 �m. The measured membrane displacement agrees
with predicted values to within 10 %, providing an important verification of the
actuation principle. Some loss in motion occurs with repeated cycling; this is due to
charge injection into the fluoropolymer which then acts as an electret.

8 Conclusion

Capillary pressure offers a unique approach to manipulate microscale structures.
It is particularly well suited for the actuation of flexible components since the
liquid employed will conform to the elastomeric component during its deformation.
Electrowetting provides a means to control the capillary pressure, making this
capability available for active devices. A further advantage of this approach is that
flexible components need not be electrically conducting. Capillary force actuation
can achieve strokes much larger than electrostatic actuation while employing
voltages that are significantly lower.

Research is needed on several fronts to further develop this capability. First,
the presence of contact angle saturation limits the pressure changes that can be
achieved. Even small reductions in the saturation angle would result in substantial
improvements in pressure changes that are delivered to flexible surfaces. Second,
achieving larger strokes (20–100�m) is important to the adoption of this technology
in a number of applications. This can be accomplished through the optimization of
device geometry. Last, better techniques are needed for the fabrication and assembly
of these hybrid MEMS. The use of inkjet printing for the loading of droplets into
devices is particularly promising.
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Chapter 2
MEMS Accelerometers: Testing and Practical
Approach for Smart Sensing and Machinery
Diagnostics

A. Albarbar and S.H. Teay

Abstract Micro-Electro Mechanical Systems (MEMS)-based sensing elements are
gaining wider acceptance and adoption for static and dynamic (mobile) applications.
Recent increase in demands for reliable wireless sensing nodes has necessitated
seeking alternatives to expensive conventional accelerometers to perform multi-
control and monitoring tasks. Owed to their size and cost, MEMS accelerometers is
one of the alternative options.

This chapter provides insight into the fundamental design, working princi-
ples and practical guidance to MEMS accelerometers. Details of experimental
set-ups, signal conditioning and data processing are also provided to construct
integrated performance assessment system. Performance assessments are carried out
using sinusoidal excitations, impulsive (hummer testing) and random excitations.
Subsequently, calculations and comments on frequency response functions, signal-
to-noise ratios and phase distortions are outlined. Finally, guidelines to practical
adoption of MEMS accelerometers such as packaging, establishing smart vibration
sensing nodes and extraction of condition-related information are given.

Keywords MEMS accelerometers design and testing • Performance assessment
of MEMS accelerometers • Vibration measurement using MEMS sensors • Smart
sensor design and implementation • Machinery-condition monitoring

1 Introduction

Vibration analysis is one of the most usable methods in machinery-condition
monitoring. It plays a significant role in the dynamic qualification of newly designed
structural components, prediction of faults and structural aging-related problems,
and several other structural dynamics studies and diagnosis [1–3]. One reason for
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its wide use is its capacity to monitor vibrating machines without interrupting
normal operations. In addition, the vibrating mechanisms of most machineries and
structures are fundamentally well known, giving rise to the possibility of detecting
many faults in accordance with the characteristics of the vibration responses.
Furthermore, the progress of vibration signal processing techniques, computing
capabilities, reliable performance of vibration instrumentation such as wide-band
transducers and portable analysers has caused this technique to be extensively used
around the world.

As an example, in machinery-condition monitoring, accelerometers are often
used to measure their vibration (acceleration) signals, which may lead to the detec-
tion of any deviation from normal signatures. Vibration waveforms are interpreted
and processed in a variety of ways such as peak values and variance of the signal in
the time domain, and power spectral analysis in the frequency domain [4].

Vibration has traditionally been sensed using piezoelectric accelerometers. These
are accurate and reliable, but have some inherent problems: they are difficult
to mass-produce, and they have high source impedance, which means that their
signals must be very carefully amplified. Moreover, the use of the traditional
piezoelectric accelerometers for simultaneous multiple data collection points was
considered to be impractical; this is mainly because of their cost as well as the
costs of the associated electronic signal conditioning units. Other types such as
piezoresistive accelerometers have limited resolution and can be used only for low
and medium frequencies. Low resolution is also a disadvantage of electrodynamic
accelerometers. The capacitive type accelerometers have low resolution and are
fragile. Commercially, several types of accelerometers manufactured by many well-
known manufacturers are available all over the world. In vibration-measurement
filed tests, accelerometers of mainly Integrated Circuit Piezoelectric (ICP) type, are
found not to be able to measure the non-stationary impulsive responses of structures
accurately all the time. However, confidence in measuring impulsive signals using
the charge-type piezoelectric accelerometers is very good [4, 5].

Obviously, the quality of the vibration-based diagnosis and/or identification
of vibration-related problems mainly depends on the measured responses using
accelerometers. Therefore, good performance and high reliability of the com-
mercially available accelerometers is very important. Additionally, the use of
conventional accelerometers for multiple data collection points may increase the
complexity of monitoring system because of the associated electronic units that are
externally connected to the accelerometers. Consequently, the need for cheaper and
more reliable devices is well recognised.

With increasing demands for wireless sensing nodes used for assets control and
condition monitoring; the need for alternatives to those expensive conventional
accelerometers in vibration measurements has risen. Micro-Electro Mechanical
Systems (MEMS) accelerometers are one of the available options because of their
small size, newer technology and low cost, e.g. MEMS accelerometer may be
within 10 % of the cheapest commercially available conventional accelerometers
that come with a signal conditioning unit [4, 5]. According to Yole’s Development
report, the total market for MEMS is expected to exceed $20 Billion in 2020.
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The average price of MEMS accelerometers across all applications decreases, from
an average of $2.50 in 2004 to less than $1.70 in 2015, with consumer applications
driving the price down [6]. MEMS technology is used in some sectors such as
automotive industry for measuring pressure, temperature and air bags systems.
A few earlier researches compared the performance of MEMS accelerometers with
the conventional ones. The main differences are mainly in actuation frequencies,
amplitudes and phase shifts. In general, the selection of accelerometers is based on
their technical specifications and the measurement requirements. The main technical
specifications that decide the use of accelerometers are as the following:

(a) Sensitivity is the ratio of the electrical output of the accelerometer to its
mechanical input. The output usually is expressed in terms of voltage per
unit acceleration. The specification of sensitivity is sufficient for instruments,
which generate their own voltage, independent of an external power source. The
sensitivity of an instrument requiring an external voltage usually is specified in
terms of output voltage per unit of voltage supplied to the instrument per unit
displacement, velocity, or acceleration, e.g. milli-Volts per g of acceleration.

(b) Frequency range is the operating frequency range over which the sensitivity
of the transducer does not vary more than a stated percentage from the
rated sensitivity. The range may be limited by the electrical or mechanical
characteristics of the transducer or by its associated auxiliary equipment.

(c) Amplitude limit specifies the maximum range of acceleration that can be
measured by the accelerometer.

(d) Shock limit represents the maximum level of acceleration the accelerometer can
withstand without any damage to the unit.

(e) Linearity indicates the accuracy of the measured acceleration amplitude within
the corresponding frequency range.

(f) Natural frequency which is indirectly indicative of the measuring frequency
range. In general, a higher natural frequency allows a larger measuring fre-
quency range of an accelerometer.

However, the use of vibration analysis in condition-monitoring is based on three
key points:

1. A frequency component identifies the basic problem.
2. The amplitudes of this component and its harmonics indicate the severity of the

problem.
3. Phase relationships are used to distinguish between looseness and eccentricity

(fault diagnosis).

While a vibration spectrum can reveal much about the ranges of motion and
flexibility (resonance) of a machine, the frequency domain does not yield all the
answers. The time domain is the only place we can identify peak and peak-to-
peak amplitudes of each cycle, phase relationship between signals, and the presence
of such distinctive characteristics as truncated waveforms, pulses and modulation.
The calibration procedure adopted, generally uses the sinusoidal vibration generator
(shaker) with varying frequencies and amplitudes to characterise the accelerometer
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being calibrated. This is achieved by comparing its measured responses with
other well-calibrated accelerometers. Accuracy of sinusoidal response measurement
satisfies the calibration procedure requirements. However, accelerometers are in
general used for measuring periodic signals (e.g. sinusoidal), as well as impulsive
and random signals.

2 Types and Design of MEMS Accelerometer

Generally, MEMS accelerometers are divided into two groups: piezoresistive
MEMS accelerometers and capacitive MEMS accelerometers.

2.1 Piezoresistive MEMS Accelerometers

Piezoresistive MEMS accelerometer is also known as strain gauge MEMS
accelerometer. Unlike piezoelectric-typed sensor, piezoresistive MEMS accelerom-
eter changes in resistance across the piezo material when stress is applied. The
history of piezoresistive MEMS accelerometer could be found in late 1970s.
Roylance et al. have successfully developed a first prototype of silicon-based strain
gauge accelerometer at Stanford University [7]. The mechanism of piezoresistive
MEMS accelerometer is simple. The first design of silicon piezoresistive MEMS
accelerometer consists of a frame, a proof mass and a thin beam as shown in
Fig. 2.1. The strain gauge is placed on the top layer of the beam, forming a half
bridge connection. When acceleration is applied to the sensor, the normal force
causes the beam to bend, leading to a change in resistance of the strain gauge. The
half bridge configuration gives proportional output to the acceleration. The proposed
design has become a fundamental topology of piezoresistive MEMS accelerometer.
Multiple beam-mass system has been introduced to improve the accelerometer’s
merit of figures [8]. Technically, piezoresistive MEMS accelerometer provides good
sensitivity. However, their low tolerance on ambient temperature conditions and
self-heating characteristics have been the development bottleneck [9]. Benefitting
from recent micro-fabrication technology, such difficulties could be overcome and
nowadays, there are relatively robust piezoresistive MEMS accelerometers available
in the market [7].

Using similar design techniques, higher number of axis, e.g. three-axis piezore-
sistive accelerometers, could also be manufactured as shown in Fig. 2.2. Four
beams with eight piezoresistors configuration are integrated to sense acceleration
in three different directions. This configuration could be visualised in an equivalent
Wheatstone bridge topology as shown in Fig. 2.2c. The parallel accelerations along
x, y and z-axis introduce beam deformation and cause compressive and tensile stress



2 MEMS Accelerometers: Testing and Practical Approach for Smart Sensing. . . 23

F
ra

m
e

P
ro

of
 m

as
s

B
ea

m

A
A

’

F
ra

m
e

a b

F
ra

m
e

B
ea

m

P
ro

of
 m

as
s

A
A

’

Fig. 2.1 Schematic diagram of piezoresistive MEMS accelerometer (a) top view, (b) cross-
sectional view [7]

in each piezoresistor. The corresponding changes are outlined in Table 2.1. One
additional rationale of using Wheatstone bridge is to nullify the defects caused by
temperature drifts in piezoresistors [7, 8].

For packaging design, the piezoresistive MEMS accelerometer is wafer encapsu-
lated with etched glass caps, preventing over-range protection and fluidic squeezed-
film damping. To ensure better measurement experience, the transfer function
between sensor surface and glass gap can be evaluated using their damping
coefficients based on mass-spring-damper mechanical system analysis [8].

2.2 Capacitive MEMS Accelerometer

Silicon design of capacitive MEMS accelerometer allows low cost mass production
due to the mature technology on surface micromachining. ADXL series from
Analog Devices is one of dominant capacitive MEMS accelerometers in the market
[4]. Application of capacitive MEMS accelerometer include smartphone devices,
smart sensor system and low cost embedded monitoring system. Essentially, the
schematic diagram of capacitive MEMS accelerometer is illustrated in Fig. 2.3.
The movement of the proof mass due to an acceleration of the device changes
the capacitance value between electrodes on stationary fingers. This difference in
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a b

c

Fig. 2.2 Structural schematic of three axis piezoresistive MEMS accelerometer [9] (a) model
view, (b) top and cross-sectional view, (c) equivalent Wheatstone bridge model

capacitance can be used to measure acceleration. An equivalent electronic circuit
incorporated with the capacitive model in Fig. 2.3 is shown in Fig. 2.4. The part
inside the rectangular box represents which its output is the differential capacitance
value from electrodes. The equivalent circuit contains signal source, a buffer
amplifier, a filter, a synchronous demodulator and electro-mechanical feedback
loop with a feedback amplifier. This model has the sensitivity of 20 mV/g for an
operational range of 0–50 g [9, 13]. To improve accuracy, symmetric design and
differential sensing are able to reduce the effect of thermal mismatch to a minimum
and linearises the capacitance different to acceleration relationship. In modern
design, Zhou et al. have proposed an MEMS capacitive accelerometer with fully
symmetrical double-sided H-shaped beam, of which the sensitivity of the device is
0.24 V/g with nonlinearity of 0.29 % over the range of 0–1 g [14].

Optimisation problem is always a concern in designing a robust capacitive
MEMS accelerometer. General design criteria include manufacturing costs,
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Proof
mass

Spring
legs

Anchor to
substrate

Stationary fingers

Inertia force

Fig. 2.3 Schematic diagram breakdown respective circuit model of capacitive MEMS accelerom-
eter [10]

Differential capacitor

Amplifier

Feedback
amplifier

Filter

Inverter

Signal
source

Synchronous
demodulator

Output

Fig. 2.4 Equivalent circuit of the integrated MEMS accelerometer [11, 12]

full-scale range, structural geometry and threshold acceleration [15]. Due to the
complexity of the mechanism, the performance of capacitive MEMS accelerometer
is still far from trivial. Various techniques have been carried to study the variables
of capacitive MEMS accelerometer to optimise its performance and robustness
[16, 17].
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3 Testing and Calibration

Calibration is carried out on a variety of equipment in different situations to ensure
that the equipment will produce results, which meet pre-defined operating criteria.
In the context of calibration of devices (MEMS accelerometers), a calibration
involves determining the performance of the sensor in reference to a known
standard. Adjustment of the overriding system may be a part of a calibration, but
not always.

In practical applications, accelerometers are usually used for measuring the
periodic (sinusoidal, sweep-sine, step-sine, multi-sine, etc.), impulsive and random
signals. Hence, these tests are usually carried out on a similar test set-up to that
shown in Fig. 2.5, and subsequently the outputs of MEMS accelerometers are
compared with well-calibrated accelerometers.

3.1 Performance Evaluation

In order to assure meaningful outputs, the performance of MEMS accelerometers
have to be critically assessed and calibrated. Albarbar et al. have conducted a
comprehensive study on performance of MEMS accelerometer for machinery-
condition monitoring [4, 5]. Three MEMS accelerometers (denoted as A, B
and C) have been validated by comparing their performance with a well-calibrated,
conventional accelerometer and subsequently were utilised to measure the vibration
signals of CNC machine in real industrial environment. Their respective technical
specification is listed in Table 2.2. The tested devices output frequency response
functions (FRS) and phase of the outputs of the tested devices are shown in
Fig. 2.6a, b, respectively.

NI DAQ Card

Shaker

S.

Signal
generatorPower amplifier

Charge amplifier Signal processing and data
Display

MEMS accelerometers back to 
back with a conventional 
accelerometer

Fig. 2.5 MEMS accelerometer’s calibration experimental set-up
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Table 2.2 Technical specifications of accelerometers

Conventional
accelerometer MEMS (A) MEMS (B) MEMS (C)

Sensitivity
(V/g)

0.1 Supply
voltage/7

Supply
voltage/5

Supply
voltage/5

Frequency
range (Hz)

1–2000 1–6000 1–10,000 1500

Amplitude
limited (g)

˙50 ˙5 ˙3 ˙3

Linearity Less than ˙5 % ˙1 %/1 kHz ˙1 %/5 kHz ˙1 %/1 kHz
Shock
limit (g)

5000 250 1000 100

As anticipated, there were clear differences between the tested accelerometers
due to their design, sensitivity and noise contents of their outputs. For more details,
the reader is advised to see [4, 5].

3.2 Calibration of MEMS Accelerometers

In this section, the calibration is performed using recently developed MEMS
accelerometer (ADXL001-70) (http://www.analog.com/media/en/technical-
documentation/data-sheets/ADXL001.pdf). An accelerometer calibrator type-
4291 by Brüel & Kjær is used to generate reference mechanical vibration at 1 g
(10 ms�2) peak ˙2 % with 79.6 Hz. A conventional Brüel & Kjær piezoelectric
accelerometer was used as a reference and a commercial data acquisition system
by National Instruments recorded the outputs. Both accelerometers are attached on
the mechanical shaker, which excites at different frequency and amplitude. A photo
of the calibration set-up is shown in Fig. 2.7. The calibration results are shown in
Table 2.3 and in Fig. 2.8.

In the other test, the mechanical shaker was set to oscillate at 50 Hz. The
sampling frequency is set to 5 kHz. Accelerometers outputs are shown in Fig. 2.9.
Note that both the power spectrums have their peak values at 50 Hz, which comply
with the dominant mechanical frequency from the shaker. The coherence of the
measured signals of both ADXL001-70 and conventional accelerometer is shown
in Fig. 2.10. It has the highest correlated coefficient when the frequency is close
to 50 Hz. This shows that both sensors have successfully obtained the important
dominant frequency information. The magnitude for harmonic frequencies between
the two signals deviates when the frequency is getting larger (100 and 150 Hz)
probably due to cross talks and noise contents [18].

http://www.analog.com/media/en/technical-documentation/data-sheets/ADXL001.pdf
http://www.analog.com/media/en/technical-documentation/data-sheets/ADXL001.pdf
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Fig. 2.7 Accelerometer
calibrator with mounted
ADXL001-70

Table 2.3 ADXL001-70 calibrated result

Parameter
Specification 0 Hz, 0 ms�2peak 79.6 Hz, 10 ms�2 peak

Average voltage 2.62 V 2.64 V
Peak–peak voltage 200 mV 800 mV
RMS voltage 2.66 V 2.62 V
Dominant frequency 0 Hz 80.4 Hz (1 % deviation)

4 Packaging Technique

The delicate nature of MEMS accelerometers structures necessitates the use of
suitable packaging techniques to allow them to survive harsh conditions they would
face when used to acquire machinery vibrations in real industrial environments.
Benefits of proper packaging are to provide:

• Mechanical protection for the chip and components
• Stable temperature operating environment
• Ease of identification of sensors
• Means of mounting the sensor to equipment under test

Details of packaging typical MEMS accelerometer chip (ADXL202AE) are
explained in Figs. 2.5 and 2.6. The connections (Fig. 2.11) and components
(Fig. 2.12) for implementing the MEMS’ chip in an analogue voltage output
configuration were determined from the supplier data sheet.

5 MEMS Implementation on Machinery Diagnostics

In this section, MEMS accelerometers are used to collect vibration data from two
types of rotating machinery: a DC motor and a CNC machine. These two types of
machines are widely used in today’s industry, and it would be of great importance
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Fig. 2.8 Calibrated vibration waveform of ADXL001-70: (a) 0 Hz, 0 ms�2, (b) frequency domain,
(c) 79.6 Hz, 10 ms�2, (d) frequency domain

if their incipient failures were successfully detected by the cost-effective MEMS
accelerometers. In other words, the adopted MEMS accelerometer has to clearly
show fundamental frequencies and harmonics of the monitored machines.

5.1 Vibration Measurements of DC Motor Test Rig

The DC motor test rig is shown in Fig. 2.13. It consists of a DC motor attached to a
shaft supported by three roller bearing and holds a metallic disk. The motor’s speed
is controlled by a speed controller, which varies from 0 rpm to a maximum rotational
speed of 2864 rpm. An ADXL001-70 MEMS accelerometer, placed on drive end
bearing housing, is used to collect the vibration data at five different speeds: 280,
914, 1602, 2281 and 2864 rpm. Time and frequency domains of collected vibration
data are shown in Fig. 2.14. The respective harmonics could be seen, in particular,
at rotational speeds higher than 1602 rpm.
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Fig. 2.12 MEMS packaged sensor components: (a) sensor outer casing (mild steel), (b) threaded
mounting bottom plate, (c) flat mounting bottom plate with MEMS affixed, (d) MEMS with
components attached, (e) Packaged MEMS sensor

Fig. 2.13 Experimental set-up of DC motor vibration monitoring
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5.2 Vibration Measurements of CNC Machine

The MEMS accelerometer is placed on CNC machine in a typical industrial
environment as shown in Fig. 2.15. The CNC machine operates under a speed
of 2400 rpm. Respective time and frequency domains of the vibration signals are
plotted in Fig. 2.16. Experimental results show that the important fundamental
frequencies and their harmonics are captured by the MEMS accelerometer.

The actual vibration amplitude for the machine was about 0.2 g peak (˙0.01 g—
using hand-held commercial vibration monitoring device) which gives clear evi-
dence on the correctness of the vibration amplitude indicated by the MEMS
accelerometer.
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Fig. 2.15 Experimental set-up of CNC machine vibration monitoring

a b

Fig. 2.16 CNC machine vibration measured by ADXL001-7 at speed of 2400 rpm (a) time
domain and (b) frequency domain [4]

The CNC machine was run at 2400 rpm, and at this speed the fundamental speed
and harmonics are 40, 80 and 160 Hz which were clearly presented in the frequency
domain of Fig. 2.16.

6 Design and Implementation of MEMS-Based
Smart Sensors

Previous sections have outlined the characteristics and fundamentals of MEMS
accelerometers. MEMS accelerometers are envisioned as future candidates in
realising the practical deployment of smart sensing technology. Smart sensor/trans-
ducer provides more complex functions than raw signal acquisition by integrating
embedded system into the sensing architecture. Possible features of smart sensors
include programmable signal conditioning, on-board signal processing and analysis,
simple decision-making and remote communication. Generally, there are two major
advantages of using MEMS accelerometers over their conventional counterparts for
smart sensing development:
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• Low power consumption: A conventional accelerometer requires charge amplifier
to amplify the induced acceleration by conventional accelerometer. Such an
amplifier usually requires a supply voltage higher than that of an embedded
system (which average operational voltage is between 1.65 and 5 V and about
15 mA).

• Low cost of deployment: The cost of an MEMS accelerometer could be less
than 10 % compared with commercially available accelerometers. The average
price of MEMS has been declining since 2009, and it is believed that it will
continue to do so in the next few years (predicted figure from $1.01 to $0.90).
High performance accelerometer such as ADXL001 has an average market price
at $30, which is at least 50 % cheaper than commercially available conventional
accelerometer.

To validate the feasibility of MEMS accelerometer for smart sensing application
on rotating machinery diagnostics, working system architecture is designed and
developed. Its respective hardware architecture could be partitioned into five main
modules: sensors, embedded microcontrollers (peripheral integrated circuit and core
computational unit), external data storage module and wireless communication
module. The architecture design is shown in Fig. 2.17. The working prototype is
also developed as shown in Fig. 2.18.

The sensing element—MEMS accelerometer—is responsible for transducing
physical movement into electronic signals. The resulting electronic measurements
are then sent to the peripheral computational unit, where necessary analogue signal
conditioning is carried out. The processed analogue signals are then transmit-
ted to computational core for signal processing, analysis and fault diagnostics.
The quantised data is logged and interrogated in removable data storage device
(universal serial bus (USB) flash drive or secure digital (SD) card) through data
storage module. The end-result and diagnosis report is transmitted to another system
platform through wireless communication module. A flowchart to represent the
workflow of the developed smart sensor is illustrated in Fig. 2.19.

Sensors
(MEMS)

Peripheral IC
(8bit MCU)

Wireless
communication
module–XBee

Core
computational unit

(32bit MCU)

Main computational unit for signal
processing, condition monitoring
and health assessment

Saved files for user preferences and
data logging

Information communication with
other modules/human experts

Peripheral IC for anti-aliasing filter
and power management.

Power supply

Removable
memory unit

Fig. 2.17 System architecture of MEMS-based smart sensor
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Fig. 2.18 Working prototype of MEMS-based smart sensor system (a) prospective view and
(b) top layout view

On-board vibration measurement is one of the crucial elements for MEMS-based
smart sensor. For example, to sample a 16-bit (2-byte) vibration signal for 3 s in
5 kHz requires at least 30 kB data memory (2 � 3 � 5000 D 30 kB). Such data load is
hectic to be logged into internal memory of commercially available microcontroller,
as tabulated in Table 2.4. To tackle the above design challenge, an external data
storage module is necessary. The end terminal of data storage module is removable
mass storage device, such as USB thumb-drive or secure digital (SD) card. This has
extended high volume of data storage, which has flash memory counted in gigabyte.

The developed smart sensor has the ability to collect raw vibration, compute sta-
tistical features and send analysed result to user interface autonomously. Advanced
signal processing or artificial intelligence could be performed on-board for complex
machinery diagnostics. Such system has significant advantage in reducing power,
cost and communication overhead in future sensing technology.

In terms of sustainability, MEMS-based smart sensor has potential to integrate
energy harvesting technology in the future, which is another trending topic in mod-
ern engineering. Most commercial digital integrated circuit provide programmable
sleep/hibernate mode to conserve energy consumption. Respectively, the power
characteristics of developed smart sensor are tabulated in Table 2.6.

MEMS-based smart sensor integrates a wireless communication module such
as XBee or XBee-PRO. Its modular design architecture and direct digital interface
have enabled relatively fast transmission between the smart sensor and other sensing
platform. Several customised commands are pre-programmed to access smart sensor
through computer’s user interface as tabulated in Table 2.5. They are coded in 8-bit
ASCII character data-type, providing good readability for the user to monitor the
console.

The developed smart sensor has the ability to collect raw vibration, compute sta-
tistical features and send analysed result to user interface autonomously. Advanced
signal processing or artificial intelligence could be performed on-board for complex
machinery diagnostics. Such system has significant advantage in reducing power,
cost and communication overhead in future sensing technology.
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Fig. 2.19 Workflow of smart sensor

In terms of sustainability, MEMS-based smart sensor has potential to integrate
energy harvesting technology in the future, which is another trending topic in mod-
ern engineering. Most commercial digital integrated circuit provide programmable
sleep/hibernate mode to conserve energy consumption. Respectively, the power
characteristics of developed smart sensor are tabulated in Table 2.6.
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Table 2.4 Available memory capacity of various commercial microcontrollers

Microcontroller Manufacturer
Maximum flash
memory (kB)

Data memory
(RAM) (kB)

PIC32MX575F512L Microchip 512 64
dsPIC33EP512MU814 Microchip 536 52
AT32UC3C0512C Atmel 512 64
MC56F84789 Freescale 256 32
CY8C5868AXI-LP032 Cypress 256 64

Table 2.5 Commands to communicate with IMSEM through XBee
module

Commands Description

Menu Shows menu of the IS
Initialise Reset or initialise the IS together with the SD card module
Read Read data that has been stored in the SD card of IMSEM
Auto Start monitoring process with time-driven mode
Calculate Calculate feature components of target signals in SD card
Debug Reserved for debugging purpose

Table 2.6 Power budget of smart sensor

Parameter Value

Maximum rated voltage (Identified from the system
modules’ data sheet)

7.5 V

Rated voltage 5.6 V
Minimum voltage 4.8 V
Current drawn (Operation mode) Average 0.22 A
Current drawn (Idle mode) Average 0.2 A
Current drawn (Inactive mode) 8 �A
Rated power consumption (Operation mode) 1.232 W
Rated power consumption (Idle mode) 1.12 W
Rated power consumption (Inactive mode) 44.8 �W

7 Concluding Remarks

MEMS accelerometers offer excellent alternatives to conventional types of those
transducers as there is no need to carry heavy charge amplifiers, but the choice has
to be made according to specifications and through validation tests. MEMS sensors
have also to resist harsh environments using an appropriate packaging.

There are a number of MEMS accelerometers that could be used for monitoring
machinery vibrations. The technical specifications for each of them should be well
understood and must be suitable for the intended application. MEMS accelerometers
are of sensitive and breakable structure, and thus they should be suitably packaged
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to withstand harsh environments without affecting their specifications. Sensitivity,
resolutions and frequency range are the most important specifications that should be
taken into account when choosing MEMS accelerometers

Adequate performance tests of MEMS accelerometers should be conducted
under different excitations signals including sinusoidal, impulse and random. The
measured responses of the MEMS accelerometers shall also be compared with a
well-calibrated type accelerometer. Moreover, their outputs contain high amount of
noise and extra un-interpretable peaks which necessitate full understanding of the
measured vibration signals.
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Chapter 3
Highlights in Mechatronic Design Approaches

Edwin Dertien and Stefano Stramigioli

From the ‘first time right’ approach to iterative design - where
mechatronic design meets the maker movement

Abstract In the recent years a major change in the engineering process of
mechatronics and robotics has taken place. In various design oriented laboratories
around the world a shift can be recognised from a focus on analysis, simulation
and modelling combined with outsourcing hardware design to the use of digital
fabrication tools (laser cutter, 3D printer) allowing a cyclic (iterative) design process
inside in the lab. This chapter aims to give an overview of the impact of this
change, using many examples from various projects, and will share some insights
and lessons learned for facilitating and implementing this process.

Keywords Digital fabrication • Rapid prototyping • Pipe inspection robotics •
Service and maintenance • Iterative design • 3D printing • Additive manufactur-
ing • Robot makers • Metal printing • Distributed control • Open design

1 Introduction

The term digital fabrication has been introduced (or deepened) by Neil Gershenfeld
[9] in his book ‘Fab: The Coming Revolution on Your Desktop’. The topic
(and term) are very popular describing the changes currently taking place in the
world of engineering and academia. A recent publication by Bezzo et al. [2] lists
myriad new ways of manufacturing robotic parts, new technologies, materials and
unprecedented levels of integration. The proposed lab format by Gershenfeld has
not only inspired hundreds of ‘FabLabs’ around the globe, but also inspired research
labs worldwide to (re)incorporate manufacturing.
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Besides offering new materials, technologies with a high level of integration (soft
materials with embedded sensing, multi-material print in one run) the technology of
digital fabrication also allowed a process optimisation with a large impact in our lab:
Kaizen in Mechatronics. The term Kaizen (Japanese for ‘improvement’) has become
famous by Toyota’s successful business strategy, described by Masaaki Imai [11].
This notion has been used as basis for many iterative design processes such as
SCRUM in software development. The application of this principle to mechatronic
design has yielded systems in our lab with a level of integration which was hitherto
unthinkable in lab prototypes.

Thanks to the concept of digital fabrication, 3D printing technology and other
(2D) manufacturing techniques using laser cutter, CNC milling machines and
the like are changing the way mechatronic research is being conducted. In this
chapter we will discuss the changes it has brought to our lab, the changes we see
worldwide, some of the high potentials and risks that come with it. For the tools
to have maximum impact we will argue that the criteria accessibility, availability
and visibility are key in successful implementation and maximising potential of
this technology. As most fundamental benefit we see the possibilities of rapid
iterative design cycles in mechatronics. Most impact in future will is expected from
tight integration of these rapid design cycles in physical hardware with existing
technology for simulation and development.

As one of the illustrative cases in this chapter the development of a pipe
inspection robot for small diameter gas distribution mains is used. This project has
been described in the author’s thesis [5].

2 Rapid Iterative Design Cycles

Every design process (if not every scientific process) has a cyclic nature. Based on
observation a hypothesis is formulated which is proven (or disproved) by designing
an experiment and evaluating the results. Based on the observed outcome a new
hypothesis can be formulated and the works continue.

For design and engineering normally a similar approach is taken. For a given
problem a solution is designed which is analysed, tested, simulated, (and if every-
thing looks promising) constructed, built and evaluated. The role of engineering as
an academic discipline is discussed, for example, by Herbert A. Simon in his book
‘The Sciences of the Artificial’ [17], who describes the divide between teaching
‘design’ and teaching ‘analysis’. The method of engineering is investigated in
further depth by, among others, Schön in ‘The Reflective Practitioner’ [16] and
Vincenti in ‘What Engineers Know and How They Know It’ [19].

This chapter does not intend to contribute to the discussion on the differences
between engineering and academia or to present a detailed analysis of how the
choice of method of design and engineering influences the end result. Yet the last
decade a major change in engineering process has taken place. This change might
be the influence of the zeitgeist or a deliberate choice, or both.
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Since engineering hardware is expensive the realisation of a given system has
to be right ‘the first time’, so all major effort goes to validation of the concept and
implementation choices beforehand. This is a very complex process when there are
many unknown variables, for instance, specific details on the environment in which
a given system has to operate.

In the mechatronic approach as practiced in our lab, for example, described by
Schipper [15] in 2001, a lot of effort, time and energy is devoted to the analysis
and testing of a potential solution, before considering constructing a prototype
for evaluation. A normal course of action for a project was to devote most of the
time to simulation of a possible solution (and thereby improving the modelling and
simulation tools) in order to get the expensive hardware right the first time.

This ‘first time right’ approach has a lot to say for it. It minimises costs of
professional designers, constructors, expensive parts since the whole exercise has
just to be taken once.

3 Simulation

The typical modelling and simulation tool of choice for mechatronics at our research
group was, besides the ever popular Matlab, a package of a spin-off company from
the group called 20sim.1 20sim focuses on energy based modelling of dynamical
systems. It provides excellent toolboxes for 3D mechanical structures calculating
inverse and forward kinematics, all using a port based approach so forces, torques,
linear and rotational velocities in 3D space are modelled as twists and wrenches as
described by Stramigioli and Bruyninckx [18].

A large number of projects in the past have proven the validity of this tool. One
of the authors personal experiences was the design and construction of a passivity
based biped robot called ‘Dribbel’ shown in Fig. 3.1, a 10 kg planar walker with
knees [4].

An interesting problem in port based modelling is the simulation of hard contacts
such as the impact of robot feet on the ground. In order to allow the simulation to
work the model has to be power continuous (no discontinuities such as suddenly
setting a velocity to zero or resetting the position integral are allowed). That means
that for hard contacts normally a spring-damper model is introduced (referred to as
the Hunt–Crossly model), its application to robotics modelling discussed recently in
the work by Diolaiti et al. [8]. In this model a spring-damper combination with high
damping and high spring constant, which will be coupled to the simulated moving
body upon impact.

After realising the robot and matching the walking performance with the
simulated outcome both seemed to match fine. Figure 3.2 shows both the walking
robot and simulation. One of the outcomes of the simulation was that the simulated
robot walked much better when spring constant (and especially damping) in the

1http://www.20sim.com

http://www.20sim.com
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Fig. 3.1 Planar passivity based biped ‘Dribbel’

Fig. 3.2 Matched simulation of ‘Dribbel’ in 20sim
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contact model was reduced. This makes sense in a way. Damping takes away energy
from the walking motion which might be returned on impact in order to improve the
walking motion and make it more energy efficient. Modern prosthetic devices using
springs made famous by the ‘Blade Runner’2 verify this.

The real-world implications of this ‘faulty contact model’ were verified by out-
fitting the robot with bouncing balls as feet (rubber with very low damping) which
allowed for a smooth, very energy efficient (and rather bouncy) walk. In this project
the ‘first time right’ approach roughly worked. The mechanism was simple enough
(4DOF in planar simulation) where the most critical factor for matching the model
with reality (the contact model) actually proved to be a useful design criterion.

In a next project (starting 2006) a similar approach was taken. A project was
started to develop a robot for inspection of small diameter gas distribution mains
as described by Pulles et al. [13], in collaboration with Dutch gas grid quality
agent KIWA.3 Again much effort was devoted to designing and evaluating a
number of concepts, simulation of the most viable ones, finally selecting one of the
simulated concepts for realisation. The detailed engineering of a prototype for this
concept took a long time. Since none of the mechanical parts could be obtained as
Common Off The Shelf (besides the chosen DC motors), every part needed detailed
construction drawings. Most of the parts had to be outsourced for production.
This meant a 2 month gap in the design process waiting for the mechanical parts.
Electronics for control of the robot had been developed simultaneously (the whole
point of a mechatronic exercise) so the time ‘waiting’ could be spent on continuing
with software, testing electronics, etc. After completion of the mechanical prototype
it still took half a year to conduct the first functional tests, and another year to solve
all tiny (hardware) related issues necessary to have the robot move to its designated
obstacle course which could be presented only much later at the ICRA conference
in 2011 [6]. Needless to say that an improvement of the development process would
be highly valued at that time.

4 Robot Makers

The project started out with a similar mechatronic design process as described with
the previous case (the walking robot), but continued with a more ‘maker’ inspired
methodology as described by Chris Anderson in his book ‘Makers, the new indus-
trial revolution’ [1]. The maker movement refers in this case to the large worldwide
group of DIY enthusiasts, open hardware and open software designers, hobbyists
and other people that ‘build’ things. O’Reilly media coined the term ‘makers’ with
the start of their magazine ‘Make:’ in 2005 and the organisation of gatherings of
makers and builders called ‘Maker Faires’ in the USA.4 Also the recent publication
by Bezzo et al. [2] has been named ‘Robot Makers’ with the intended affiliation.

2https://en.wikipedia.org/wiki/Oscar_Pistorius
3http://www.kiwa.nl
4http://en.wikipedia.org/wiki/Maker_culture

https://en.wikipedia.org/wiki/Oscar_Pistorius
http://www.kiwa.nl
http://en.wikipedia.org/wiki/Maker_culture
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Although strictly speaking many of the rapid prototyping technologies that are
discussed in this chapter have been available for use throughout the entire span
of the developed pipe inspection robot, they have actively used since 2010. This
progression appears to coincide with the rise of aforesaid ‘maker movement’, but
there might not be a strong causal connection that can be claimed. For example, in
2006 at the start of the project, a Stratasys Dimension 3D printer5 was located at
the University in the modelling workshop used for industrial design students. The
use of this machine was effectively never considered for production or prototyping
of the robot, although it could have done the job equally well as a machine that was
bought much later, but places inside the robotics lab, making it available, accessible
and visible for all projects.

5 Example Case: Pipe Inspection Robot ‘PIRATE’

In this section a comparison will be made between an earlier developed prototype
(shown in Fig. 3.3 and a rapid, iterative developed prototype of the same project,
in this case the design of a robot for inspection of small diameter gas distribution
mains. Among other things, an additional level of creativity enters the way a product
is designed when allowing other technologies and also different design methodolo-
gies to enter a hitherto linear design process. At the University of Twente the Bach-
elor course Creative Technology tries to put different design paradigms to practice,
sparking a discussion about the way chosen development methodologies influence
engineering science as also, for example, discussed by Resnick et al. [14] at MIT.

The first prototype has been designed using the mechatronic design method as
used at that time at collaborating project partner DEMCON, which underlying
philosophy is described in the work by Schipper in his thesis [15]. Physically housed

Fig. 3.3 First incarnation of a ‘classically’ engineered prototype of the Pipe inspection robot

5http://www.stratasys.com/

http://www.stratasys.com/
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Fig. 3.4 Close up picture of the wiring of prototype 1

in the same room, the mechatronic design team consisting of a mechanical engineer,
electronic engineer, software engineer and systems engineer designed the robot in
a collaborative effort under supervision of two senior engineers. This initial project
followed the classical engineering approach using decomposition, realisation of sub-
components, integration and eventually testing and evaluation.

A modular design approach was in this case interpreted as designing separate
modules with each of their specific function. This allowed the engineers to narrow
their focus ‘per module’ instead of focussing on an overall design. In later
prototypes a setup using mostly identical modules has been chosen.

The approach was mostly aimed at a ‘first time right’ approach, meaning
that once all the mechanical design drawings had been fixed, the drawings were
processed for manufacturing, the design drawings were shipped to a manufacturer
and after a relative long period (8 weeks) of production and shipment a start could
be made in assembling the robot.

Especially the amount of wiring necessary for the motor control boards and the
inflexible installation took a lot of time and effort. Eventually the wiring had been
mounted at the outside of the modules as shown in Fig. 3.4, acting as obstacles
during tight manoeuvres in pipe joints. Although the placement of the wires had
been discussed during the design phase, the choice had to be made to postpone this
for later, since taking in the routing of cables and placement of connectors was a too
large effort in this ‘first time right’ approach. All in all the ‘first time right’ approach
takes a long time and lacks possibilities for quickly exploring alternatives.

6 Additive Manufacturing

During the course of the project a change took place in the world of desktop
fabrication. Due to this maker movement and the FabLab6 concept, 3D printers,
laser cutters and CNC routers have made a leap from the factory to the desktop.

6http://en.wikipedia.org/wiki/Fab_lab

http://en.wikipedia.org/wiki/Fab_lab
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Accessibility, visibility and availability of production methods in a lab or at home
increase the usage dramatically. This point has been made clear in the work by
Mader and Dertien [12] in the context of student assignments for the bachelor track
‘Creative Technology’ at the UT. Similar results could be observed in different
generations of students working on design assignments, having access to standard
production facilities nearby (i.e. wood workshop, electronics workshop), or having
access to production facilities on sight (i.e.—just—one laser cutter). Based on these
observations we stated that:

Only when a tool or machine satisfies the following three criteria it will have a
serious impact on the design process:

• the machine or tool needs to be visible
• the machine or tool needs to be available
• the machine or tool needs to be accessible.

The reverse is also true: when a machine is not visible (as in, present in the lab)
the machine will not be taken into consideration. When a machine is not available
(as in, constantly in use), other options will be sought. When the machine is not
accessible (as in, difficult to use, steep learning curves, high threshold, no informa-
tion) the machine will only be used by the happy few willing to learn and adapt.

All of these arguments might explain why in an earlier stage of the project the
printer in the modelling workshop of Industrial Design was not considered: it was
not visible (different building), the availability was unclear (sometimes days of work
by Industrial Design students, sometimes nothing) and information on workflow, file
types and necessary preparation was missing.

6.1 Design Iteration Through 3D Print

After some successful trials of the robot taking mitre-bends (shown in video
accompanying [6]), it was clear that no further progress could be made with the
first prototype. The main reasons were the weight of the design, lack of traction
torque and mostly unreliable control electronics.

An Objet Eden 250 machine was installed in the laboratory for Robotics and
Mechatronics (RaM) lab in September 2010. Based on earlier stated observations
this machine was bought and placed deliberately inside the working environment of
the students (and not, perhaps more conveniently, in a closed cabinet, a soundproof
room or one of the workshops in the building). The machine was deliberately
not planned and scheduled for production (for third parties). This means that the
machine was almost always immediately available for an overnight manufacturing
run of new parts. The machine accepts standard STL drawings which can be
generated directly from SolidWorks. No further post-processing of the drawings
is necessary, so the accessibility is high.
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Fig. 3.5 Four iterations (in chronological order (a,b,c,d) of three modules of the pipe inspec-
tion robot

It took a long time before the first prototype (2006–2008) was ready for testing
(first time right constraint). After manufacturing of the parts the assembly took also a
long time due to small deviations in manufacturing, small errors in design, the lack
of availability of necessary tooling and technicians, etc. This is in strong contrast
with the process during the project by Borgerink [3] where prototypes have been
produced on an almost two-weekly basis. Figure 3.5 shows three prototypes which
have been subsequently designed and tested. It can be argued (and defended) that
the final module design presented in this project has reached at least an equal level
of complexity and completeness as the first prototype shown in Fig. 3.3.

The first two models (a) and (b) in Fig. 3.5 used printed materials for joints, the
third prototype (c) and the final model (d) allowed for metal inserts such as bearings
and gears. While the first prototype shown is rather bulky and not capable of moving
inside even the largest of the required pipe diameters, it still yields valuable infor-
mation on necessary wall thickness, placement and aligning of the drive motors,
available space for the bending drives, etc. Each iteration adds more functionality
and solves more design constraints. The main merit of this process is that not all
design constraints have to be solved in one go, but can be tackled incrementally.

6.2 Printed Metal Parts

In an experiment to bring the additive manufacturing technology even further in the
design process, an attempt has been done to also produce the mechanical shafts and
bushes on a 3D printer. A print service nearby featured a Concept Laser M3 Linear
machine capable of working with stainless steel. Since the tolerances of the print
quality were not quite specified (everything between 0.2 and 0.6 mm deviation) in
both shape and thickness, an experimental batch of the needed mechanical parts has
been produced.
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Fig. 3.6 The five experimental metal drive parts. (a) The parts on the build platform. (b) The
printed batch

Fig. 3.7 Shaft with the
support material that needs to
be removed

In order to compensate for size deviations, the shafts have been printed incor-
porating a number of grooves on the surface—which could act as both centring aid
and ‘compressible’ structure for an axial fit of gears and bearings. The height of the
grooves has been set at C=� 0.4 mm with respect to the original diameter in order
to accommodate for most of the specified deviation range.

The shafts have been printed in vertical orientation (the print-bed could be much
lower and the process shorter) instead of printing the shafts horizontally. Due to the
support material that needs to be printed, a shaft could turn out strongly imbalanced
due to the added material.

Figure 3.6a shows the parts generated in SolidWorks in the desired orientation
on the build platform for print. The resulting parts are shown in Fig. 3.6b. After the
printing, the support material needs to be removed. Figure 3.7 shows an extensive
section of cross-hatch printed support. Figure 3.8 shows the last bit of support that
is removed. After removing the support, the remaining bit needs to be sanded and
polished. Unfortunately this proved to be a very time-consuming task, comparable
to turning the complete parts by hand on a lathe (by a skilled technician).

The complete realised batch is shown in Fig. 3.10. The surface of the printed
material remains quite rough, as can be seen in the pictures taken through a
microscope (magnification set at 40x) in Figs. 3.9 and 3.10. Figure 3.11 shows a
printed driveshaft with mounted Oldham coupling plate and mounted worm gear.
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Fig. 3.8 The final stage of preparing the shaft where the metal support material is ‘peeled’ off
layer by layer

Fig. 3.9 Comparison of the printed shafts and the parts produced on (CNC) lathe

Fig. 3.10 Finished parts (after some considerable rework using a rotary tool)
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Fig. 3.11 Drive shaft with
fitted Oldham coupling plate
and worm gear

Fig. 3.12 Two drive shafts,
one printed, one produced on
(CNC) lathe

The grooves allow a reasonable tight fit although for the final assembly gluing is
necessary. Also with the (CNC) produced metal parts gluing is a necessary step in
the final assembly.

Figure 3.12 shows the comparison of two shafts. The gears that are fitted are
stock components of HPC. Note that the thread cut in the spring shaft (the long shaft
shown in Fig. 3.12) had to be cut by hand after printing. The printing quality cannot
offer enough level of detail to print a reliable thread, especially not when after print
some support material attached to this thread needs to be removed. To conclude,
with the current printing technique the necessary level of precision for the drive
parts cannot be reached. Also the price and the required time for printing and post-
processing are too large to make it a part of a rapid-cycle iterative design process.

6.3 Body Material

The body structure which was originally printed in house on the Objet Eden 250
machine has been printed for the final modules on a FORMIGA P100 SLS machine
offered by an external print service. The main body parts are printed using PA3200:
nylon reinforced with glass fibres, shown in Fig. 3.13. Since it is not easy to adapt or
rework the fibre reinforced pieces, the parts which need some post-processing such
as the wheels and the motor casing are printed with PA2200: 100 % nylon which
can be sanded and cut reasonably well.
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Fig. 3.13 Three modules printed in PA3200

7 Design for Laser Cutter

A totally different prototype for the same project using omnidirectional wheels
described in [7] has been designed, constructed and tested in two weeks. As produc-
tion method a ‘flat’ design which can be fabricated on a laser cutter has been chosen.

Following the ‘digital fabrication’ theme propagated by the Fablab movement,
in 2010 the lab acquired a Trotec Speedy 100 laser cutter. This machine can cut and
engrave most flat materials excluding metals and other good thermal conductors and
materials containing PVC. Also for designing pneumatic systems this machine has
proven to be extremely versatile as shown by Groenhuis [10] in his recent work on
MRI compatible robot systems.

One remarkable feature of designing ‘flat’ robots is that the drawing functions
both as design manual and CNC file at the same time. The drawing ‘is’ the design.
One could select the vector drawing from the digital version of this chapter in
Fig. 3.14 and send it directly to a laser cutter, resulting in almost all necessary
mechanical parts for the frame (Fig. 3.15).

8 Open Micro Controller Design

During the course of the described project a different invention gradually took
the world of education and design. Arduino boards and integrated development
environment (IDE) have become a ‘de facto’ standard for Physical Computing
and Interaction Design. Although primarily aimed at prototyping, hobbyists and
‘makers’, the board is also popular for rapid prototyping in mechatronic engineering
disciplines. The wide variety of available extension boards, software libraries and
support materials allow the board to be used as quick, standard building block.



54 E. Dertien and S. Stramigioli

Fig. 3.14 Drawing of the parts for the omniwheel prototype

Fig. 3.15 Detailed picture of the flat construction of the omniwheel prototype
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From wikipedia7: ‘Arduino started in 2005 as a project for students at the
Interaction Design Institute Ivrea in Ivrea, Italy. At that time the students used a
“BASIC Stamp” at a cost of $100, considered expensive for students. Massimo
Banzi, one of the founders, taught at Ivrea. A hardware thesis was contributed
for a wiring design by Colombian student Hernando Barragan. After the wiring
platform was complete, researchers worked to make it lighter, less expensive, and
available to the open source community. The school eventually closed down, so these
researchers, one of them David Cuartielles, promoted the idea.’

For the robot a motor control board needed to be developed, small enough to fit
the minimal space available in the 3D printed housing. For the first robot model a
design was made using development tools offered by the controller’s manufacturer
(in this case a chip and IDE made by Atmel). For the second series of prototypes
the choice was made to make it fully compliant with the Arduino development
environment.

The change in development process of electronics with respect to the first
prototype and the subsequent boards is large. Although in principle similar hardware
(AVR familie microcontrollers) and similar software (GNU GCC) have been
used, the change in development process of electronics by the Arduino system
is comparable to the change in development process of the mechanical system
by the 3D printer. The Arduino tool set (boards, bootloaders and IDE) makes
the process very accessible, and even more important: easily distributable. Many
example projects are visible on the internet, libraries are readily available. This
speeds up the development process dramatically.

9 Distributed Control Architecture

The developed modular hardware of the pipe inspection robot consists of many
identical modules and the large number of degrees of freedom (at least 11 motors
per robot) have caused something which is normally rare in prototype development:
series production. The robot uses six identical drive motors with identical wheels,
bearings and couplings, four identical bend motors with four identical gear sets
and spring shafts. The robot uses eight identical magnetic position sensors and
six identical motor control boards (not counting the motors, sensor boards and
motor control boards which have to be added for an active camera module). Since
wiring all these items to a central control board is simply not possible regarding the
available space, also a modular approach was taken in developing the electronics,
resulting in a distributed control architecture as shown in Fig. 3.16.

7http://en.wikipedia.org/wiki/Arduino

http://en.wikipedia.org/wiki/Arduino
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Fig. 3.16 The robot’s ‘nervous’ system consisting of a number of control nodes

Fig. 3.17 Applying solder paste to individual PCBs

The PCBs necessary for these control nodes have been designed using the open
source package KiCAD8 and populated and reflow-soldered in house. Since the
PCB pooling service produced stencils for application of solder paste, only custom
tool to fixate and outline the stencil with respect to the PCB was needed to do
precision application. Again, the tool was produced on the laser cutter (shown in
Fig. 3.17). Also the reflow oven shown in Fig. 3.18 which has been used was an
Arduino controlled converted toaster oven.

Figure 3.19 shows the control board and the sensor board which have been
developed using only open source tools for development. The relative ‘ease’ of
production, the small development time, the simplicity with which these designs
can be designed, deployed and distributed are striking, when comparing it to the
(relative) slow pace of development only a short time before.

8http://www.kicad-pcb.org

http://www.kicad-pcb.org
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Fig. 3.18 Converted toaster oven used for reflow soldering

Fig. 3.19 Motor drive board and the position sensor board

10 Conclusion

In this chapter a wide number of techniques have been shown which are in itself
not quite new although are gradually taking their place in the design process of
mechatronic systems, allowing rapid development cycles. Visibility, availability and
accessibility are key ingredients in facilitating this upheaval in usage. It is interesting
to realise how the tools shape the design process (and not only vice versa, i.e. that
the design process can dictate the choice in tools).
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Additive manufacturing (3D printing) has proved a technology with many
benefits for the design process of mechatronics. The yielded design, however, is
not immediately suitable for other production methods (CNC milling, injection
moulding) since the printing process allows much design freedom than conventional
techniques. Fortunately this might not be the problem it seems, since the available
materials for 3D printers have seen a tremendous increase, as well as providers and
services offering the tooling.

One of the major contributions to the accessibility of the tools listed in this
chapter is the support by a large community of users, closely linked to various move-
ments such as open hardware, open source, FabLabs, MakerSpaces, HackerSpaces
and other communities.

One of the major contributions to the visibility of the tools listed in this chapter
is giving them a place directly in the space (the lab) where the design process takes
place.

One of the major contributions to the availability of the tools is that they have
not been installed to give a return in investment (money wise) regarding production
costs, but that the machines are simply there, waiting for students, engineers and
researchers to fill and fuel them with their ideas.

Many of the robot projects which are currently carried out are on the boundary
between a laboratory prototype and an ‘industrialised’ robot for real use. The
complexity of many of the proposed designs requires production and manufacturing
on an almost industrial scale, since in many situations only a complete robot can act
as ‘proof of principle’.

Fortunately the tools for digital (desktop scale) fabrication which have been pop-
ularised through the ‘maker’ world in recent years allow ‘industrial’ manufacturing
within the lab environment, and even go a step further by offering an unprecedented
level of flexibility and agility in the design process.
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Chapter 4
Microrobots for Active Object Manipulation

Roel S. Pieters, Hsi-Wen Tung, and Bradley J. Nelson

Abstract Active manipulation of objects that are smaller than 1 mm in size finds
its application in tasks such as assembly and pick-and-placement. Here, we present
the design of a family of microrobots capable of object manipulation in a fluidic
environment. The microrobots are fabricated from polymer (SU-8) with internal
soft-magnetic posts (CoNi) that align to an external magnetic field and have a
maximum dimension of 50�200�600�m. Actuation of the device can be enforced
with either a rotating or stepping magnetic field and corresponds to the method
of object manipulation. In particular, a rotating magnetic field enables a fluidic-
based noncontact manipulation technique, while a stepping magnetic field enables a
contact manipulation technique. The capabilities of these designs are analysed and
demonstrated with respect to the generated motion and the manipulation of objects.

Keywords Microrobot • Object manipulation • Magnetic actuation • Rolling
actuation • Stepping actuation • Magnetic torque • Fluidic trapping • Fluidic
drag • Fabrication • MEMS • Low Reynolds number • Microrobot design •
Micromanipulation

1 Introduction

The manipulation of objects or components at the micrometer scale is a challenging
task. As objects become smaller, disturbances come into play that can usually
be ignored for the manipulation of objects with a larger size. Examples include
effects due to surface interaction (e.g. Van der Waals force and electrostatics [1])
and the dominance of viscous forces when the surrounding environment is fluidic
(e.g. water [2, 3]). Most commonly, locomotion of such untethered microdevices
is either executed on a planar surface or in full 3D. The design (i.e. size, shape
and actuation mechanism) of the device therefore prescribes its motion capabilities
and the disturbances that will act upon it. When the size of the end-effector has
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the same order of magnitude as the size of the object, in general, manipulation
becomes easier. Considering the microrobot as an end-effector, object manipulation
differs greatly compared to manipulation with larger tools such as robotic tweezers
or probes. Such tweezers are usually inserted from a certain angle and are limited in
dexterity and degrees of freedom for manipulation. Moreover, when the size of the
microrobot decreases, so does the force necessary for actuation. For instance, the
drag force acting on a sphere in viscous flow scales with R, the radius of the sphere,
while the gravitational force scales with the volume of the sphere, and thus with R3.
Additionally, when the object scales down such that the Reynolds number Re � 1,
the motion of the microrobot and of objects will be more damped, and local fluidic
effects can be exploited. In particular this includes the creation of a vortex due to
the local rotation of the microrobot and a fluid’s no-slip condition on the surface.
Both can be used to aid in the lifting and/or transportation of objects. All these
characteristics enable actuation techniques unconventional for macro-scale robotics
and include magnetic, optical and fluidic techniques.

1.1 Related Work

Many different tools, designs and actuation techniques exist for micro- and nanoma-
nipulation (see, e.g., [4]). A comparison regarding magnetically actuated micro-
robots can be found in [5, 6]. Moreover, a review on methods in automated planning
and control for micromanipulation, and contact micromanipulation in particular
can be found in [7, 8], respectively. Propulsion mechanisms with magnetic fields
can be classified by the way energy is transferred to the robot, either force based
with magnetic field gradients or torque based with alignment to a magnetic field.
Examples of magnetic gradient control can be found in [5, 9, 10], while torque-
based actuation techniques can be found in [3, 11, 12].

Regarding the manipulation of objects, research and applications in the
microscale are single cell studies [13], minimally invasive surgery [14] and
micro-assembly [15]. Other work considering manipulation using an untethered
microrobot can be found in [12, 16]. Automated manipulation via fluidic trapping
(i.e. pick-and-place) of beads with a similar microrobot as presented in this work
is demonstrated in [17]. Additional work considering similar automated fluidic
trapping strategies can be found in [16].

1.2 Micromanipulation Environment

Microrobot and micro-object manipulation is often executed in a low Reynolds
number fluid environment. In this regime viscous forces are dominant and have
to be overcome to achieve motion. Particular details of fluid mechanics at low
Reynolds number can be found in many textbooks [18]. Other work, describing
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life at low Reynolds number and robotics at the microscale can be found in [1, 2],
respectively. One important effect that a low Reynolds number fluid has on bodies is
the considerable influence of drag. When in motion, a translating and rotating body
will be disturbed by a drag force and drag torque, respectively. This drag force and
torque increases with increasing linear and rotational velocity of the body and with
the viscosity of the surrounding medium. Other effects that occur due to the size
scale are surface interaction forces such as adhesion or Van der Waals forces [19].

One additional property of a low Reynolds number flow that is worth mentioning
is its reversibility. When Re � 1, meaning a laminar and reversible flow, the
microrobot can move forwards and backwards and have an almost instantaneous
flow reversal. This means that when an object is transported without contact in the
vortex, a sudden motion reversal of the robot will not result in the loss of the object.

In this chapter we present a family of microrobots that are actuated via torque
with a rotating and stepping magnetic field. Additionally, we show the object manip-
ulation capabilities of these microrobot designs. The rotating magnetic field enables
a fluidic-based noncontact manipulation technique, while a stepping magnetic
field enables a contact manipulation technique. We emphasize that these different
robotic designs result in different actuation techniques and object manipulation
approaches, while the fabrication process remains the same. By altering the internal
and external configuration of the microrobot, that is, by changing the size, shape and
configuration of the internal soft-magnetic posts with respect to the microrobot’s
body, entirely different propulsion and manipulation mechanisms are possible.

2 Microrobot Design

The microrobot (see Fig. 4.1 and Table 4.1) is a wireless mobile device and has
a width of 60–200�m and a length of 150–600�m. It is designed as a cuboid
(SU-8) with internal soft-magnetic posts consisting of a cobalt–nickel (CoNi) alloy
that aligns with an external magnetic field. When the field direction changes, the
microrobot realigns with it [20].

RL3N5
RW2L3N3

l
w

dp
RL6N10

Fig. 4.1 Top view of the microrobot design. The geometry of the microrobot is defined by the
length l and width w of the body. The configuration of the soft-magnetic posts differs in pitch
between the posts dp and the number of posts np. All cylindrical soft-magnetic posts have a
diameter D D 30�m and a height of h D 50�m. The grey area depicts CoNi, the white area
depicts SU-8. The type description of the device is explained in Table 4.1
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Table 4.1 Microrobot design configuration

Name
Rod length
l�m

Rod width
w �m

Post pitch
dp �m

Number of
posts np

RL3N5 300 60 2D 5

RL6N10 600 60 2D 10

RW2L3N3 300 200 4D 3

2.1 Design and Capabilities

To give the microrobot as much torque as possible for actuation different configura-
tions were designed. These designs differ from each other in geometry, number and
shape of soft-magnetic posts and their configuration in the device. Geometrically,
these microrobots were fabricated with different length l and width w of the body.
The configuration of the soft-magnetic posts varies in pitch between the posts dp, the
number of posts np as well as the shape (cylindrical or rectangular). All cylindrical
soft-magnetic posts have a diameter D D 30�m and a height of h D 50�m. Several
configurations are detailed in Fig. 4.1 and their type name is explained in Table 4.1.
For example, a microrobot with length l D 300�m, width w D 60�m, number of
posts np D 5, spaced dp D 2D apart, would be denoted as RL3N5.

According to [17], the torque can be increased with either a stronger magnetic
field H, a more pronounced easy axis, or with increasing volume V of the magnetic
material. The limitation of increasing magnetic material is related to the preferred
magnetization direction (easy axis) of the device. In order to achieve the desired
rolling motion (left two designs in Fig. 4.1) the microrobot has to be kept as
symmetrical as possible along its long axis and has a transverse magnetization.
This is achieved with the internal soft-magnetic posts. When the pitch between the
soft-magnetic posts dp is too small, the magnetization direction can change. The
ideal configuration, therefore, depends on dp, and defines the number of posts np.
For increasing pitch distance dp the soft-magnetic posts do not influence each other
and behave like individual cylinders. The minimal configuration was experimentally
found with dp D 2D. The dimensions of the soft-magnetic posts are therefore
preferred with a diameter of D D 30�m and a height of h D 50�m, thus having a
height to diameter ratio of h=D � 1:67. This leads to a volume fraction of CoNi in
the device up to 20 % (nearly 65 % by weight) allowing a high magnetization and
generating sufficient torque to drive the agent in liquid environments, including in
higher viscosity fluids.

Regarding the stepping actuation technique of the device (right design in
Fig. 4.1), the microrobot is designed as a rectangular cuboid, with internal rectangu-
lar soft-magnetic posts. This leads to a height to diameter ratio of h=D � 2:92

offering sufficient torque to enable the stepping actuation technique. For both
designs, motion is induced due to the friction of the microrobot with the supporting
surface, which is explained in more detail in Sect. 3.
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2.2 Fabrication

For the fabrication of the microrobot, a silicon wafer covered with a silicon dioxide
(SiO2) sacrificial layer is used as the substrate, followed by an evaporated titanium
(Ti) and gold (Au) bilayer that is patterned by a lift-off process. A thin layer of
adhesion promoter, Omnicoat, and a 50�m thick layer of SU-8 are spincoated
on the wafer and patterned into tethered structures with holes within the bodies.
The holes are then filled with CoNi alloy by an electroplating process, followed
by another thin layer of electroplated gold to protect the CoNi alloy during the
subsequent etching step. The wafer is then diced into small chips and immersed
in a buffered hydrofluoric (BHF) acid solution to etch away SiO2 and release the
structures from the substrate. Finally, a micro-laser milling machine is utilized to cut
the microrobots from their tethers. For more details on the fabrication process, we
refer to [21]. This fabrication procedure lends itself perfectly for mass-production
of the microrobot and in one batch (wafer) up to 40,000 devices can be fabricated.

Due to its exceptional magnetic properties, electrodeposited soft-magnetic
cobalt-nickel (CoNi) is used. The content ratio of cobalt and nickel specifies the
magnetic properties of the material. This leads to tunable magnetic properties,
ranging from semi-hard to very soft [22]. The used CoNi alloy contains approx-
imately 50 % Co and has high magnetic permeability, high magnetic saturation
and low remanence [a saturation magnetization of 0.85 T, and a coercivity of 20 Oe
(0.002 T)]. The high magnetic permeability allows the magnetic material to generate
higher force or torque in a stronger external magnetic field. A low remanence
reduces the residual magnetic force when the magnetic field is turned OFF?

3 Magnetic Actuation

Actuation with magnetic fields is a convenient method for applying power to a
microrobot and control its motion. Considering a magnetic field H that is applied in
the workspace, the magnetic torque and force that is acting on the microrobot can
be defined as

� D VM � B (4.1)

where M is the volume magnetization in ŒA=m� of the object of volume V , the
magnetic field has a flux density B D �0H and �0 is the permeability of vacuum.
The force acting on the microrobot is described as

F D V.M � r/B: (4.2)

For the designs presented in this work, the device is actuated by magnetic torque.
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Fig. 4.2 The experimental system contains the eight-coil magnetic field generator (MFG, white
box), a microscope (Olympus IX-81) and a laptop computer for user interaction. Image courtesy
of MagnebotiX AG

3.1 Experimental System

The magnetic field generator (MFG) has eight electromagnetic coils as described
in [23] and is commercialized by MagnetbotiX AG1. The system is controlled
by a single computer and is capable of 5-DOF wireless control of micro- and
nano-structures (3-DOF position, 2-DOF pointing orientation) within a spherical
workspace with a diameter of approximately 10mm. This allows for magnetic
fields and field gradients up to 20mT and 2T/m. The MFG is positioned under a
microscope (Olympus IX-81) to observe a container enclosing the microrobot (see
Fig. 4.2). For all experiments the magnitude of the magnetic field is set to 10mT
and, as the motion of all presented devices is torque induced, no magnetic field
gradient is applied.

3.2 Rotational Magnetic Fields

Figure 4.3 describes the motion of a rolling microrobot actuated with a rotating
magnetic field. If the microrobot rolls without slipping, the maximum forward
velocity can be determined as Ovcom;r D 2 � .w C h/ � !, with ! the rotational
frequency of the magnetic field. This assumes that the robot follows the field
exactly. The forward body length of the microrobot is w D 60�m, resulting in

1http://www.magnebotix.com

http://www.magnebotix.com
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Fig. 4.3 Side view of a microrobot capable of rolling motion. Applying a rotational magnetic field
B enables the microrobot to roll on a supporting surface with a rotational velocity ! and results in
a forward motion vcom
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Fig. 4.4 Top view (left) and side view (right) of a microrobot capable of stepping motion.
Applying a stepping magnetic field B enables the microrobot to tilt and slide on a supporting
surface and results in a forward motion vcom. ' represents the stepping angle and ˇ represents the
tilt angle of the magnetic field

a forward velocity of around 16 body lengths/s at a rotation frequency of 5 Hz.
The deviation of the experimental data from this ideal forward velocity indicates
slip of the microrobot, as will be explained in Sect. 3.4.

3.3 Stepping Magnetic Fields

Figures 4.4 and 4.5 show the motion of a microrobot of type RW2L3N3 actuated
with a stepping magnetic field. If the microrobot steps without slipping, the
maximum forward velocity can be determined as Ovcom;s D l sin.	/ � 
, with 
 the
stepping frequency of the magnetic field. The forward body length of the microrobot
is w D 200�m, resulting in a forward velocity of around 2.5 body lengths/s at a
stepping frequency of 5 Hz. The forward velocity does not depend on the tilt angle
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Fig. 4.5 Snapshots of microrobot actuation via a stepping magnetic field. The microrobot of
type RW2L3N3 (l D 300�m, w D 200�m) moves from left to right and covers a distance of
approximately 1:6mm in the images sequence. This results in a forward speed of around 2:5 body
lengths/s. The black scale bar is 500�m long
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Fig. 4.6 Theoretical (dashed lines) and real (solid lines) forward speed for the rolling (red lines)
and stepping (blue lines) locomotion technique. The real speed is obtained with water (rolling)
and isopropanol (stepping) as liquid environment. For the stepping locomotion technique the
microrobot’s length is l D 300�m, the stepping angle 	 D 45 ı and the tilt angle of the magnetic
field ˇ D 40 ı. Each measurement is averaged over three experiments and the error bar represents
one standard deviation

ˇ of the magnetic field, and was set to ˇ D 40 ı. The deviation of the experimental
data from this ideal forward velocity indicates slip of the microrobot, as will be
explained in the next section.

3.4 Evaluation

Figure 4.6 shows the theoretical (dashed lines) and real (solid lines) forward speed
for the rolling (red lines) and stepping (blue lines) locomotion technique. For the
rolling experiments a microrobot of type RL6N10 is used, while for the stepping
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experiments a microrobot of type RW2L3N3 is used. The stepping locomotion is
evaluated with a stepping angle of 	 D 45 ı and a tilt angle of the magnetic field
ˇ D 40 ı. Because the experimental velocity is lower than the theoretical speed,
slip of the microrobot limits the forward speed. One reason for this slip is the
viscosity of the surrounding liquid, i.e. when the viscosity is higher this leads to
more slip and a lower velocity [20]. Additionally, as forward motion is achieved
due to the frictional contact between the microrobot and the surface, the roughness
of the supporting surface plays a role as well. When the surface roughness is high,
the microrobot is expected to have more traction than for a smooth surface, and the
resulting forward speed will be higher. These explanations hold for both the rolling
and stepping actuation technique. The motion of the microrobots was evaluated in
water (rolling) and isopropanol (stepping) on a glass substrate.

4 Object Manipulation

The properties of the environment prescribe which object manipulation techniques
are possible. Considering a liquid environment, the density and viscosity of the
liquid, as well as the density of the object, dictate whether an object can be
lifted or not. For example, the density of polystyrene (1:05 kg m�3) is higher than
the density of isopropanol (0:79 kg m�3, at room temperature). This ensures a
polystyrene bead will sink in isopropanol due to gravity, but can still be lifted
up due to a generated fluid flow. This delicate balance between the properties of
the object and the surrounding fluid demonstrates the importance of environmental
conditions and enables two manipulation capabilities. First, manipulation via direct
contact is shown, where the microrobot pushes an object. Second, the motion of the
rolling microrobot can generate a local fluidic vortex which enables a noncontact
manipulation technique.

4.1 Contact Manipulation

Object manipulation by pushing is a common strategy for microrobots and is
possible when the object to be manipulated is heavy enough as not to be lifted
by the fluid flow and light enough such that the microrobot can actually move it.
This means that the apparent weight of the object, and the electrostatic and the Van
der Waals forces due to the interaction of the object with the surface, must be lower
than the force applied by pushing. Figure 4.7 shows a microrobot of type RW2L3N3
(300�m wide) pushing a micro-object (200�350�m) that is triangular shaped and
is fabricated from SU-8 (density 1:2 kg m�3). Figure 4.8 shows a microrobot of
type RL3N5 pushing four micro-objects (SU-8 triangles, 200 � 350�m) such that
they densely assemble into a narrow channel (750�m wide). Pushing manipulation
is more effective with a rolling microrobot than with a stepping microrobot. This
is because the stepping actuation technique achieves less stable motion than the
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Fig. 4.7 Microscopic view of object manipulation via pushing. The microrobot of type RW2L3N3
(300�m wide) pushes a micro-object (SU-8 triangle, 200�350�m). The black scale bar is 500�m
long

Fig. 4.8 Microscopic view of object manipulation via pushing. The microrobot of type RL3N5
(300�m wide) assembles four micro-objects (SU-8 triangles, 200� 350�m) densely packed into
a narrow channel (750�m wide) within 2 min. The black scale bar is 500�m long

rolling technique, and the orientation of the device can be better controlled with
rolling. The orientation of the stepping microrobot is continuously stepping in order
to move forward which works against a continuous and stable pushing contact.

4.2 Noncontact Manipulation

The lifting effect of the fluid flow in front of the microrobot and near the surface
occurs due to the no-slip condition of the fluid at the surface (shear flow) and
causes objects to be lifted up from the surface. This fluidic lifting effect is local,
as objects further away from the robot are not affected. The fluidic vortex above the
microrobot is generated due to the robot’s rotation and the fluid’s no-slip condition
at the surface. Both effects complement each other, and are possible due to the
low Reynolds number environment [24]. Figure 4.9 shows a microrobot of type
RL6N10 (600�m wide) lifting and transporting a polystyrene bead that is 100�m
in diameter.
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Fig. 4.9 Microscopic view of object manipulation via fluidic trapping. The microrobot of type
RL6N10 (600�m wide) approaches (left), lifts (middle) and transports (right) a polystyrene bead
with 100�m in diameter. The black scale bar is 300�m long

5 Conclusions

This chapter presented the design and capabilities of a family of microrobots.
While the fabrication process is identical for all designs, the method for actuation
and the object manipulation capabilities are specific for each particular design.
Each microrobot design has embedded soft-magnetic posts that align to a magnetic
field. Depending on the arrangement of these posts the microrobot can be actuated
by either a rotating magnetic field or a stepping magnetic field. Consequently,
each actuation technique enables a different object manipulation techniques (i.e.
contact or noncontact manipulation). In particular, a rotating magnetic field enables
a local vortex above the robot that traps objects for transportation. Moreover, a
pushing manipulation technique can be achieved for both the rotating and stepping
magnetic field actuation. Experimental results demonstrate all mentioned techniques
for different microrobotic designs.
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Chapter 5
Integrating Smart Mobile Devices for Immersive
Interaction and Control of Physical Systems:
A Cyber-Physical Approach

Jared A. Frank and Vikram Kapila

Abstract The embedded technologies integrated into smart mobile devices are
becoming increasingly more powerful and being applied to solve disparate societal
problems in unprecedented new ways. Billions of smartphones and tablet computers
have already reshaped the daily lives of users, and efforts are currently underway
to introduce mobile devices to some of the most remote and impoverished areas
of the world. With an ever-expanding list of sensors and features, smartphones
and tablet computers are now more capable than ever of enhancing not only
our interactions with software and with each other, but with the physical world
as well. To utilize smart mobile devices at the center of rich human-in-the-loop
cyber-physical systems, their sensing, storage, computation, and communication
(SSCC) capabilities must be examined from a mechatronics perspective rather than
the contexts in which they are conventionally treated (e.g., messaging, surfing
the web, playing games, navigation, and social networking). In this chapter, we
discuss how state-of-the-art mobile technologies may be integrated into human-
in-the-loop cyber-physical systems and exploited to provide natural mappings for
remote interactions with such systems. A demonstrative example is used to show
how an intuitive metaphor is uncovered for performing a balancing task through the
teleoperation of a ball and beam test-bed.

Keywords Ball and beam • Control • Cyber-physical system • Device • Immer-
sive • Interaction • Interface • Mobile • Smartphone • Tablet • Teleoperation •
User

1 Introduction

Our modern technological age abounds with user interfaces to interact with a
myriad of technologies that we encounter in our daily lives (e.g., kitchen appliances,
consumer electronics, office machines, automobiles, etc.). When a user interface

J.A. Frank • V. Kapila (�)
NYU Tandon School of Engineering, Brooklyn, NY 11201, USA
e-mail: jared.alan@nyu.edu; vkapila@nyu.edu

© Springer International Publishing Switzerland 2017
D. Zhang, B. Wei (eds.), Advanced Mechatronics and MEMS Devices II,
Microsystems and Nanosystems, DOI 10.1007/978-3-319-32180-6_5

73

mailto:jared.alan@nyu.edu
mailto:vkapila@nyu.edu


74 J.A. Frank and V. Kapila

is intuitive, users are able to draw from their prior experiences and familiarity
to immediately use the interface effectively. This allows the interface to become
transparent to the user and the user’s attention to be directed towards performing the
task rather than trying to learn how the interface is used. That is, when interfaces
are made intuitive, users can perform tasks with ease, comfort, and delight.

Besides the traditional button- and knob-based interfaces that we encounter on
a daily basis, people now interact with graphical interfaces that exist on mobile
devices. Not only are these interfaces used everyday by the public to accomplish
the tasks of the internet age (e.g., accessing email, searching the internet, social
networking, listening to music, and checking the weather), the inherent mobility
of smartphones and tablets has led to a growing list of novel interactive activities
designed to socially connect people (e.g., tweeting, snapchatting, location-based
dating, etc.). However, the overwhelming number of these interactions occurs in
cyberspace, without any physical element. That is, such interfaces typically enable
people to virtually interact either with each other or with digital information rather
than with physical systems like machines.

Society is experiencing an escalation in the complexity of engineering systems.
Machines that were once simple are growing ever more complex and occupying
new application domains. In particular, a host of robotic technologies that has
already penetrated industry is expected to appear both in the home and at the
workplace in the near future. Although sophisticated machines like robots have been
remotely controlled, or teleoperated, by trained technicians for many years, their
painless adoption by the general public will require nontechnical and inexperienced
consumers to be provided with the most intuitive user interfaces possible. With the
steady advancement of embedded sensing, storage, computation, and communica-
tion (SSCC) capabilities, smart mobile devices like smartphones and tablets are
more capable than ever to serve as platforms for providing immersive interactions
with such systems. Moreover, because of the already significant popularity and
familiarity of smart mobile devices, such interfaces may be accessible to users with
little to no additional cost or training.

Human-in-the-loop cyber-physical systems, in which user input, computation,
communication, and control of physical dynamics are more intimately intercon-
nected than in traditional teleoperation systems, have the potential to augment the
user’s interaction with the physical world [32]. However, the incorporation of a
mobile device as a component in such a system is not a trivial undertaking. It
involves the synergistic integration of the mobile device hardware and software
towards a high-level objective that goes beyond the conventional purposes for which
the embedded technologies have been designed and used. New challenges include
how the SSCC capacity of mobile devices can be used to (1) capture and map
user behavior to desired behavior of the physical system to support the creation
of intuitive metaphors, and (2) capture and display the state of the physical system
to the user to support situational awareness. These considerations are essential in
achieving a level of immersion that enables the user to effectively transfer acquired
skills in interacting with mobile interfaces to successfully operate the physical
system. Note that to accomplish such rich interactions between human users and
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Fig. 5.1 Architecture of a cyber-physical system that enhances user interaction with a physical
system using a mobile device

physical systems, the mobile device occupies the center of two interdependent
cyber-physical loops (see Fig. 5.1). In this architecture, the properties of the physical
system (e.g., stability and performance of the physical process) and conditions of the
user experience (e.g., responsiveness and usability of the user interface) can become
intimately coupled and dependent on the speed and reliability with which the mobile
device processes, stores, and communicates information between the user and the
physical system. Therefore, both the physical and user interaction loops impose
demands on the hardware and software of the mobile device as it is used to close the
two loops.

After the physical process is constructed, the mobile application is developed,
and the functionality of the components is tested, a successful interaction is
contingent upon the usability of the system. With a human-in-the-loop system,
the outcome is difficult, if not impossible, to predict exactly by means of theory,
computation, or simulation. Therefore, the performance of the closed-loop system
must be expressed in terms of quantitative metrics and studies must be conducted
in which users interact with the system. In this chapter, the development of a ball
and beam system for studying rich immersive interactions using a smartphone is
described. The work presented in this chapter is based on [14].

The chapter is organized as follows. In Sect. 2, the motivation behind the
integration of smart mobile devices to build human-in-the-loop cyber-physical
systems is discussed. Section 3 describes the hardware technologies of mobile
devices that make them suitable for interaction with and control of physical systems.
Then, Sect. 4 discusses the software aspects, including mobile operating systems
and mobile application development, that allow for the immersive interaction with
and control of physical systems using smart mobile devices. Next, Sect. 5 discusses
the development of a human-in-the-loop cyber-physical system in which a mobile
application is used to uncover an intuitive interaction metaphor for performing a
remote balancing task through the direct control of a ball and beam test-bed. Finally,
Sect. 6 offers concluding remarks and future directions.
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2 Motivation

The release of the first smartphones with diverse sets of embedded sensors in 2007
was soon accompanied with the development of mobile interfaces that utilize those
sensors to monitor users’ physical activities, heart rate, and driving style [5]. These
mobile applications have brought attention to the use of mobile devices as handheld
measurement systems and have come to monitor much more than just the user of
the device, impacting areas such as healthcare, transportation, and environmental
monitoring [22, 25].

Almost immediately after exploring the measurement applications of smart
mobile devices, development began of an even more compelling class of mobile
applications that allow users to operate physical systems. Of these systems, the
overwhelming majority are classified as robots or unmanned vehicles and used to
extend the user’s physical influence in a remote environment [1, 3, 8, 16, 23, 34].
These efforts are in many ways a continuation of telerobotics work with earlier
generations of mobile technologies, such as personal digital assistants [11, 38].
Regardless of the interface hardware or software, users traditionally interacted with
physical systems through a direct control approach, in which the physical system
exhibits little to no autonomy and thus all the monitoring, decision making, and
planning are performed by the user. Although this scheme was quick and easy to
implement, direct control presented several problems in time-critical applications
with significantly delayed communications that were resolved with the introduction
of supervisory control schemes [10, 33]. Supervisory control, in which the physical
system remains semi-autonomous and thus relatively stable in the face of commu-
nication delays, permits the user to intermittently monitor and intervene with the
control of the physical system, shifting the focus to remotely commanding systems
at a high level of abstraction.

Advances in the SSCC capabilities of mobile devices like smartphones and
tablets have led to interest in their use as platforms for cyber-physical systems
[2, 37]. Unlike traditional embedded systems, these systems give rise to a number
of conceivable architectures in which the roles of sensing and computation are
distributed amongst a network of heterogeneous interacting elements [21]. Mobile
interfaces designed to operate as part of human-in-the-loop cyber-physical sys-
tems may enable immersive interactive experiences with physical systems using
any desired control scheme. Regardless of the chosen control scheme, low-level
interrelationships will exist between the SSCC capabilities of the mobile device,
characteristics of the physical dynamics of the engineering system, and aspects
of the user experience. These interrelationships are of particular interest in direct
control architectures, since although the direct control scheme is well suited for
applications that require real-time human decision making and that can support
low-delay communications, their effects can be destabilizing. By addressing these
challenges on mobile platforms, the performance of more challenging teleoperation
tasks with relatively unstable systems may be possible, such as the balancing task
demonstrated in this chapter.
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Moving some of the computational and communicative load onto the mobile
device can potentially reduce demands such as the size, cost, complexity, and
energy usage of the engineering system being controlled. However, this comes at the
expense of increasing the sensitivity of the system to user actions and the network
performance, and adding an additional layer of complexity to the user interface
design problem. In particular, mobile interfaces must provide users with services
such as intuitive interaction metaphors, a variety of feedback modalities, and a
bidirectional non-blocking communication routine for exchanging information with
the physical system, while remaining responsive and meeting timing constraints to
maintain the stability of the physical process. To achieve this goal, the hardware and
software components of the devices must be assessed with respect to the roles they
are expected to serve in these systems.

3 Smart Device Hardware

Although the performance and user experience associated with utilizing smart
mobile devices in the interaction and control of physical systems depend on many
factors, the SSCC capabilities of the mobile device are essential to the successful
operation of the system. The requirements of the hardware will vary depending
on the physical process to be controlled and in some cases may be beyond the
capabilities of the current generation of devices. For this reason, developers should
stay up-to-date on the capabilities and limitations of the device hardware, as they
continue to advance at an accelerated rate.

3.1 Sensing

To utilize a smart mobile device to interact and control physical systems, the ability
to accurately capture information from the user or from the physical system is
of paramount importance. As is the trend in electronics, sensors continue to be
made smaller, more powerful, and affordable. This is good news, since sensors
have become an integral part of shaping the mobile experience. Many phones now
contain sensors to measure everything from the location, motion, and orientation
of the device; ambient temperature, light, pressure, and humidity; as well as the
proximity, fingerprint, footsteps, voice, and heart rate of the user. Although not all
sensors are embedded in all devices, most if not all of the relevant technologies for
extracting users’ gestures are now standard on modern devices.

Touchscreen When it comes to user interaction, the device screen plays a pivotal
role. Not only must it be used to provide the main source of feedback to the user
to support situational awareness during the interaction, but the screen also serves
as one of the most important sources of user input. Unlike most touchscreens, the
touchscreens of modern smartphones and tablets are based on capacitive sensing
technology. This means that touchscreens have not only become more sensitive,
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responsive, and accurate than previous generations of resistive screens, but their
displays have become much sharper as well. This has resulted in the creation of rich
touch and multi-touch interactions with mobile interfaces.

Inertial Sensors People have been using forms of gestures to communicate non-
verbal messages to each other since the beginning of history. By using inertial
sensors such as 3-axis accelerometers, gyroscopes, and magnetometers, mobile
device manufacturers have made it possible to accurately capture the movements
of devices (e.g., tilts, shakes, rotations, and swings) and to recognize gestures from
movement data. Moreover, the ability to recognize gestures from movement data
empowers mobile devices to act as extensions of the user and is beginning to play
an important role in creating a range of new promising interaction possibilities. With
the integration of dedicated motion coprocessors, devices can now collect, process,
and store motion data without burdening the application processor.

3.2 Storage

The need to collect and process data from the user and from engineering systems on
smart mobile devices necessitates the ability to store and work with large amounts
of data. With mobile devices that contain up to 128 GB in flash memory and as much
as 4 GB of RAM, this is not a problem on current platforms.

3.3 Computation

Many aspects of the performance and user experience associated with interacting
and controlling a physical system from a smart mobile device are closely linked
to the computational power of the device. During the interaction, the device is
expected to collect and store data from a multitude of sensors, to execute a
multitude of operations on the data, to render 2D or even 3D graphics to display
relevant data to the user, and to communicate information with the physical process,
oftentimes simultaneously and many times per second. In this way, the processor
plays a central role in satisfying both functionality and usability requirements of
the system. Manufacturers are now producing systems-on-a-chip (SoCs), in which
dual- or even quad-core processors, running at rates several times faster than their
first released models, are integrated with graphics processors, coprocessors, GPS,
cellular modems, and memory on a single board. The SoC not only allows the size
of the device to be reduced, but also dramatically improves speed and power usage.
In fact, the computational power of mobile devices has quickly caught up to the level
of desktop PCs and has been responsible for a shift towards a mobile computing era
in which smartphones and tablets are the central computing devices in people’s lives.
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3.4 Communication

If the interactions discussed in this chapter were just between the user and the
mobile interface, then simply considering the sensing, storage, and computation
of the mobile device would have been sufficient. However, wireless connectivity
is necessary to communicate data between the mobile device and the engineering
system. Support for the latest generations of mobile, Wi-Fi 802.11, bluetooth,
infrared, and near-field communications enables mobile devices to access and share
information with other devices at incredible speeds and over a variety of ranges.
This communication will introduce small delays to the closed loop, which must be
minimized as they negatively affect the stability and performance of the physical
system as well as the responsiveness of the interface.

4 Software

The purpose of mobile device software is to harness the embedded hardware in
providing rich intuitive user experiences. This includes the mobile operating system,
which provides the hardware drivers, the libraries, frameworks, and application
programming interfaces (API) so that developed applications have access to the
sensors, features, and data available on the device. It also includes the mobile
applications themselves, which make use of the available sensors, features, and data
to provide specialized functionality to the user. However, the design of interfaces
that enable users to interact with physical systems presents an additional layer of
complexity: the user must directly interact with the application on the mobile device
to indirectly interact with the physical system. In other words, mobile interfaces
must provide natural mappings from the user’s actions on the interface to the
commands that will be communicated to influence the state of the physical system.
In addition, the interface must provide clear feedback that can be used to interpret
the state of the physical system. It is natural to expect that the choice of mappings
and feedback will be dictated by the nature of the physical system. For assistance,
developers must leverage the research and heuristics that have been gathered on the
design of teleoperation systems [33] as well as on the design of mobile interfaces in
general [31, 36].

A well-designed interface must reinforce users’ assumptions and expectations of
how the interface is to be used and their mental models of how the physical system
will behave in response to their actions. To avoid overwhelming users, the low-level
details of the system ought to be hidden from the user and replaced with high-level
metaphors that may be familiar to the user [30]. The choice of interaction metaphors
may be inspired from the physical nature of the system to give the user the most
natural experience when using a mobile interface (e.g., exploiting a spatial analogy
wherein a physical object moves up or down when the user moves an interactive
object on the interface up or down, respectively). These interaction metaphors can be
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realized with gestures extracted from the touchscreen or from inertial sensors. Such
metaphors have been shown to be effective in designing interactions using the same
sensors and features on tangible user interfaces for human–robot interaction [18], in
gaming technology to build natural interfaces that enrich the user interaction with
desktop computers [12], and game controllers for introducing the elderly to video
games that keep them healthy through physical activity [17]. These applications
demonstrate that user interfaces with intuitive metaphors have the potential to make
remote interaction with physical systems more natural.

The design of metaphors for interacting with a particular system poses an open-
ended, creative design challenge that lacks a unique solution. Thus, it is important
to rigorously examine each of the metaphors that may provide a natural mapping.
This requires a comparative study to determine the interaction metaphor that not
only feels most natural to users but that also yields acceptable performance of the
physical process.

5 Putting It All Together: Control and Interaction
with a Ball and Beam Test-Bed

We will now discuss the development of a human-in-the-loop cyber-physical system
that implements a smartphone to enable immersive interaction with a ball and
beam test-bed. During the interaction, the control of the angular orientation of the
motorized beam is maintained by a laboratory station built around a PC-based data
acquisition and control board (DACB). The goal is to use the mobile interface on
the smartphone to monitor and command the orientation of the beam such that the
ball remains balanced at the center of the beam. In other words, while the stability
of the beam dynamics is ensured by the laboratory station, the ball dynamics
are intimately related with user behavior, computation, and communication in the
system. To determine the most effective metaphor for completing this task, a user
study is performed wherein participants are asked to perform the task using several
designed metaphors. A survey is conducted with the participants to determine the
user satisfaction with each metaphor. The experimental data shows that the preferred
metaphor of the participants is the one in which the smartphone is tilted to mimic
the desired tilting of the beam, and is the same one which yields significantly better
task performance.

5.1 System Description

The ball and beam test-bed consists of a DC-motor, a 0.5-m long lexan plastic beam,
and a smooth 1 in. (0.0254 m) diameter steel ball. The output shaft of the DC-motor
is attached to a gearbox to produce sufficient torque to drive the beam mounted to the
output shaft. Attached to the shafts of the gearbox are a potentiometer and an abso-
lute encoder for measuring angular displacement and a tachometer for measuring
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Fig. 5.2 The human-in-the-loop cyber-physical system for interacting with the ball and beam test-
bed using a smartphone

angular velocity. A setup with conductive and resistive strips attached to a track
on the beam, and associated electronics, is used to measure the position of the ball
along the beam. A computer running MATLAB/Simulink wirelessly communicates
with the mobile device and stabilizes the DC-motor to the desired orientation using
an optimal control algorithm (see Appendix), a PC-based DACB, and a power
amplifier. Figure 5.2 shows the complete human-in-the-loop cyber-physical system,
its components, and the data communicated between its major constituents.

5.1.1 Measurement System

To control the angle of the beam attached to the output shaft, measurements of the
angular position and velocity of the output shaft are, respectively, acquired using the
encoder and a tachometer mounted to the test-bed. For the user to be provided with
an animated display of the state of the system on the mobile interface for situational
awareness, and to evaluate the performance of the balancing task, a measurement
system is designed and integrated with the test-bed to supply measurements of
the position of the ball to the desktop computer. The circuit shown in Fig. 5.3 is
connected to the desktop computer via the DAC board. More information about
the setup of the DAC board is found in [20]. A carbon-based resistive strip and a
copper-based conductive strip are used to create a linear potentiometer on the beam
with the ball acting as the wiper. Since the analog channels of the DAC board have
a range of ˙10V, an operational amplifier is used to bring the output of the linear
potentiometer to this range. Two 10 kW potentiometers are used in the operational
amplifier circuit to trim the gain and offset of the output voltage.

5.2 User Interface Design

The smartphone-based user interface for interacting with the ball and beam test-
bed is developed to run on an Apple iPhone 5, with iOS as the mobile operating
system. When the application is started, the user first encounters the main menu
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Fig. 5.3 The system for measuring the position of the ball along the length of the beam

Fig. 5.4 Screenshots of the smartphone application, including the (a) main menu and the
interface modes for controlling the ball and beam test-bed using (b) buttons, (c) slider, (d) direct
manipulation of the animation, and (e) tilt

screen (see Fig. 5.4a), where she may select an interface mode to interact with the
test-bed and press a button to establish a wireless connection with the test-bed using
Wi-Fi 802.11. To allow for ease of navigation, the layout of the interface is inspired
by standard utility applications that users are familiar with, while the design of the
interactive interface is modeled after the look and feel of game applications, the
most widely downloaded class of mobile applications [29]. A rich two-dimensional
graphical animation of the ball and beam test-bed is included in the interface,
and updates in real time as the application receives sensor data from the test-bed.
Inputs from the touchscreen and from the inertial sensors on the device are used
in designing the interface modes. Specifically, four different interface modes are
made available to interact with the ball and beam test-bed, including tapping virtual
buttons, dragging a virtual slider, directly manipulating the animation by tapping
and dragging on the virtual beam, and tilting the device as if it were the beam.



5 Mobile Interfaces for Physical Systems 83

These interface modes resulted from (1) a narrow selection process in which more
than twice the number of interactive alternatives was evaluated, followed by (2) a
series of refinements in which the final values were chosen for parameters governing
the mappings. These steps helped to discover usability problems associated with the
interface, make predictions concerning tendencies in user behavior, and establish a
set of context-specific heuristics to provide a consistent level of usability for future
applications [24]. To conduct a study in which the design choices can be validated
and the user interface modes can be compared, each mode was used independently
and provided in separate views (Fig. 5.4b–e).

Buttons With the first user-selectable interface mode (Fig. 5.4b), two buttons are
pressed to drive the beam clockwise and counterclockwise. Several alternative
mappings from the button presses to test-bed commands were considered in the
design of this mode. Inspiration for the mappings was drawn from the developers’
experience with teleoperation systems and video games. Some of the mappings
were based on distinct taps on the buttons and others required holding the buttons
down. Finite angular displacement commands, velocity commands, and acceleration
commands to the beam in the directions indicated by the symbols on the buttons
were considered. Ultimately two of the mappings were combined to enable the user
to tap the buttons to rotate the beam in increments of 1 ı at a time or hold the buttons
to drive the beam at a quick but constant angular velocity (80 ı=sec). This gave the
user the ability to make fine adjustments to the beam angle as well as liberally drive
the beam depending on the situation.

Slider In the second user-selectable interface mode (Fig. 5.4c), a slider is dragged
across the screen to command the orientation of the beam. In this case, the major
design decisions focus on the orientation of the slider (horizontal versus vertical),
and the sensitivity of the mapping, which is dictated by the length of the slider and
the range of values covered by the slider. Preliminary evaluations revealed that to
balance the ball, the beam needs to remain in a region ˙10 ı from its horizontal
orientation. Also, users tend to make larger sweeps of the slider as opposed to
smaller ones. Thus, a slider that spans the entire width of the screen was used to
command the beam to within the appropriate angular region (˙10 ı), providing
users the needed sensitivity to make quick, fine adjustments to beam orientation.

Animation In the third user-selectable interface mode (Fig. 5.4d), the user can
interact with the beam by directly interacting with a one-ninth scale animation of
the beam using simple gestures on the touchscreen. Several alternative mappings
were considered when designing this direct manipulation mode, including tapping
on the screen in order for the animated beam to align itself with the user’s finger and
dragging the animated beam to the desired orientation for reorienting the beam. The
main issues encountered during the design of this interface mode included whether
users would choose to tap or drag the animation and where on the screen they would
perform these actions. Due to the resolutions of the screen and the beam animation,
it is more difficult to command the orientation of the beam when interacting with
the animation near the center of the beam. Thus, the distance in pixels between the
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user’s finger and the center of the beam is used to reduce the sensitivity as the user
interacted closer to the center of the beam. Interestingly this solution of the usability
problem produces a virtual moment arm effect. In fact, the results of preliminary
evaluations reveal that many users’ mental models already include this moment arm
effect, as most users tend towards interacting with the animation at the ends of the
beam. This interaction provides the user with the sensation that she is grabbing the
actual beam by one end and tipping it upward or downward. Moreover, preliminary
evaluations predicted that, in general, users tend to make large sweeping movements
across the screen when required to manipulate the beam quickly to complete the
exercise. Therefore the sensitivity of the interaction was lowered by reducing the
ratio between the output (angle of the beam with respect to the horizontal) and the
input (vertical finger motion in pixels) to 0:06 ı=pixel. This allowed users to make
fine adjustments with large drags of the fingers on the screen. Although it meant that
users were not tapping exactly at the angle on the animation where they would like
the actual beam to be oriented, this did not have a significant impact on users’ ability
to control the beam, since they mostly relied on visual feedback from the test-bed
to orient the beam.

Tilt The fourth user-selectable interface mode (Fig. 5.4e) uses the device’s built-
in accelerometer sensor to command the orientation of the beam. This is based
on the underlying assumption that the only acceleration experienced by the device
accelerometer is due to gravity [9]. By tilting the mobile device, the user is provided
with an interaction metaphor that gives her the sensation that she is actually tilting
the beam itself. The tilt-based mode includes a toggle switch to turn the control of
the beam on or off, to prevent commands from being sent to the test-bed prematurely
until the user has correctly oriented the smartphone. The main design parameter
of this interaction metaphor is the ratio between output (the angle of the beam
with respect to the horizontal) and input (the angle of the mobile device). This
ratio significantly impacts the sensitivity of the interaction. Originally, the ratio was
designed to be 1:1; however, the results of preliminary evaluations indicated that
users tend to exert large rotations on the device when required to manipulate the
beam quickly to complete the exercise. Therefore, the sensitivity of the interaction
is reduced to a ratio of 1:3 to improve performance. This allowed users to still make
fine adjustments to beam orientation with generous motions of the device.

The mappings of the different interface modes for human–machine interactions
presented above are not unique. It is certainly possible to explore alternative
mappings and metaphors to control the system. For example, prior research has
investigated additional modes, such as knobs and joysticks, for the control of mobile
robots [26]. In addition, prior research has also investigated the use of vision as a
modality to foster intuitive user interactions with educational laboratory test-beds
[15]. However, the focus of this work is to illustrate how the hardware and software
elements embedded in mobile platforms can be used in human-in-the-loop cyber-
physical interactions and to lay a foundation for further research into designing
such interactions. A longitudinal study, in which each of the modalities is iteratively
improved upon, will be considered in future work.
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5.3 User Study

To investigate the usability of the designed smartphone interface, validate the
potential of utilizing smartphone hardware and software in systems such as the one
described in this chapter, and determine the most effective interaction metaphor
for completing the balancing task, a study is conducted with 21 participants (20
male, 1 female), all of similar age and technological experience (engineering
students between 19 and 26 years old). After completing a preliminary survey, each
participant uses each of the four interface modes three times (for a total of 12 trials
per participant and 252 total trials) to control the orientation of the beam to balance
the ball as close to the center of the beam as possible for 20 s. During the interaction,
participants stand directly in front of the test-bed and have the choice to either look
at the animation of the test-bed on the smartphone screen or to look at the actual
test-bed. The order in which the participants use the interface modes is randomized
to prevent any order effect on the results of the study. Specifically, the four interface
modes yield 24 permutations for the order in which they can be used. Thus, no two
of the 21 participants are assigned the same order. At the beginning of each trial,
the ball begins at the left end of the beam. When the user is ready, she may use the
interface to bring the ball towards the center of the beam, at which point the twenty-
second timer is started. The task is completed once either the twenty seconds have
ended or the ball has fallen from either end of the beam. As participants complete the
exercise, the position of the ball is measured and recorded by the desktop computer
in MATLAB. The outcome of the task (whether the ball remains balanced or not) is
also recorded. The performance metrics are the score (1 if the ball remains balanced
after twenty seconds and 0 otherwise) and the root mean squared deviation (RMSD)
of the ball from the center of the beam for those trials that are successful. Of the
users who successfully keep the ball balanced, those who have a more difficult time
balancing the ball yield larger values for the RMSD and those who have an easier
time keeping the ball balanced near the center yield smaller values for the RMSD.
After the participants complete the task with each of the interface modes, they
complete a final survey in which they indicate their level of disagreement/agreement
(on a scale of 1–5) with statements concerning the ease of use and satisfaction
with the interface. Participants are encouraged to provide written comments and
suggestions, which are used to determine which interface mode each user preferred.
The experiment is conducted with each participant according to the following
protocol:

1. The participant completes a preliminary survey.
2. The participant is introduced to the smartphone application.
3. The order in which the participant will use the interface modes is generated.
4. The participant has three twenty-second attempts to balance the ball on the beam

using the first interface mode.
5. Step 4 is repeated for the remaining three modes.
6. The participant is given the final survey which asks about participant’s experience

in using each of the modes.
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As discussed in [27], user input to a machine can be in a continuous or a discrete
format. Since the slider, animation, and tilt interaction modes yield continuous
format data and the button mode yields discrete format data, sensitivities of
different modes producing data of different formats are not amenable to comparison.
Moreover, due to differences in nature between modalities (i.e., tilting the device or
dragging a finger on the screen), sensitivities of different modes producing data
of same formats are also not amenable to comparison. Thus, in this work, the
sensitivity of each mode has been treated as an adjustable parameter that is critical to
the performance and acceptance of a particular interaction metaphor, but that needs
to be studied independently through user testing.

5.3.1 Quantitative Results

Each of the 21 participants in this study is successful in balancing the ball on
the beam at least one time. However, eight of the participants balance the ball
successfully by using only one of the interface modes, and seven of these eight
participants are successful with only the tilt mode. Figure 5.5a shows the percentage
of participants who are successful with each of the interface modes. It is important
to note that none of the 21 participants successfully use the button mode even
once to complete the exercise. Regarding the remaining three modes, percentages
of successful participants are as follows: 28.6 % for the slider mode, 19 % for
the animation mode, and 71.4 % for the tilt mode. Therefore, the tilt mode is
undoubtedly superior to the other three mode in terms of the success rate of
participants. Of the 252 trials, 75 are successful. Figure 5.5b shows the percentage
of these 75 successful trials that each of the four interface modes are responsible for.
Note that 60 % of the successful trials result from the use of the tilt mode, which is
higher than the combined number of successful trials resulting from the animation
and slider interface modes.

Fig. 5.5 Success results, including (a) percentage of successful participants for each mode and
(b) percentage each mode is responsible for the total number of completed trials



5 Mobile Interfaces for Physical Systems 87

12

Number of Completed First Trials for Each Interfacea b Average Score for Each Interface and Trial

10

8

6

4

2

0
Buttons Slider Tilt Animation

Buttons, Trial 1

Buttons, Trial 2

Buttons, Trial 3

Slider, Trial 1

Animation, Trial 1

Animation, Trial 2

Tilt, Trial 1

Tilt, Trial 2

Tilt, Trial 3

−0.2 0.2 0.4
Score (0 = Uncompleted, 1 = Completed)

0 0.6 0.8 1.21

Animation, Trial 3

Slider, Trial 2

Slider, Trial 3

Fig. 5.6 Intuitiveness and learnability results, including (a) number of successful first trials for
each mode and (b) multiple comparison test results for the effects of trial number and interface
mode on score

To investigate the intuitiveness of each of the interaction metaphors, the number
of times that participants successfully complete the balancing task in the first trial
is recorded for each interface mode. Figure 5.6a shows that the tilt mode allows
approximately half the participants to successfully balance the ball on the beam with
no prior experience using the interface mode. An analysis of variance (ANOVA)
test on the collected data reveals that the effect of the interface mode used on the
average scores of the participants has a p-value of p << 10�5, much less than
the critical value of 0.05 for a 95 % confidence level. However, the effect of the
trial number (first trial, second trial, or third trial) also has a significant effect on
the average scores of the participants, with a p-value of 3:3 � 10�3. No interaction
between these two effects is found. To further investigate how the interface modes
and trial numbers yield significant differences in score, a multiple comparison test is
performed. The results of the multiple comparison test are shown in Fig. 5.6b. Note
that the bars displayed in the figure are not error bars calculated from the variance in
the data, but rather equal width intervals calculated using a modified Tukey–Kramer
procedure [19] and used by MATLAB for purposes of statistical comparisons. If
any two intervals are disjoint, then there is a significant difference between the
two associated data points. Although participants perform better on average after
successive trials using each interface mode (except for the button mode), the tilt
mode is the only one of the four interface modes for which participants exhibit a
significant increase in skill between their first and last trials. Participants are more
likely to complete the task successfully on average with the tilt mode on their first
attempt than with any trial using any other interface mode. Finally, the number
of participants who complete the balancing task on their second trial with the tilt
interface is statistically greater than the number of successful participants in any
trial with any other interface.

To further investigate the performance of the participants, the RMSD was
measured for each successfully completed trial. The results of an ANOVA test
indicate that the interface mode used has a significant effect on the average RMSD
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Fig. 5.7 Root mean squared deviation (RMSD) from the center of the beam for each interface

value associated with a successful trial (p D 1:73 � 10�2). A multiple comparison
test performed to investigate this effect further yields the results shown in Fig. 5.7.
These results indicate that participants using the tilt mode and slider mode are able
to balance the ball significantly closer to the center of the beam than the participants
using the animation mode.

5.3.2 Qualitative Results

A survey with statements motivated by [35] is given to participants after they
complete the interaction exercise. The survey asks participants to agree or disagree
with the statements for each of the interface modes according to a 5-point Likert
scale, with 1 indicating strong disagreement and 5 indicating strong agreement. The
statements consist of the following:

1. Understanding how the interface works is difficult.
2. Remembering how the interface works is difficult.
3. Using the interface is difficult.
4. The interface always performs the intended action.
5. Overall, using the interface is very satisfying.
6. I will be interested to use this interface to control other physical systems.

The participant responses are tallied and used with their suggestions and
comments to compare the interaction metaphors in terms of user experience. The
participants report having a positive experience using the smartphone interface.
Nearly all participants respond that it is neither difficult to understand nor difficult
to remember how to use any of the four interface modes. However, most participants
agree that the button mode is more difficult to understand at first and the most
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difficult to use, that it does not always perform the participant’s intended action,
that it is not very satisfying, and that they would not be interested in using
this interface mode again. These responses are expected, since no participant
successfully completed the balancing task with the button interface. This is because
the binary nature of buttons does not present a clear intuitive mapping for operating a
rotating motor whose speed and direction must continuously change. This problem
is solved in the gaming industry with the introduction of interface elements like
knobs and joysticks. Although a better button-based mapping than the one explored
in this study may exist, the pressing of buttons is severely limiting and does not
bear any spatial relationship to the problem, and so it can be safely concluded that
buttons cannot provide a suitable interaction metaphor for this system. In contrast to
the button mode, most participants report that the tilt mode is the easiest and most
intuitive to use. This is because the tilt mode effectively exploits the accelerometer
onboard the smartphone to provide the user with an intuitive metaphor based on a
spatial analogy which is immediately easy to understand.

Participants are also asked to select their preferred interface mode for conducting
the experiment. Figure 5.8 shows the results of the responses from the participants,
with 82 % of the participants preferring to use the tilt mode. Thus, in combination
with the quantitative results, it is seen that the tilt mode provides the most effective,
intuitive, and preferred metaphor for interacting with the ball and beam test-bed to
perform the balancing task.

5.3.3 Discussion of Cyber-Physical Effects

During the interaction, participants can choose to look at the animation of the test-
bed on the smartphone screen or the actual test-bed. Because of the reaction time
required by the balancing task, it is generally difficult for participants to switch

Fig. 5.8 The percentage of
times each interface is chosen
as the preferred interface by
participants
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their attention between the two. Participants report that they can sense a small
time delay between the response of the animated system and the physical test-bed.
There will always be delays in a system such as the one presented in this chapter
due to latency inherent in wireless network communication; however, under the
influence of gravity, the dynamics of the ball and beam system are especially fast
in comparison to the communication delay and update time of the mobile interface.
This is not a significant issue in many practical applications involving systems with
relatively slower dynamics and tasks which do not impose strict timing constraints
[13]. In fact, noticeable delays in the animation disappear as users bring the ball to a
more stable state where it can slowly move near the center of the beam. Nonetheless,
most participants opt to look at the actual test-bed and use their own visual feedback
as opposed to the animation. Since studies with robots show that systems that are
directly teleoperated have the potential for increased performance when conducting
complex tasks [4], future research must investigate how complex tasks may be
performed at large distances, in which direct teleoperation is no longer accompanied
by direct visibility and users must rely on only the interface. While using their
own visual feedback from the test-bed, some participants report that the slider and
animation interfaces, which both involve dragging fingers on the touchscreen, give
essentially the same interactive experience. The tilt interface is the only interface
that is unaffected by this issue, since in this case participants solely focus their
attention on the actual test-bed while naturally tilting the smartphone to command
the beam orientation.

Since network latency can degrade the performance and usability of the system,
during the user trials efforts were made to keep latency to a minimum. Specifically,
all 252 trials were conducted on the same day on a local network that was
exclusively dedicated to conduct this study. Next, the size of the network packets
was kept to a minimum, the distance between the mobile device and the router was
held relatively constant, and algorithms [28] that degrade real-time response of the
system were disabled. These strategies allowed the fluctuations in network latency
to be neglected across trials and users did not experience any effects of latency
fluctuations during trials.

6 Conclusions

Smart mobile devices, such as smartphones and tablets, have the potential to serve as
components that may be integrated into human-in-the-loop cyber-physical systems.
In these systems, they can provide users with access to immersive and intuitive
interactions with complex physical processes. This chapter demonstrated that to
achieve effective interactions, in terms of stability, performance, and quality of user
experience, harsh demands are imposed on the mobile device that test the limits
of its SSCC power. An example system was presented that illustrated how the
hardware and software of mobile devices can be blended in the design of intuitive
interaction metaphors that are oftentimes based on some physical analogy between
user behavior and the nature of the system. Although the integration of mobile
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devices using the architecture described in this chapter could serve to enhance
people’s interactions with physical systems, future work must further explore how
to resolve issues that arise from cyber-physical effects associated with the interplay
of computation, communication, and dynamics of the physical process.
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Appendix: Beam Position Control Modeling and Design

To control the angular position of the beam from the laboratory station, the test-
bed is modeled as a combination of an electrical and a mechanical subsystem.
Figure 5.9 shows a schematic representation of the test-bed, which includes an
armature-controlled DC-motor, a gearbox, and the beam [7, 20]. The governing
equations for the rotation of the beam under the influence of an applied voltage
to the DC-motor can be approximated as a first-order transfer function from the
armature voltage Va.s/ to the angular velocity of the beam, !`.s/, as shown below

!`.s/

Va.s/
D K

�s C 1
; (5.1)

where K is the dc-gain and � is the mechanical time-constant of the test-bed
dynamics. Next, the parameters K and � are experimentally identified from the step
response of the system [20] and found to be K D 1:58 rad=s=V and � D 0:068 s.
The first-order transfer function is combined with an integrator to obtain the angular
position and converted to the following state-space model:
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Fig. 5.9 The model of the
motorized beam
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Using the second-order state-space model of the motorized beam test-bed (5.2),
a linear quadratic regulator [6] is designed by selecting the control gain Kc such that
the full-state feedback control law u.t/ D Va.t/ D �Kcx.t/ minimizes the quadratic
performance

J.Kc/ D
Z 1

0

�
xT.t/Qx.t/C uT.t/Ru.t/



dt;

Q D


500 0

0 5

�
; R D 15:

(5.3)

The solution for the control gain is found to be Kc D �
5:7735 0:4765



. Note that

a Simulink model is designed to implement the feedback controller on the desktop
computer. Specifically, the control signal u.t/ is computed using sensor measure-
ments and user commands received from the smartphone. To avoid the wires on the
test-bed from getting entangled, in all cases, the feedback controller implementation
constrains the commanded position of the beam angle to be within ˙20 ı.
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Chapter 6
Force/Tactile Sensors Based on Optoelectronic
Technology for Manipulation and Physical
Human–Robot Interaction

Andrea Cirillo, Pasquale Cirillo, Giuseppe De Maria, Ciro Natale,
and Salvatore Pirozzi

Abstract Design and realization of autonomous robotic platforms require crucial
information on their surroundings especially when robots should interact with
the environment and humans. In many cases, perception is necessary to correctly
accomplish tasks in a dynamic environment where a model is hard to obtain.
Grasping and fine manipulation of objects with different shapes and surface char-
acteristics as well as detection of contacts between the robot and the environment
are easily enabled by tactile sensing. The sense of touch represents the most natural
way to obtain relevant information during an interaction task, such as parameters
like surface friction, exchanged forces and torques, object shape. This chapter
provides an overview of the authors’ work on force/tactile sensors development.
By exploiting optoelectronic technology, the authors designed and realized two
tactile sensors that can be used to execute both fine manipulation of objects and
safe interaction tasks with humans. The chapter describes both sensors in detail and
provides an experimental validation of their capabilities.

Keywords Force/torque sensor • Tactile sensor • Distributed sensor • Optoelec-
tronic sensor • Human–robot interaction • Manipulation • Grasping • Slipping
detection • Conformable sensor • Slipping avoidance • Friction estimation

1 Introduction

Robotic technologies have improved efficiency and reduced costs of repetitive,
well-defined manufacturing tasks. Recently, there is a great interest in designing
robots that can work in less-structured environments by collecting information about
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their surroundings to take appropriate decisions [48]. This would allow them to
work in areas close to humans and perform more complicated and dynamic tasks
(e.g., providing basic services to elderly people or undertaking dangerous rescue
missions) [37]. Autonomous or cooperative tasks require the robots to safely interact
with the environment, i.e., without producing damages to themselves, to humans,
and to objects.

In this scenario, sensing becomes fundamental. Tactile sensing is particularly
important since many tasks require the robot to recognize unintentional collisions
or to make intentional physical contact with humans or objects. Highly functional
tactile sensing is required to improve safety and effectiveness of current robotic
technology [24]. For humans, the skin is a remarkable organ and the sense of touch
is fundamental to grasp and manipulate objects avoiding slippage, or to blindly
operate in a dynamic environment. It consists of an integrated, stretchable network
of sensors that provides information about tactile, proximity, and thermal stimuli to
the brain, allowing us to operate within our environment safely and effectively. An
artificial tactile sensor, mimicking the human touch, should possess the capability
to measure both dynamic and geometric quantities, i.e., contact forces and torques
as well as spatial and geometrical information about the surface of the touched
objects. Each of these quantities may be measured either as an average quantity
for some parts of the robot or as a spatially resolved, distributed quantity across a
contact area [54]. Many essential aspects of life are mediated by the multi-functional
tactile sensing capabilities of skin, including contact force sensing for grasp control,
object manipulation and orientation determination, tensile strain monitoring for
proprioception (essential for simple movements such as standing or walking), shear
force sensing for friction determination, vibration detection, slip detection, and
texture determination.

As Mallory et al. said in [25], the idea of developing force/tactile sensors that
mimic the capabilities of the human skin has been used for the first time several
years ago also in science fiction and movies, e.g., Six Million Dollar Man series,
Star Wars series, and Terminator movie series. Since 1990s, scientists began to
create low-cost, conformable, and useful tactile sensors for normal and shear forces
estimation [12, 32], but significant progress in the development of tactile sensors has
been achieved just in recent years, when robotics researchers tried to improve the
cognitive and grasp capabilities of new robots by providing them with both compact
tactile sensors for robotic hands and distributed sensor systems for arms and body.
A recent and comprehensive review on features that tactile sensors should possess
and technologies used to realize them can be found in [15]. Scientific literature
reports a lot of works related to design and development of small and compact
tactile sensors as well as of distributed prototypes that use different technologies,
e.g., resistive [1, 4, 23, 30, 43, 53, 56, 58, 59], piezoelectric [35, 42], capacitive [5,
8, 13, 22, 44, 45, 50–52], magnetic [7], and optoelectronic [26, 27, 33, 40, 46].
While the use of tactile sensors for contact point detection and pressure estimation
is a diffuse practice, the development of force/tactile sensors able to estimate the
contact wrench as well as the design of distributed solutions able to estimate both
magnitude and direction of the applied forces remains still an open challenge for
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robotics researchers. Other examples of sensors that can detect contact pressure have
been presented in [19, 20, 29, 36, 47, 55, 57]. To the best of the authors’ knowledge,
the optoelectronic technology is not widely used in the design of tactile sensors. Just
few solutions, such as the one proposed in [40], exploit optoelectronic technology
to obtain a six-axis force sensor. A vertical cavity surface emitting laser (VCSEL)
is used in [31, 41]. In [41], the VCSEL, combined with a photodiode, is used to
develop a flexible sensor able to estimate the shear stresses applied to its surface.
Differently, in [3] an optic subsystem is introduced only to provide a reliable and
high speed communication channel for the sensor data transmission and not for
the force measurement. None of the sensors cited so far is able to estimate the
force vector in a large contact area and only other few different non-optoelectronic
solutions are able to estimate the three components of the force vector applied to
a small contact surface by an external colliding object. In [60, 61] a flexible tactile
sensor array for an anthropomorphic artificial hand with the capability of measuring
both normal and shear force distributions, using quantum tunneling composite
(QTC) as a base material, is presented. It consists of four fan-shaped electrodes
in a cell that decomposes the contact force into normal and shear components.
However, as discussed by Amarasinghe et al. in [2], QTC technology suffers from
different drawbacks that imply to use it or as a simple low-cost contact switch, or
with additional complex mechanical structures to realize force sensors. Moreover,
QTC also takes considerable time to return to its original state after deformation.
Tao Liu et al. [38] designed a 3-D tactile sensor by integrating four sensing cells,
each composed of a pressure-sensitive electric conductive rubber (PSECR) and a
fan-shaped pectinate circuit. Both solutions use measurements of four sensing cells
to estimate the normal force component and the shear force components through a
simple empiric relationship that relates the force components to the sensor output,
i.e., voltages.

The solutions cited above involve large volumes, weights, and costs that compli-
cate the integration especially into robotic hands.

In this chapter the authors present their own solution based on the use of
optoelectronic technology aimed to overcome most of the problems encountered
in the works cited above, mainly: difficulty of integration into small spaces, high
costs, repeatability, and complex conditioning electronics. The idea behind the
sensor design has been exploited for the realization of a six-axis force/tactile sensor
and of a smaller three-axis sensor as well. The first one, thought for improving
grasping and object manipulation capabilities of robotic hands, is able to measure
the six components of the force and torque vectors applied to it and to provide a
spatial and geometrical information about the contact with a stiff external object.
The second one represents a smaller and simplified version of the previous sensor
and it has been used like the tactile element for the development of a spatially
distributed force/tactile sensor prototype. The developed sensor prototypes have
been characterized and tested in typical robotics applications of manipulation, like
slipping detection and human–robot interaction, i.e., manual guidance, collision
detection and reaction.
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Concepts and ideas used for design and development of the sensors presented in
this chapter have been already presented by the authors in [9, 10, 16, 17], in [18]
where the six-axis sensor has been used for slipping detection and avoidance, and
in [11] where the distributed sensor has been used for safe physical human–robot
interaction. This chapter is aimed at showing how optoelectronic technology has
been exploited to realize reliable and efficient force/tactile sensors for robotics
applications.

2 Sensor Concept

To realize the sensor with all the capabilities stated in the introduction, a deformable
elastic layer is positioned above a matrix of sensible points (taxels) so as to transduce
the force and/or torque vectors into deformations, which are measured by the
sensible points, as explained in the following subsection. Furthermore, the signals
provided by the taxels, which are spatially distributed below the deformable layer,
constitute a spatially distributed information that will also allow to estimate the size
and orientation of the contact area between the external surface of the sensor and
the objects in contact with it. The contemporary knowledge of all these information
is essential for using the sensor in robotics applications where objects of different
size and dimension have to be manipulated by robotic hands.

The sensor concept is based on the use of couples of infrared LED-
phototransistor and of a deformable elastic layer positioned above the optoelectronic
devices (see Fig. 6.1). The optoelectronic components are organized in a matrix
structure. For each couple, the LED illuminates the reflecting surface that coincides
with the bottom facet of the deformable layer. The deformable layer transduces
an external force and/or torque into a deformation of its bottom facet. An external
force applied to the deformable layer produces local variations of the deformable
material and the couples of optical devices measure such deformations in a discrete
number of points. These deformations produce a variation of the reflected light

Fig. 6.1 3D CAD model of
the tactile sensor

Optoelectronic PCB
LEDs (white)
Phototransistors (gray)

Deformable layer

Reflective
surfaces

Absorbing walls
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Fig. 6.2 Schematization of
the working principle

Contact force

Rest position

Contact object

Positive deformation

Negative deformation LED
Phototransistor

intensity and, accordingly, of the photocurrent flowing into the photodetector. In
particular, the deformations can be positive or negative, i.e., the photocurrent can
locally increase or decrease (see Fig. 6.2), depending on amplitude of tangential and
normal force components, as well as on torque components. The authors reported
in [14] a FE analysis demonstrating that the described relationship can be used to
actually reconstruct the external force and/or torque components by measuring the
elastic layer deformations in a discrete number of points.

3 The Force/Tactile Sensor

According to the working principle described in Sect. 2 different sensor prototypes
have been developed. In the following, a tactile sensor suitable to be installed on
the fingertips of anthropomorphic hands is described. Given its small dimension
and weight and its capabilities, the sensor can be used to confer tactile sensing to
robotic hands allowing them to grasp and manipulate objects with different shapes.

3.1 Realization of the Prototype

The realized tactile sensor is able to measure the six components of the force and
torque vectors applied to its deformable surface. It consists of 16 taxels organized
in a 4 � 4 matrix. The deformable layer is made of black silicone in order to
avoid cross-talk problems between taxels and ambient light disturbance, since the
black color guarantees the maximum absorption at every wavelengths. Only the
surface which faces each taxel is white to increase sensor sensitivity, ensuring
maximum reflection at every wavelengths (see Fig. 6.3b). According to FE analysis
results, the aspect ratio of the black walls between taxels has been selected in
order to reduce the horizontal deformations with respect to the vertical ones. In
particular, the thickness of the black walls is 1 mm, while the area of the white
reflecting surfaces is 1.6 �1.6 mm, resulting into a total size of the deformable
layer of 11:4 � 11:4mm. The height of the reflecting surfaces from the base of
the deformable layer is 1.5 mm thus ensuring the necessary aspect ratio. The top of
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Fig. 6.3 Pictures of the tactile sensor: (a) electronic layer, (b) bottom view of deformable layer,
(c) top view of assembled sensor, (d) bottom view of assembled sensor

the deformable layer is a section of a sphere with a radius of 11.4 mm. According to
the numerical simulations reported in [14], the expected measurement range of the
sensor prototype is Œ0; 4�N. The maximum force level can be adapted by changing
the hardness of the deformable layer. The maximum measurable force is limited
by the maximum vertical deformation of the reflecting surface of each taxel, so
the former can be changed by acting on the deformable layer geometry. A linear
relation between the Shore hardness and the logarithm of the Young’s modulus has
been derived in [49] for elastomeric materials. Using this relation, the maximum
predictable force level, with the current geometry, goes from 2 to 40 N by changing
the hardness of the deformable layer from 4 to 60 A.

Recalling the theory on LEDs and photodetectors radiation pattern [34], it
is possible to consider the photocurrent (and thus the received radiant flux by
the photodetector) proportional to the radiant intensity pattern of the LED and
responsivity pattern of the photodetector, evaluated at the emitting and receiving
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angle, respectively. Moreover, the photocurrent is also inversely proportional to
the squared distance between the two devices and the reflecting surface. As a
consequence, the optoelectronic components should have very large angles of
view in order to minimize the effects of LED radiation pattern and photodetector
responsivity pattern on the photocurrent, thus leaving only the dependence with
the distance. Considering these aspects, for the realization of the prototype the
following optoelectronic components manufactured by OSRAM (Fig. 6.3a) have
been selected. The LED (code SFH4080) is an infrared emitter with a typical
peak wavelength of 880 nm, while the detector is a silicon NPN phototransistor
(code SFH3010) with a maximum peak sensitivity at 860 nm wavelength. Both
components have an angles of view of ˙80 ı. The conditioning electronics is only
constituted by simple resistors without amplification and/or filtering stages. For this
reason, the collector current of the phototransistors, depending on the received light
intensity, is easily translated into a voltage signal via a suitable resistor and then
directly digitized with an analog-to-digital converter chip (code AD7490, Fig. 6.3d).
The voltage supply for all components is 3.3 V. Each LED is used with a forward
current less than 5 mA, with a maximum power consumption less than 200 mW for
the whole tactile sensor. This low power consumption and the local digitalization,
along with its compact size (Fig. 6.3c), make this sensor particularly suitable for
integration into anthropomorphic robotic hands.

3.2 Characterization as Force/Tactile Sensor

The objective of this section is to show the characteristics of the presented tactile
sensor and a calibration procedure necessary to use it as a 6-axis force/torque sensor.
The characterization of the sensor has been made under the assumption that the
contact surface can be approximated by a plane with a high stiffness with respect
to the deformable layer. The hypothesis holds if the external object has a curvature
radius larger than that of the deformable layer. This happens for a large number of
objects used in common manipulation and grasping tasks. Taking into account the
hardness of the silicone used to realize the sensor prototype, also the hypothesis of
high stiffness for the contact surface can be considered true for most of the daily
use objects. Figure 6.4 shows a sketch of the sensor, where the position of each
cell with respect to the reference frame is indicated. The position of the k-th taxel
can be identified with the coordinates of the taxel center position .xk; yk/. When the
silicone layer is undeformed, a certain amount of light emitted by the LED of each
taxel is reflected from the white surface and it is received by the phototransistor,
generating an initial voltage value on the collector. When an external force and/or
torque is applied to the sensor, the distance of the reflecting surface of each cell
from the corresponding taxel on the electronic layer can be subjected to a positive
or a negative variation. This implies changes of the reflected light intensity and,
accordingly, of the voltages on the phototransistor collectors. Denoting with vk the
voltage variation of the k-th taxel, vk > 0 denotes an increasing distance (and then a



102 A. Cirillo et al.

Fig. 6.4 The tactile sensor
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Fig. 6.5 Calibration system
for the tactile sensor as
force/torque sensor

decreasing photocurrent), while vk < 0 denotes a decreasing distance (and then an
increasing photocurrent) between the reflecting surface and the electronic layer. To
calibrate the prototype as a six-axis force/torque sensor, the proposed approach is
based on the use of a neural network to model the relationship between the applied
forces and torques and the phototransistors measurements. The sensor has been
mounted on a six-axis load cell used as reference sensor. The model used is the
FTD-Nano-17 manufactured by ATI, with a measurement range equal to ˙12N
and ˙17N for horizontal and vertical force components, respectively, while the
measurement range for all torque components is equal to ˙120Nmm. The reference
axes, reported in Fig. 6.4, are positioned on the plane that separates the tactile sensor
from the reference sensor. Figure 6.5 shows the calibration system used to collect
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the data for neural network training. An operator carried out various experiments,
using a stiff plane, applying different external forces and torques and simultaneously
acquiring all the voltage variations on the phototransistors and all the forces and
torques components measured by the reference load cell. The data, acquired at a
sample rate of 100Hz, have been organized in a training set and a validation set
to be used as input data (voltage variations) and target data (forces and torques
components) of the neural network. A testing set has been prepared using data from
experiments other than those used to collect the training and the validation sets,
in order to assess the trained network. A standard two-layer feed-forward neural
network fNN , trained with the Levenberg–Marquardt method, has been used to fit
training data

H D fNN.V/; (6.1)

where H D ŒFx;Fy;Fz;Tx;Ty;Tz�
T is the output vector (expressed in the sensor

frame fixed to the base of the sensor with the origin in the center of the spherical
deformable layer, the z axis orthogonal to the electronic layer and pointing outwards,
the x and y axes placed as indicated in Fig. 6.4), Fi and Ti with i D x; y; z
are force and torque components with respect to the reference frame, and V D
Œv1; v2; : : : ; v16�

T is the input vector containing the voltage variations of the taxels.
The network is constituted by 24 neurons for the hidden layer and 6 neurons for
the output layer. The trained network testing results are reported in Fig. 6.6a for the
force components and in Fig. 6.6b for the torque. The estimation is good for all force
and torque components, especially when force and torque values are high enough. In
fact, in the performance analysis it must be also taken into account that the training
data are very noisy when the measured values are small compared to the full scale
of the reference sensor. It is important to underline that these performances have
to be evaluated considering that, compared to commercially available sensors, the
proposed one is more compact, low cost, low power consumption, provided with a
digital interface, and the deformable layer guarantees good adaptability and stability
during grasping and manipulation applications.

The same taxel signals, used to estimate forces and torques on the contact point,
represent also a distributed information, commonly called pressure map or tactile
image. The tactile image can be used to estimate the center of pressure (CoP)
location at the base of the deformable layer, whose coordinates with respect to the
sensor frame can be estimated through a centroid-like method, i.e.,

xH D
P16

kD1 ˛kG.vk/P16
kD1 G.vk/

; yH D
P16

kD1 ˇkG.vk/P16
kD1 G.vk/

; (6.2)

where

G.vk/ D
(
vk if vk � 0

0 if vk > 0
k D 1; : : : ; 16: (6.3)
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Figure 6.7a reports an example of a linearly interpolated pressure map with the
estimated CoP.

The CoP coordinates obtained from tactile data are fundamental for the esti-
mation of the contact plane orientation with respect to the sensor frame. For a
generic contact plane, it is possible to fix a contact frame as reported in Fig. 6.7b,
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whose orientation with respect to the sensor frame is defined by the angles 	 and � .
A simplified version of the relationship between CoP coordinates and contact plane
orientation presented in [17] can be obtained by neglecting the deformations parallel
to the contact plane

xH D Rc	s� ; yH D Rs	s� ; (6.4)

where R is the radius of the hemispherical deformable layer and the symbols c	
and s	 denote cos	 and sin 	, respectively. By inverting eq. (6.4) and given the
CoP coordinates computed as in eq. (6.2), the angles � and 	 can be estimated. The
knowledge of the orientation angles of the contact plane allows to rotate the force
vector, expressed in the sensor frame, in order to estimate the force vector expressed
in the contact frame, namely

fc D
0
@ c�c	 c� s	 s�

�s	 c	 0

�s� c	 �s� s	 c�

1
A fs; (6.5)

where fs D .f s
x f s

y f s
z /

T is the force vector in the sensor frame and fc D .f c
x f c

y f c
z /

T

is the force vector in the contact frame. From fc it is straightforward to compute
normal and tangential components of the contact force as

fn D jf c
z j (6.6)

ft D
q

f c2
x C f c2

y : (6.7)
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4 The Distributed Force/Tactile Sensor

The tactile sensor described in Sect. 3 represents a reliable solution to improve grasp
and manipulation capabilities of robotic hands given the possibility to measure
both force and torque vectors that act on it. However, such sensor is not suitable
to be scaled in such a way it can be installed on a large robot surface since it is
not conformable. In general, a distributed force/tactile sensor should possess the
following features:

• capability to provide a direct measure of the pressure map and of the contact
force vector so as to avoid complex model-based estimation algorithms, even in
the case of multiple contacts

• high modularity and scalability
• light-weight, low power consumption, and low-cost, since it potentially could be

used to cover the entire surface of a robot
• adaptability to different spatial resolutions requested by the application site
• easy of manufacturing with a low number of wires
• adaptability to arbitrarily curved surfaces (conformability)

For the design of a distributed force/tactile sensor, the features to be taken into
account are different from those of a fingertip tactile sensor, since the main objective
of a distributed sensor is not the fine manipulation but the safe human–robot
interaction. In particular, some characteristics such as spatial resolution, accuracy
of the force estimation, and sensitivity can be relaxed in favor of additional
features such as modularity, possibility to cover large areas with limited costs
and power consumption, capability to discriminate multiple contact areas with the
corresponding forces, and ease of integration in different parts of the robot.

4.1 The Sensing Module

According to the guidelines defined in the previous discussion, the authors proposed
a distributed sensor based on the same idea behind the tactile sensor. The distributed
force/tactile sensor is obtained by interconnecting several sensing modules, each of
them capable to measure the force vector acting on it. Each sensing module consists
of four taxels organized in a 2 � 2 matrix. As before, a single taxel consists of an
optical emitter/receiver couple spectrally matched and a deformable elastic layer is
positioned above the 4 optoelectronic couples. Differently from a fingertip tactile
sensor, a distributed force/tactile sensor requires a higher full scale. To obtain these
characteristics, a silicone with a higher hardness has been chosen. The selected
one is the MM928, provided by ACC Silicones Europe, with a Shore hardness of
28 A and a cure time of 24 h at room temperature. As in Sect. 3, the aspect ratio
of the black walls between taxels has been selected in order to reducehorizontal
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Fig. 6.8 Pictures of the sensing element

deformations with respect to vertical ones, according to the finite element analysis
reported in [14]. In particular, for the distributed prototype, the thickness of the black
walls is 0.8 mm, while the extension of the white reflecting surfaces is 1.8 �1.8 mm,
which results in a total size of the deformable layer of 6�6 mm. The height of the
reflective surfaces from the electronic layer is 1.6 mm. The top of the deformable
layer is a section of a sphere with 7 mm radius. The deformable layer is bonded on
the electronic layer (of size 6.4 �6.4 mm) by cyanoacrylate glue. Figure 6.8 shows
some pictures of the sensing module components and an assembled module. After
a suitable calibration process, which is deeply described in Sect. 4.4, the sensing
module is able to measure the three components of the force applied to it with a
good accuracy and a low hysteresis error. In [9] the authors report a study of the
sensor and its characterization in terms of accuracy, hysteresis and response time,
which are briefly summarized below:

• sensitivity: ' 0:2N
• repeatability error: ' 6%
• hysteresis error: ' 10%
• response time: ' 0:001 s

An important remark concerns the hysteresis error. Its limited value allows to use the
sensor information without introducing further compensation algorithms differently
from other solutions based on soft foam materials [28].

Several sensing modules can be interconnected together in order to realize a
distributed force/tactile sensor. The adopted choice allows to estimate the force
vectors wherever applied to the whole distributed sensor by guaranteeing all
discussed features. The selected sensor architecture, differently from the tactile
sensor described in Sect. 3, results scalable enough to be applied to robot surfaces
such as torso, legs, and arms: its spatial resolution can be properly adapted on the
basis of the robot body part to cover by simply changing the distance between two
adjacent sensing modules.
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4.2 From the Sensing Module to the Distributed Sensor

The distributed sensor prototype described in this chapter consists of 36 modules,
organized as a 6 � 6 matrix, for a total of 144 taxels. To ensure the scalability and
the modularity of the system, a “scanning control” strategy, based on the same idea
reported in [47], has been adopted to realize the module interrogation by using an
MCU. The basic idea is to connect the sensing modules in groups which share 4
ADC channels, and to use the digital I/O of the MCU to switch on and off the
sensing modules, with a cyclic pattern, by ensuring that in each time instant, for
each group, only one taxel is turned on, while all the others, which share the same
ADC, are turned off. This control logic is based on the fact that the switched off
photodetectors behave as an open circuit that does not influence the A/D conversion
of the switched on photodetector voltage. Differently from [47], the sensing modules
can be directly driven by the MCU digital I/O lines, without using an external power
supply, since each LED works with a forward current of about 1 mA and the voltage
supply for all components is the 3.3 V, available from the MCU. Since different
groups use different A/D channels, sensing modules belonging to different groups
can share the same digital I/O line as power supply, by reducing also the number
of digital I/O lines necessary to switch on and off the sensing modules during
the interrogation. The described scanning strategy provides several advantages: a
reduction of the whole sensor power consumption, since the number of modules
simultaneously turned on is limited; a reduced number of ADC channels required
to acquire the data and a simplification of the wiring. By generalizing the adopted
interrogation technique, a total of n sensing modules (corresponding to 4n taxels)
can be organized in m groups, each one constituted by p sensing modules. The
sensing modules of each group share 4 A/D channels, hence the number of external
wires needed to interrogate a sensor patch is equal to 4m C p (plus one for the
ground). As a consequence, to minimize the number of wires needed for a sensor
patch, the following constrained optimization problem can be solved:

min
m;p

.4m C p/

subject to: mp D n, m; n; p 2 N C: (6.8)

By solving the optimization problem (6.8) for the 144 taxels sensor, the parameters
that allow the use of the minimum number of wires are m D 3 groups (correspond-
ing to 4m A/D channels) and p D 12 digital I/O lines, for a total of 24 wires plus
one for the ground.

Summarizing, the 144 total taxels, which constitute 36 sensing modules orga-
nized in three groups, are interrogated by using 12 ADC channels (4 ADC channels
shared by each group) and 12 digital I/O lines used to implement the scanning
strategy (see the schematic diagram shown in Fig. 6.9). For applications where large
surfaces have to be covered, the distributed force/tactile sensor presented in this
chapter presents very attractive properties from the power consumption point of
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Fig. 6.9 Electronic scheme of the interconnections between several sensing modules of a
distributed sensor and a microcontroller

view. Each taxel requires a voltage supply equal to 3.3 V with a current of about
1 mA, for an instantaneous power consumption of 3.3 mW. Since no additional
integrated circuits (ICs) are necessary, with just a few watts of power, thousands
of taxels can be driven at the same time. Generalizing, k taxels require a power
consumption equal to k � 3:3mW. For a distributed sensor constituted by 144
taxels, a total instantaneous power consumption of 475; 2mW would be needed
if all taxels were always switched on. In this case, the power consumption would
already be quite limited, but the interrogation technique described above allows a
further power saving. In particular, at each time instant, only one sensing module
is switched on for each group, corresponding to 4m taxels. With the optimal
number of groups m D 3, only 12 taxels are switched on at the same time, with a
total instantaneous power consumption of 39.6 mW, resulting in a reduction of one
order of magnitude compared to the previous case. The only limitation can be the
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minimum sampling frequency necessary to interrogate the whole distributed sensor.
For all the 144 taxels of the proposed sensor, with the selected MCU, i.e., an ARM
Cortex M4 STM32F303, a sampling frequency of 150 Hz was obtained. Therefore,
the proposed solution is very attractive for battery-powered robotic systems. The
interrogation circuitry described so far has the great advantage that the sensor can
work also if not all the sensing modules are actually connected or some connected
modules are broken, since they appear only as open circuits. This improves the
modularity of the proposed solution, because the number of the actually installed
and/or working modules can be easily detected through a proper initialization phase.

The adopted smart scanning control strategy and the low power consumption of a
sensing module made possible the development of the distributed sensor prototype
with flexible PCB technology in order to enhance the sensor conformability. The
scanning strategy allows a substantial reduction of the number of wires with respect
to the taxel number, which makes possible the use of a flexible PCB with a limited
number of layers corresponding to a reduced thickness, thus guaranteeing high
conformability of the optoelectronic board and low production cost.

The design of the flexible PCB affects the maximum achievable flexibility of
the distributed sensor. First of all, the installation of the electronic components on
the flexible PCB reduces the flexibility, depending on number and dimensions of
the components. Moreover, the flexibility depends also on the number of layers
necessary for the wiring, thus a proper routing of the PCB should be carried out. The
sensing modules are only constituted by the optoelectronic components (SFH4080
and SFH3010), that have a SmartLED package 0603 (with dimensions 1:3 � 0:8 �
0:65mm), and additional resistors to drive the LEDs (a resistor for each LED), with
package 0402 (with dimensions 1� 0:5� 0:32mm). By using the specific scanning
strategy, each group of sensing modules can share the resistors in series with the
PTs. With this choice, the number of resistors needed to convert the photocurrents
into voltages acquired by the A/D channels is reduced from the number of PTs to
the number of A/D channels used during the scanning. Furthermore, the resistors
can be mounted directly near the A/D channels, avoiding to add components on
the conformable part of the PCB. By adopting the presented scanning strategy, the
routing of a whole conformable force/tactile sensor patch can be completed by using
a flexible PCB with only four layers. Since no additional ICs with cumbersome
package are used for the conditioning electronics, only three types of components
have to be mounted on the flexible PCB for each taxel, and they are small enough to
maintain a high flexibility. The layout of the obtained PCB is reported in Fig. 6.10,
including the dimensions. The active surface of the sensor patch (hosting the sensing
elements) is about 47�47mm2, while the 25wires, needed to interrogate the patch,
are routed to a standard connector positioned on the left side. Figure 6.11 reports a
picture of the realized PCB, where the high flexibility is highlighted. The solution,
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Fig. 6.10 Flexible PCB
design (dimensions are
expressed in millimeters)

Flat
connector

Optoelectronic
components

Fig. 6.11 Pictures of the flexible PCB before (left and center) and after (right) soldering of
optoelectronic components

after components soldering, maintains a high flexibility that allows the sensor patch
to be conformed to a surface with minimum curvature radius of about 3 cm that is
sufficient for covering robot surfaces such as arms, legs, and torso.

As reported in the previous section, the deformable layer of each sensing module
has been bonded on the electronic layer using a cyanoacrylate glue. In order to
improve the bonding reliability, to increase the loading cycles and in order to cover
the whole sensor matrix with a single deformable layer, all the sensing elements
are connected together by an additional silicone molding. For a reliable contact
force estimation, it is necessary to have a negligible mechanical coupling between
adjacent sensing elements. To minimize such a mechanical coupling, a FE analysis
has been conducted (originally presented in [10]) to verify that the use of a silicone
with shore hardness of 6A (4–5 times more soft with respect to the one used to
realize the deformable layer) would not transmit significant stress from one cell
to another. The silicone rubber behavior was modeled with the Mooney–Rivlin
constitutive law

� D 2
�
� � 1=�2� .˛1 C ˛2=�/ ; (6.9)

where � is the elongation ratio. The model parameters˛1 and ˛2 have been evaluated
based on the considerations reported in [14]. They have been chosen as ˛1 D 3:96�
10�2 and ˛2 D �3:37�10�4 for the silicone with shore hardness 6 A, while as ˛1 D
0:16 and ˛2 D 0:13 � 10�2 for the silicone with shore hardness 28 A. Figure 6.12
reports the results of the FEM simulations. The 3D model is constituted by two
elements made of silicone with shore hardness 28 A, by one layer of silicone with
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Fig. 6.12 FEM analysis for
the characterization of the
second silicone molding
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shore hardness 6 A positioned between the two modules and by a plane of aluminum
material that represents the colliding object. The latter is subjected to a prescribed
displacement chosen to generate a mechanical contact between the plane and one
module resulting in a contact force. Referring to the reference frame reported in the
figure, the displacement is applied only along the y- and z-axes. The applied vertical
displacement is 0.8 mm and the horizontal displacement ranges from 0 to 0.6 mm
with a step size of 0.2 mm. The mesh geometry is uniform for all the 3D model parts
and it consists of 9469 tetrahedral elements. The last picture of Fig. 6.12 reports a
comparison between the displacements along the y-axis that affects the two sensor
deformable layers. The results show that for a 0.35 mm deformation of the first
sensing module the corresponding maximum deformation on the second module is
only 0.08 mm, that means a negligible mechanical coupling.

4.3 Integration of the Conformable Sensor on a Robot Arm

The first step towards the integration of the sensor patch on a robot link consists
in bonding the deformable layer to the flexible PCB. In order to ensure correct
operation of the sensor, the flexible PCB should be conformed to the surface selected
for the final assembly of the sensor patch before silicone layer bonding. Since the
force estimation depends on the deformations of the silicone layer, if the flexible
PCB were conformed to the target shape after bonding of the deformable layer, a
residual strain would affect the sensing modules causing a wrong force estimation.
Therefore, reduction of these undesired deformations is achieved by first curving the
PCB and then by bonding the silicone caps to it. To this aim, a mechanical support,
designed on the basis of the shape of the surface selected for the final mounting, has
to be realized. To mount the sensor patch on a KUKA LWR 4C, the support has
been designed based on a 3D CAD model of the robotic arm and it has been 3D
printed in ABS. The 3D CAD model provides a simple mechanism to extract a part
of the robot surface where to collocate the distributed sensor. Figure 6.13 shows how

Fig. 6.13 Sensor patch mechanical support: (a) KUKA LWR 4C 3D model, (b) selected surface,
(c) extruded shape, (d) designed support on robot link, (e) designed support
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Fig. 6.14 Conformable sensor patch during assembly phases: (a) perspective view, (b) side view,
(c) perspective view of the sensor prototype, (d) completed sensor prototype after second silicone
molding.

the sensor patch support has been designed in the 3D CAD software. Starting from
the CAD model of the whole arm (see Fig. 6.13a), the area identified for the final
mounting of the sensor patch is selected (see Fig. 6.13b). From the selected surface,
the sensor patch support has been extruded as a filled solid (see Fig. 6.13c). To
obtain the final support, the filled solid has been completed with side edges designed
to mechanically block the sensor patch on it and also several holes for inspection
of the bottom side of the electronic layer (see Fig. 6.13d and e).Once the flexible
PCB has been fixed to the mechanical support by epoxy resin, the silicone caps are
bonded to each sensing modules on the optoelectronic layer and the soft silicone
molding is applied, by obtaining a fully assembled patch. Figure 6.14 shows some
pictures of the conformable sensor prototype during the assembly phases.

Note that the final conformed patch has not a uniform spatial resolution for
the force detection, which depends on the local curvature. Let rflat denote the
sensing modules distance before bonding of the PCB on the conformed mechanical
support, that is equal to the spatial resolution of the flat patch, namely 7.4 mm.
Moreover, let R denote the local curvature radius of the mechanical support and hc

the height of the silicone caps bonded on the PCB. Then, the spatial resolution of
the conformed sensor patch locally varies in the range ˙hcrflat=R from the flat value
rflat. In particular, considering a curvature radius of 30 mm being hc D 4mm and
rflat D 7:4mm, the spatial resolution of the conformed sensor patch locally varies
from 7.4 to 8.4 mm.

4.4 Characterization as Distributed Force/Tactile Sensor

To provide the user with a contact force vector and contact position expressed in
a single reference frame fixed to the sensor, the calibration procedure has to take
into account the orientation of suitable reference frames attached to each module
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Fig. 6.15 Calibration setup

with respect to the given sensor frame. Furthermore, a comparison between two
calibration algorithms with different computational complexity is reported: one
based on an artificial neural network (ANN) and the other one based on a simple
linear mapping.

The calibration procedure has been implemented by using the same reference
sensor of Sect. 3.2. Figure 6.15 shows the calibration setup with the sensor patch
mounted on a mechanical adapter fixed to the reference sensor. The computation
of the calibration parameters for each sensing module requires that the axes of the
reference frame of the ATI sensor and the axes of the reference frame of the sensing
module are aligned. Let †si be the reference frame of the ith sensing module and
†ATI the reference frame of the ATI sensor. Based on the 3D CAD models, the
rotation matrix RATI

si
for each sensing module can be defined. Then, with the choice

of the reference frames reported in Fig. 6.15, the following equation, that allows
to rotate the force vector measured by the ATI sensor in the ith sensing module
reference frame, can be written as:

fsi D �
RATI

si

�T
fATI; (6.10)

where fATI D .f ATI
x f ATI

y f ATI
z /T is the vector that contains the force components

expressed in the ATI sensor frame, fsi D .f si
x f si

y f si
z /

T is the vector that contains the
force components expressed in the ith sensing module frame, and the rotation matrix
RATI

si
is defined as

RATI
si

D Rz .�=2/Ry .�i/ ; (6.11)

where �i is the angle between the yATI e xsi axes, positively defined for counter-
clockwise rotation about the yATI axis, that can be extracted from the 3D CAD model
of the mechanical support.
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To collect data for the calibration of the sensor patch, an operator carried out at
least two experiments for each sensing module, by using a stiff flat object to apply
different external forces. In particular, the operator manually interacted with each
sensing module being careful to apply forces with components along all directions
and with amplitudes up to the sensor full scale. For each experiment, all the voltage
variations Vsi D .Vsi

1 Vsi
2 Vsi

3 Vsi
4 /

T measured by the PTs belonging to the sensing
module, and the force components fATI measured by the reference sensor have been
acquired. Then, for each experiment the measured fATI have been rotated according
to (6.10) in order to obtain the force components fsi in the sensor module frame.
The collected data have been divided into two sets: a training set used to identify
the calibration parameters and a validation set used to validate the accuracy of the
calibration. With these data two phenomenological models have been calibrated and
compared.

The first model considers the force components as a quasi-linear combination of
the measured voltages as

f si
x D .ksi

x /
TVsi (6.12)

f si
y D .ksi

y /
TVsi (6.13)

f si
z D .ksi

z /
Tg.Vsi/; (6.14)

where the vector function g.�/ is the absolute value applied to each component of
the vector Vsi and the three 4 � 1 vectors ksi

x , ksi
y , and ksi

z represent the calibration
parameters to identify. Starting from the training set data, these parameters have
been identified with a simple least square algorithm by inverting Eqs. (6.12), (6.13),
and (6.14), respectively, written for each point of the training data set. Then, the
identified parameters have been used to evaluate the accuracy of the calibration
phase, by computing the estimated force components for the validation data set, as

Of si
x D .ksi

x /
TVsi (6.15)

Of si
y D .ksi

y /
TVsi (6.16)

Of si
z D .ksi

z /
Tg.Vsi/; (6.17)

where Of si
x , Of si

y , and Of si
z are the estimated force values for the ith sensing module.

As second model, a fsi
NN.�/ ANN operator has been considered, namely for the ith

sensing module

fsi D fsi
NN.V

si/: (6.18)

A standard two-layer feed-forward neural network, trained with the Levenberg–
Marquardt method, has been used to fit the training data. Different number of
neurons of the hidden layer for the ANN have been tested, and the solution providing
a good trade-off between the training error and complexity has been found with six
neurons.
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Fig. 6.16 Force components for a training data set: X component (top), Y component (middle), Z
component (bottom)

The force components estimated by using both models have been compared to
the measured ones. In Fig. 6.16, as an example, for a sensing module the estimated
force components are compared to the actual force components measured by the
reference sensor, for a training data set, just to verify the convergence of the training
algorithm. Instead, Fig. 6.17 shows the accuracy of the calibration, by reporting,
for the same sensing module, the estimated and the measured force components
by using the validation data set. The estimation appears satisfactory for all force
components with both calibration models.

In order to evaluate the calibration performance in a quantitative way, a synthetic
index has been computed for each force component and for both models. The
quality index is defined as

ek D 1

N

NX
iD0

ˇ̌̌
f si
k .i/� Of si

k .i/
ˇ̌̌
; (6.19)

where k D x; y; z indicates the force component, N is the number of samples, f si
k

is the force component k of the ith sensing element, and Of si
k the corresponding
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Fig. 6.17 Force components for a validation data set: X component (top), Y component (middle),
Z component (bottom)

estimated value. The use of the calibration approach based on the ANN model
provides a better accuracy for the shear force components for most of the sensing
elements, but it introduces a greater mean error for the normal force component.
Moreover, the better accuracy of the ANN model is not enough to justify its
computational complexity compared to the quasi-linear model. By considering the
full scales of each sensing element, which are ˙4N for the shear components
and 14 N for the normal component, the maximum mean error is less than 7.5 %.
Table 6.1 provides a comparison of the calibration approaches. It reports the
mean estimation error and the standard deviation for each calibration approach
computed by considering the 36 sensing modules. The absolute accuracy of the
shear components is less than the one of the normal component, but taking into
account the force range previously described, the relative accuracy results to be
equivalent for all the force components. Up to now, all modules have been calibrated
one by one. Instead, by using the same calibration parameters for all sensing
modules, estimated on a module located in the middle of the patch, a degradation of
the accuracy is expected. To quantify it, the linear model is adopted for all sensing
modules and also the performances obtained in this case are reported in Table 6.1.
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Table 6.1 Comparison of the three calibration approaches in terms of mean
estimation error and standard deviation

Mean error [N] Standard deviation [N]

Approach fx fy fz fx fy fz

Lin. comb. 0.1469 0.1657 0.4139 0.0363 0.0460 0.1052

ANN 0.1357 0.1445 0.4290 0.0485 0.0457 0.1497

Lin. comb. (one
calib. matrix)

0.3964 0.2728 0.7388 0.1293 0.1011 0.2483

The maximum mean error is less than 15 %, which is the double of the former
calibration approach, but using a significantly less time-consuming calibration
procedure. It is evident that for whole body applications, a good trade-off can be: the
use of the first strategy (more accurate and time-consuming) for parts (e.g., arms,
hands) where the interactions with the environment are frequent and intentional; the
use of the second approach (less accurate but time-saving) for parts (e.g., torso, legs)
where typically only unintentional interactions can occasionally occur.

5 Experiments

This section reports experimental validations for both the six-axis force/tactile
sensor and the distributed force/tactile sensor. The tactile sensor, mounted on a
parallel gripper of a KUKA youBot, has been successfully exploited to detect and
avoid slipping of objects in manipulation tasks. The distributed force/tactile sensor
has been installed on a KUKA LWR4+ robot and the force estimation accuracy has
been validated and compared with an indirect estimation technique.

5.1 Use of the Tactile Sensor for Slipping Detection
and Avoidance

The slipping avoidance algorithm exploiting the six-axis force/tactile sensor com-
prises two control actions. The first action is based on the static Coulomb friction
law and the second one is aimed at counteracting the uncertainties on the estimated
friction coefficient and the object weight, as well as at counteracting time-varying
external disturbances applied to the object.

Let fn be the normal component of the force to grip the object without slipping
when a tangential external force ft is applied to it. The Coulomb friction law states
that, in static conditions, slipping cannot happen if the normal force in (6.20) is
applied to the object, where � is the friction coefficient at the contact,
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fn D ft=�: (6.20)

With reference to Fig. 6.7, since the z axis of the sensor frame, aligned with the
actuation direction of the gripper, forms an angle � with the normal to the contact
plane, to compute the correct actuation force u, the normal force has to be projected
along the actuation direction through the angle � , estimated on-line based on the
tactile map, i.e.,

u D fn= cos �: (6.21)

Thus, the static component of the control force is

us D ft=.� cos �/; (6.22)

where the tangential force can be computed by (6.7) on the basis of the force vector
measured by the sensor.

Such control approach needs an estimated friction coefficient �, which can be
obtained through a preliminary exploration phase, described in the next section.

5.1.1 The Exploration Phase

The exploration procedure consists in applying a fixed normal force while slowly
sliding the sensor over the surface of the object placed on a desk. The proposed
procedure has been tested on different objects: an aluminum box with 80 g weight,
a gum box with 35 g weight with and without the sealing plastic film (see Fig. 6.18).

Fig. 6.18 The set of manipulated objects
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Fig. 6.19 Tactile exploration of all objects in different surface conditions

The procedure has been repeated for all the objects, both when their surface is clean
and for some of them when the surface is soiled by talcum powder.

Figure 6.19 reports the estimated friction coefficients. It clearly shows how the
friction coefficient can significantly vary from material to material and, for the same
material, depending on the conditions of its surface. In fact, the estimated friction
coefficient varies from � D 0:25 of the aluminum box with talcum powder to
� D 0:6 of the clean sealed gum box.

5.1.2 Slipping Avoidance in Dynamic Conditions

In the real-world, a slipping avoidance strategy based only on the estimated friction
coefficient likely fails since the friction coefficient can change after the exploration
phase. Moreover, there could be cases when the exploration cannot be performed.

To increase the robustness of the manipulation, an additional control strategy has
been proposed by the authors in [18] and here briefly recalled, which exploits the
six-axis force/tactile sensor.

According to the approach originally presented in [6], a linear Kalman filter (KF)
is used to compute a control action, additional to the static one in (6.22), aimed at
both counteracting uncertainties and tackling low breakaway forces due to time-
varying external disturbance forces applied to the object.

The control law is an integral action on the KF residual, implemented using
Tustin’s method as reported in (6.24), where xh is the integrator state at the hth
time instant, kc is the control gain, T is the sampling time, and fnd is the proposed
slipping avoidance control action.

xhC1 D xh C eh (6.23)
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fndh D kcjTxh C T=2ehj (6.24)

The absolute value ensures that the normal force always pushes and the integrator
ensures that fnd D 0 when eh has zero mean.

In conclusion, the total actuation force can be computed as the sum of two
contributions: the static control action in (6.22) and the slipping avoidance control
action in (6.24), i.e.,

uh D fth=.� cos �h/C fndh= cos�h (6.25)

Note that the computation of the correct actuation force along the gripper motion
direction requires estimation of the contact plane orientation angle �h, that can be
performed using the tactile map, as explained in Sect. 3.2.

5.1.3 Results

The force/tactile sensor described in Sect. 3.2 has been integrated in the parallel
gripper of a KUKA youBot (Fig. 6.20) by means of a USB interface and an ROS
node publishing force/tactile data.

The slipping avoidance control algorithm has been implemented as another ROS
node executed at a rate of 10 Hz. This low sampling rate is due only to the hw/sw
architecture limitations of the setup, introduced by the installed version of the robot
firmware and by the used ROS Fuerte wrapper that limits the general performance
of the robot in tracking position and velocity commands. Nevertheless, satisfactory
results have been achieved.

Fig. 6.20 Force/tactile sensor mounted on the parallel gripper of the youBot
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The sensor data can be actually exploited to realize an effective slipping
avoidance strategy an example of object manipulation in presence of uncertainties
is here presented. Further experiments can be found in [18].

The experiment is aimed at lifting the aluminum box while proving the robust-
ness of the slipping control. The estimated friction coefficient � D 0:4 is used
in (6.25), but the surface of the aluminum box has been corrupted with talcum
powder, which causes a significant drop of the actual friction coefficient (about
0:25 as seen in Fig. 6.19). Even though the weight has been considered known, the
error on the estimation of the initial grip force is due to the error on the estimated
friction coefficient that leads to an initial grasp force insufficient to hold the object
with a dirty surface. Figure 6.21 reports the results of this experiment executed
by deactivating the dynamic control action. The measured tangential component
is lower than half of the object weight and it demonstrates that the robot is not
able to lift the object, which slides between the gripper fingers resting on the plate.
By activating the control action in (6.24) with kc D 8, no slip occurs owing to
the correction to the actuation force computed by the controller (yellow curve), as
reported in Fig. 6.22.

Time [s]
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1

2
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Fig. 6.21 Grasping of the aluminum box in perturbed conditions (changed friction coefficient)
without dynamic slipping control
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Fig. 6.22 Grasping of the aluminum box in perturbed conditions (changed friction coefficient)
with dynamic slipping control
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5.2 The Distributed Force/Tactile Sensor for Physical
Human–Robot Interaction

In applications where the contact is intentional (advanced programming methods,
interaction with the environment, and manipulation), contact points are typically
located on the links and an accurate estimation of both the location and contact force
vector is needed for a proper motion of the robot, e.g., allowing the user to move
the robot links along specific Cartesian directions and improving the intuitiveness of
the collaboration task. Instead, for handling unintentional collisions on other parts
of the robot body a more rough information on contact location, but an accurate
detection of the direction is needed for ensuring a safe behavior of the robot, i.e.,
quickly moving the arm away from the operator who touched the robot.

The aim of this section is to provide a validation of the calibration procedure
described in Sect. 4.4 by testing the force/tactile sensor when mounted on a real
robot. In particular, the more accurate, even though time consuming, calibration
procedure that requires the calibration of each sensing module has been selected
for comparison purposes. The robot selected for the analysis is a KUKA 7 DOF
LWR4+ light-weight robot. The sensor is connected to an acquisition board with a
flat cable long enough to avoid to install it on the robot and the sensor voltages are
acquired through the “scanning strategy” detailed in Sect. 4.2. The board sends over
a USB connection the acquired raw data to a PC running a C++ sensor library for
interfacing with the data acquisition board. The sensor library is able to provide, on
the basis of the sensor voltages, the estimated force vectors applied to the 36 sensor
modules, the contact points and the contact frames. The information are sent via a
UDP socket to a second PC used to execute the robot control algorithm.

5.2.1 Recall to the Residual-Based Technique for External
Torques Estimation

In the experiments described below, two sensor patches are installed on the robot,
one on the end effector together with an ATI F/T sensor and the other one on the
third link (see Fig. 6.23). Several times, a force is applied by an operator to the
force/tactile sensor on a single contact point while the robot is fixed in a given joint
configuration, so as to allow a fair comparison with the contact force estimated using
the residual-based method proposed in [21]. For the sake of completeness, such
approach is briefly illustrated below. Consider the robot dynamic model, neglecting
joint friction torques,

M .q/ Rq C C .q; Pq/ Pq C g .q/ D � C �ext; (6.26)

where q 2 R
7 is the vector of the generalized coordinates, M .q/ is the symmetric,

positive definite inertia matrix, C .q; Pq/ is the matrix of Coriolis and centrifugal
terms, g .q/ is the vector of gravity torques, � is the vector of control torques, and
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Fig. 6.23 The force/tactile sensor on the KUKA LWR 4+: the sensor on the end effector (top) and
on the third link (bottom)

�ext is the vector of torques due to external contact forces acting on the robot. The
contact force estimation has been computed considering an approximate dynamic
model of the KUKA LWR 4C robot by neglecting friction torques.

Defining the generalized momentum of the robot as

p D M .q/ Pq; (6.27)
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the residual vector r 2 R
7 can be expressed as

r D KI

�
p �

Z t

0

�
� � CT .q; Pq/ Pq � g .q/C r

�
ds

�
; (6.28)

with rjtD0 D 0 and KI a diagonal positive definite matrix. From Eqs. (6.26)
and (6.27), the dynamics of r can be expressed as

Pr D KI .�ext � r/ : (6.29)

By choosing a gain KI large enough, assuming perfect knowledge of the dynamic
model parameters, the asymptotic solution of (6.28) is

r D �ext: (6.30)

If Fk 2 R
3 is an external force applied to a generic point of the robot and Jk .q/ is

the 3�7 Jacobian matrix associated with the contact point on the robot, the external
torques and, thus, the residual computed as in Eq. (6.30), are related to Fk as

�ext D JT
k .q/Fk: (6.31)

By solving Eq. (6.31), the component of the contact force vector not laying in the
null space of JT

k .q/ can be computed as

bFk D �
JT

k .q/
�#

�ext; (6.32)

where
�
JT

k .q/
�#

is the generalized inverse of the Jacobian transpose.

5.2.2 Results

The first experiment involves the force/tactile sensor installed on an ATI F/T Mini45
sensor mounted on the robot end effector. The force measured with the ATI F/T
sensor has been used as ground-truth. Figure 6.24 reports the components of the
force measured with the two sensors and the force components estimated with the
residual-based method, while Table 6.2 reports the mean errors computed by means
of Eq. (6.19). With respect to the maximum value measured with the reference
sensor for both the shear and normal components, the mean error for the tactile
sensor is less than 5 %, while for the force estimated with the residual method it
is about 30 %. The force estimated with the residual-based method is clearly less
accurate than the force measured by the tactile sensor. The greater estimation error
likely depends on the use of an uncertain and approximate dynamic model available
in the KUKA FRI Library.

The second experiment involves the force/tactile sensor installed on the third link
of the KUKA LWR 4+. In this case study, the force measured with the proposed
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Fig. 6.24 Components of the force applied to the robot end effector expressed in base frame

Table 6.2 Estimation errors
with respect to the ATI F/T
Mini45 sensor expressed in
Newtons

Sensor fx err fy err fz err

Tactile sensor 0:1412 0:1136 0:5721

Residual 1:1818 0:7100 4:9900

sensor has been compared only with the force estimated with the residual-based
method since it was impossible to install the ATI sensor on the robot link. The
results are reported in Fig. 6.25, where large errors on the residual-based estimation
of the x component of the contact force are experienced. This is easily explained
since the x axis of the base frame, in which the force vectors are expressed, lies
along the direction parallel to the third link, which is in a configuration such that
in this direction external forces are balanced by the mechanical structure of the
arm and not by the joint torques. Also the y component is not perfectly estimated
by the residual-based method even tough this component does not belong to the
null space of the Jacobian transpose. From a safety point of view, this is a nice
feature of the force/tactile sensor, since it allows the robot to detect contacts that
cannot be detected by the other method. Moreover, since the sensor provides a direct
measurement of the contact force, its installation on different parts of the robot
structure does not affect the estimation accuracy. Differently, as reported in [39], the
closer to the robot base is the contact point, the greater is the error of the residual
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Fig. 6.25 Components of the force applied to the third link of the robot expressed in the base
frame

estimation. Moreover, if three or more contacts occur on the structure of a robot
with seven or less DOF, it is not possible to estimate the corresponding external
forces, but just information on the external joint torques can be obtained. On the
other hand, if a specific application requires a higher full scale range for the tactile
sensor the mechanical structure of the latter, e.g., the deformable layer, would have
to be redesigned by using a silicone with a higher shore hardness. This issue does
not affect the residual-based method since the full scale of the estimated residual
depends on the limits of the robot structure and sensors.

6 Conclusions

This chapter represents an overview of the authors’ work on tactile sensing. Design
and development of force/tactile sensors for fine manipulation, grasp, and safe
human–robot interaction have been presented and experimentally tested. Firstly, a
small tactile sensor able to measure the force and torque vectors that act on it has
been presented. The sensor can be easily installed on a fingertip of a robotic hand
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due to its shape and limited size. Its capabilities have been validated by executing
a manipulation task where slipping detection and avoidance algorithms allowed to
manipulate an object of unknown weight subject to dynamic disturbances. Secondly,
design and implementation of a distributed, conformable force/tactile sensor have
been reported. The authors have shown how the sensor is capable to estimate the
force vector applied on the whole sensor surface with a uniform and fine accuracy
demonstrating that the proposed solution represents an innovative and reliable way
to provide the sense of touch to the whole robot body.
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Chapter 7
Mechanical Characterization of MEMS

Seyed M. Allameh

Abstract Characterization of microelectromechanical systems, MEMS structures
is important for their reliability, specifically for life-sustaining applications. Due
to size effect, testing must be done at microscale under the same conditions the
components are utilized. Microtesting systems have been developed and used for
metallic and nonmetallic MEMS components. Other methods including on-the-
chip characterization have been developed and utilized. Details of development or
utilization of various micro-characterization techniques are presented in this chapter.
There are many issues related to mechanical properties, some of which are briefly
described here. Modeling MEMS both computationally and mathematically are
depicted along with examples. At the end, future trends in MEMS are discussed.

Keywords MEMS • Characterization • Microtesting • Microtensile • Microfa-
tigue • Failure • Microcracks • Reliability

1 Introduction

Microelectromechanical systems, MEMS devices are becoming ubiquitous, from
automotive tire pressure sensors, inertial measurement units, and fuel injection
nozzles to aerospace exploration devices. Other applications include tablets, mobile
phones and watches, sport wearable gadgets, CO2 and other gas sensors, and even
blood viscosity measuring devices. In the light of these facts, special attention must
be paid to MEMS characterization. Since mechanical properties are affected by
a component’s size, it is important to conduct characterization experiments at a
comparable scale. The reliability of MEMS structures becomes vital for applications
where human life is at stake. Examples are triggers for airbags and weaponry,
life-supporting medical devices, and navigating systems for airplanes and vehicles.
While macroscale mechanical characterization is well established, the processes at
microscale yet have to be developed, enhanced, and standardized. Since MEMS
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field is relatively new, researchers are still trying to find more effective ways to
characterize and model the behavior of MEMS structures.

To design, fabricate and successfully test MEMS components, an integrated
approach is needed that provides Analysis, Computational and Experimental Solu-
tion(s) (ACES) [1]. This methodology employs analytical tools that are based on
exact closed form solutions. Commonly used computation methods such as finite
element method, FEM, boundary element method, BEM, and finite difference
method, FDM, treat problems numerically, and provide approximate solutions. The
degree of approximation, however, depends on the characteristics of the differential
equations and the specifications of the boundary, initial and loading (BIL) conditions
[1]. Unlike analytical or computational methods, experimental tools examine and
evaluate actual objects, their performance, and their respective operating conditions
and offer characteristics for those objects. The successful design and development
of MEMS, with added complexity due to size effect, requires a combination of both
experimental and theoretical tools [1].

2 Mechanical Properties-Related Issues

The movement of the mechanical components of MEMS is often associated with
loads that can cause fatigue and failure of the systems. Mechanical properties such
as strength, toughness, and fatigue life become important for the safe operation
of MEMS. Devices such as micromirrors potentially have millions of mechanical
components that tilt at high frequencies. Stresses developed in the hinges can
lead to premature failure of one of these, possibly rendering the whole device
useless. For bioMEMS that deal with various fluids, aggressive environments can
lead to stress corrosion cracking. High-aspect-ratio surface-machined BioMEMS
components such as microneedles and thermal-post heat-exchangers require good
fracture toughness in addition to reasonable strength. Microengine components rely
on good tribological properties. Adhesion properties of MEMS are important for
microswitches. Thermal actuators operate at higher temperatures and therefore need
good thermal-fatigue as well as creep resistance.

The effect of size on mechanical properties is well known for small structures.
While elasticity modulus is not size-dependent (for same crystal orientations),
other properties such as strength, fatigue limits, fatigue life, and hardness are size
dependent. The effect becomes more pronounced when the size of the structure
approaches the order of the grain size. Grain growth is one of the factors that
affects the strength of the MEMS structures. Consider LIGA MEMS components
being grown in PMMA molds. Initially, grains are very fine. This means a thin film,
with a microstructure mostly made of these fine grains, will be pretty strong. This
is not the case for thicker films where the fine grains were allowed to grow into
coarse columnar grains, subsequently reducing the overall strength of the film. Such
reduction in strength as well as in fatigue limit is well documented [2]. This is the
case for most thin film depositions, lithography-based electrodepositions, and other
additive processes.
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Environmental effects on silicon greatly influences the reliability of MEMS
devices. Stiction, specifically for MEMS moving components is one of the major
failure causes. This happens to sliding surfaces that stick to each other during motion
[3]. Presence of water vapor, not only promotes stiction, but also causes, fatigue
damage accumulation [4] as well as stress corrosion cracking [5–7]. Stress-assisted
dissolution of silica backbone at loci of high stresses (e.g., at the notch root) is
postulated to be the mechanism for deepening the surface perturbations, leading to
the formation of the grooves [4, 8–10]. Another mechanism for crack initiation has
been suggested to be the thickening of the native silicon dioxide layer at locations
where stress levels are high. Cracks have been suggested to start from these thick
silicon dioxide regions [5].

Failure analysis of MEMS structures has been performed by optical and electron
microscopy, atomic force microscopy, acoustic microscopy, focused ion beam
microscopy, and scanning laser microscopy. It has been hard to duplicate failures in
MEMS. This has been a major challenge in the failure analysis of these systems [11].
Reliability studies on silicon MEMS include the electrical actuation of comb drives.
However, there are other characterization tools, such as in situ visual inspection of
moving components, acquiring test data and tools for obtaining performance char-
acteristics [12]. A number of reliability factors have been studied for silicon. These
are frequency [13], shock resistance [14, 15], stiction [16], mechanical wear [17],
fatigue [18, 19], fracture [20], vibration [21], and environmental effects [22]. MEMS
devices that have been studied include microactuators [12, 23], microengines [13,
24], microrelays [25], thin films [26, 27], and resonating structures [6, 7] among
others.

MEMS mechanical reliability studies have been conducted for decades [28, 29].
However, there are still many MEMS applications that are not possible because
of the lack of mechanical behavior characteristics of such systems [30]. Although
analytical models have been developed [31–35] to predict the reliability of MEMS
or to help with reliability design rules, nevertheless, mechanical tests are still needed
to provide data that validate such predictions.

Actuation of MEMS is achieved by different methods. Conventional approaches
are simple and easy to implement and integrate into the circuits. There are still
challenges associated with each of these methods. Electrostatically driven actuators
are one-dimensional and effective. Examples are comb drives with interdigitating
combs that can be used for both actuation and sensing. The main challenge is the
high voltages (tens if not hundreds of volts) required for their actuation [36]. On the
other hand, magnetically driven actuators use smaller voltages but higher currents
that make them ineffective as thin films [37]. Despite their high energy densities, it is
difficult to integrate them with conventional semiconductor processing techniques.
When it comes to efficient actuators such as piezoelectrics, the challenge lies
in their design for in-plane movement [38]. While yielding high forces, thermal
actuators generate small displacements. Nevertheless for large displacements, they
yield small forces making these actuators ineffective [39]. Efforts have been made
to mitigate this problem by fabrication of a thermal actuator with medium range
forces associated with medium range displacement [39]. In this design, two thermal
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actuators generate rotation deflections that cause the motion of a cantilever at a
voltage of 13.3 V and a current of 39 mA. The cantilever has a spring constant of
65.5 N/m and can deliver noticeable forces. Deflections of up to 28 �m and force
efficiencies of up to 7 mW/�N have been reported [39].

3 Microtesting Systems

Microtensile Testing: The pioneering work of Sharpe and McAleavey [40] in
developing microtensile and microfatigue testing systems was continued by other
researchers who complemented these systems with new measurement techniques.
Figure 7.1 presents the schematic of an early system that utilizes laser interferometry
in measuring displacement.

The microtensile testing system utilizes various types of microsamples. One
such microspecimen is a small dog-bone shape structure made of LIGA Ni MEMS
deposited in PMMA molds. This structure has triangular ends, and its gage section
measures 200 �m � 200 �m � 400–1000 �m. Both sides of the samples are
polished to a mirror finish, and then marked in two locations by a pyramid indenter.
These inverted pyramid indents are necessary for reflecting a laser beam leading to
interferometry patters. Samples are mounted on small holders that are attached on
one side to a fixed mount and on the other to the piston of an air bearing. The latter is
part of a load train that connects the air bearing to a load cell and to a Uni-slide drive
mechanism as shown in Fig. 7.1. The laser beam shines on the two inverted pyramids
and generates reflected beams that interact and form interferometry patterns. These
patterns are projected onto two photodiode arrays (detectors) mounted on two posts
at the sides of the laser beam source. Light and dark bands of the pattern are analyzed

Fig. 7.1 Schematic of the microtensile testing system developed after Sharpe et al. [40]
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Fig. 7.2 A typical dog-bone
sample used in microtesting
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and the change in fringes is recorded and used in the calculation of strain during
tensile testing of the sample. The load cell records the load as the Uni-slide drive
imposes strain on the microsample. A schematic of a dog-bone shape sample typical
of tensile specimens is shown in Fig. 7.2.

Microfatigue Testing Systems: The microfatigue systems built based on Sharpe’s
initial design contain a piezo actuator capable of generating 0–180�m of travel with
frequencies up to 1000 Hz. The voltage applied to the piezo crystal is proportional
to the displacement produced, leading to nanoscale motion. A small button-like
load sensor is attached to the free end of the piezo drive, and a gripper is attached
to the other side of the load cell. A second gripper is attached to a fixed mount.
These grippers have recessed triangular shape areas that house the dog-bone shape
end of the microsample. The displacement can be measured in two ways. One
way is by recoding the data collected by a displacement monitor built into the
piezo drive. The second method is by taking a series of pictures (e.g., a video
clip) and analyzing them postmortem. Tests are conducted under load-control using
LabVIEW™ (National Instruments Corp., Austin TX) or similar programs. A
schematic picture of microfatigue system is presented in Fig. 7.3.

By changing the grippers, small-size CT samples can be tested in fatigue [41]. A
typical small CT sample measuring 10 mm � 12 mm � 0.24 mm is shown in Fig. 7.4.
The sample holder is in the form of a jacket that completely envelopes the sample
except for the pin holes. It also has a small window on one side in its midsection,
where the crack is expected to grow. This allows monitoring of the crack tip as it
grows during fatigue testing. The jacket is necessary to prevent possible buckling of
the thin CT sample.

More recently, a hybrid microtesting system has been developed to combine the
functionalities of a microfatigue testing system with that of a microtensile one [42].
The piezo actuator used for nanoscale displacement amplitude of fatigue loading is
mounted on a millimeter-scale Uni-slide drive. The latter movement is required for
microtensile testing that allows small-size CT specimen characterization. Crack tip
travel of this specimen is in the millimeter range (2–4 mm); however, fatigue loading
will require displacement amplitudes that are in hundreds of nanometers. LabVIEW
programming combined with special functions built into the piezo controller allow
uninterrupted testing of the CT specimen (Fig. 7.4).
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Fig. 7.3 Schematic of
microfatigue testing system

Fig. 7.4 Schematic of a
small-size thin CT LIGA Ni
sample

Microtesting systems have been used to investigate the properties of aluminum
foam struts as well as natural fibers [43, 44]. Special fork-like grippers allow
mounting Al struts that are cut from open cell aluminum foam block using a ram-
type EDM. Strut properties can be incorporated into a mechanics model that predicts
the mechanical properties of foam blocks [43, 45]. Local deformation of the struts
is measured by image analysis of a series of pictures taken during tensile testing.
These show the change in the distance between two landmarks created on the gage
section before testing. Natural landmarks on the surface of the struts may also be
used to determine the local deformation. Figure 7.6 shows how these landmarks are
recognized for determination of their distances throughout the test.
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Fig. 7.5 A hybrid microtesting system combining micro- and nanoscale movement

Fig. 7.6 Aluminum strut picture being analyzed for local deformation
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Fig. 7.7 An SEM image of
a silicon fatigue specimen

For testing brittle materials in fatigue, a special microfatigue system has been
developed [46]. It consists of a capacitively driven comb drive attached to the fatigue
specimen. Such a comb drive is shown (see Fig. 7.7) for silicon, measuring about
200�m � 200�m. Two interdigitating combs, one attached to the specimen and the
other to the substrate, are energized by a sinusoidal voltage wave form at frequencies
scaling with the natural frequency of the specimen. For the comb drive shown in
Fig. 7.4, a function generator produces a 0–5 V signal that is augmented by an
amplifier to 70–140 V and then applied to the interdigitating combs. The specimen
with the comb structure constitutes a cantilever with the specimen being at the hinge.
The oscillating cantilever will generate enough stresses at the hinge that cause it
undergo fatigue and eventually fracture.

The response of the silicon cantilever to the applied voltage is not linear, so there
is a need for a calibration curve that allows determination of deformation at various
applied voltages. This is achieved by the use of image analyses of pictures obtained
at different actuation voltages [46]. The analysis is based on block-matching and
ingredient-based method [47–51]. To measure the level of stress at the root of the
notch on the specimen, finite element analysis is performed. The elasticity modulus
of the structures is usually known by various methods including microtensile testing.
Using this known property and knowing the extent of angular displacement (by
image analysis), the local stresses can be calculated for different loci on the sample.
As an example, for an angular displacement of 1.44ı, the local stress changes from
2.74 GPa tensile at the root of the notch to 122 MPa compressive at the back side of
the sample (See the location in Fig. 7.7 where the arrow points to) [50].

When this test is conducted under the scanning tip of an AFM raster scanning
the surface of the sample, the topography evolution of the surface can be studied.
Using this method, the mechanisms of fatigue and fracture of silicon is investigated.
Applying FFT transforms of the asperities associated with the roughness near the
notch root, certain models can be considered to explain crack initiation from cusps
that develop during fatigue of silicon [50].
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Fig. 7.8 Fracture toughness obtained from indentation of thin polysilicon film

Direct Loading Methods: Characterization of microsamples has been conducted
using small loads, directly applied on specimens. These are usually cantilevers
machined out of larger samples. An example is presented in Fig. 7.8, depicting a
cantilever beam machined out of Ni-P plate with a thickness of 10 �m. The beam
is notched to a depth of 3 �m at a location about 10 �m from the fixed end of the
cantilever. The effective length of the beam is 40 �m. The results shown in Fig. 7.8
indicate linear elastic behavior until fracture (e.g., elastic-plastic deformation occurs
only at the tip of the notch followed by an abrupt fracture). A Griffith fracture theory
analysis can be adopted using Eq. (7.1):

�m � 2�0

�
c




�1=2
(7.1)

Where �0 the tensile stress, c is crack length, and 
 is the radius of the crack tip.
The main conclusion of the analysis is that despite plastic deformation at the crack
tip, failure is catastrophic [52].

Nanoindentation is another method for characterization of MEMS. One method
used to calculate the fracture toughness of thin ceramic films is to measure the
crack that initiates and grows upon loading (Fig. 7.9). By knowing the length of
the crack, c, the peak load, P, the hardness, H, Young’s modulus, E, and the type of
indenter (represented by an empirical number ˛), the fracture toughness, K1C can be
calculated from Eq. (7.2) [53]:

K1C � ˛

�
E

H

�1=2 � P

c3=2

�
(7.2)

Cracks are measured from the center of the indent to the end of the crack. An
average can be obtained using all cracks initiating from the center of the indent.
Cracking of topical brittle materials has been used to measure the creep properties
of aluminum thin film sandwiched between the silicon nitride and silicon substrate.
In this method, the topical Si3N4 layer is scratched, and the substrate is bent to cause
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Fig. 7.9 Schematic of Ni-P
cantilever beam and results of
the test conducted [52]

cracks grow. By measuring the crack growth rate, and the load applied in bending
the viscosity of the aluminum underlayer is obtained [54].

On-the-Chip Tensile Testing: Efforts have been made to conduct tensile testing
on the chips. This is achieved by building the actuator and sensor as well as
the test specimen usually on one single chip, manufactured by semiconductor
processing. A silicon-on-insulator (SOI) wafer composed of a 35-�m thick p-type
device layer, a 2-�m thick buried oxide layer, and a 300-�m thick handle layer was
used in one study to develop MEMS tension test device [55]. Deep reactive ion
etching (DRIE) process using BOSCH recipe was carried out along with vapor HF
acid etching to remove unwanted regions. These included boron oxide and buried
silicon dioxide layers, respectively. Tensile test was conducted within scanning
electron microscopy using capacitive comb drives to generate force. The force came
from many sets of comb-structures electrostatically energized. Capacitive sensors
were used for displacement and force measurements. The force is measured by
multiplying the elongation of the specimen by the spring constant of the sample
beam. Dimensioning of all suspension beams was performed with a scanning
electron microscope, SEM. The resulting force and the resulting displacement could
be measured with a resolution of 15 nN and 1 nm, respectively.

Nanowires of WC-Co were made using focused ion beam (FIB) microscopy from
a bulk WC-Co specimen. The nanowires were then bonded onto the tensile test
stage described above using W bonding inside the FIB microscope. Loading of the
nanowires was conducted using the capacitive drives until the wires were fractured.
Load and displacement was then carefully measured [55] (Fig. 7.9).

4 Modeling of MEMS

Modeling of MEMS devices has been carried out adopting approaches appropriate
for their applications. In one such case [56], the nonlinear electromechanical
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modeling of MEMS switches has been performed. The model takes into account
force, damping effects, and position and calculates switching current. It also
incorporates changes in the capacitance and voltage with time. The model predicts
the switching time, current, velocity, and energy consumed in switching process. It
was found out that taking into consideration the damping underneath MEMS bridge
makes a large difference in energy and current predicted by this model vs those
which ignore such damping.

Modeling software is available to simulate the function of MEMS both mechan-
ically and electrically and characterize their behavior. One such model is COM-
SOL™ Multiphysics (COSMOL Inc., Burlington, MA). As an example, a silicon
pressure sensor can be considered with a silicon membrane that has a cavity
underneath isolating it electrically from the ground of the sensor. The pressure of
the gas applied to the top pushes the membrane down, thus changing the capacitance
between the membrane and the floor. The position of the membrane will be dictated
by the pressure on top of it and can be determined from the value of the capacitance.
To set up the model, a wizard function built into the simulation software lets the
user select 3D space dimensioning. An electromechanics interface is then selected
to combine solid mechanics and electrostatics with a moving mesh. This permits
the modeling of the motion of the electrostatically actuated structures. There are
various options to study, e.g., prestressed analysis, stationary, time dependent, and
so on. The stationary study is used when variables do not change with time. It can
compute static electric or magnetic fields and direct currents. In solid mechanics, it
is used to calculate deformation stresses and strains. In fluid flow, it can determine
steady flow and pressure fields. In chemical material transport, it is used to find the
steady-state chemical compositions.

Parameters such as pressure, operating temperature, and die-bonding temperature
(e.g., 20 kPa, 20 ıC, and 70 ıC, respectively) are imported from an external file
along with geometry parameters. The next step would be to define boundaries
(e.g., between the membrane, cavity underneath, and the silicon carbide die). An
integrator is used to integrate the point of maximum deflection. Symmetry planes are
then defined as xz and yz. There is a steel base to which the sensor is attached. That
base will also be defined geometrically. It is the large disk base shown in Fig. 7.10. A
cavity domain is then defined and its geometry specified. All components (ignoring
the cavity) are defined to be linear elastic solids.

Physics aspects of the models are then specified. These include pressure felt
by the membrane, voltage applied to the sensor, and the appropriate boundary
conditions. In domains, linear elastic material is selected for all materials except for
the vacuum cavity. In boundary selection, symmetry is selected. Symmetry planes
are selected on the two vertical walls of the pie shown in Fig. 7.10. At this time,
points are defined by selecting prescribed displacement. That prevents the motion
of the bottom of the stainless steel base restricting deformation to that depth. In
other words, prescribed displacement is constrained within the z-axis. Boundary
load condition is defined next. This specifies the pressure that will be applied on
the membrane shown by an arrow in Fig. 7.10. Load is defined as pressure and
its value is set (e.g., at P0 D 20 kPa). Mesh boundaries must be selected and the
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Fig. 7.10 Modeling of a silicon pressure sensor using COMSOL MultiPhysics (COSMOL Inc.,
Burlington, MA). Top left: Selection of the mesh with details of the center of the membrane, Top
right: Full 3D schematic of the sensor, along with mapping of the displacement, Bottom right:
Effect of thermal stresses on the variation of displacement at various locations; Bottom left: A
plot showing the effect of thermal stresses on the variation of displacement and capacitance with
pressure

boundaries next to the cavity. Electrostatic boundaries can be entered next. This tells
the program about the amount of voltage applied to the underside of the membrane
(e.g., 1 V). Following this, ground is selected in boundaries referring to the top of
the silicon at the bottom of the cavity.

Materials selection will be performed after specifying boundaries. Silicon with
values of 11.7 for relative permittivity, 170 GPa for elasticity modulus, 0.06 for
Poisson’s ratio, and 2330 kg/m3 for density. For the cavity, a permittivity of
1 (e.g., vacuum) is entered. Lastly, for the base, Steel AISI 4340 is entered.
Corresponding property values will be entered as 7850 kg/m3 for density, 205 GPa
for elasticity modulus, 0.28 for the Poisson’s ratio, 1 for relative permittivity,
4.032 � 106 S/m for electrical conductivity, 12.3 � 10�6 for thermal expansion
coefficient, and 44.5 W/m K for thermal conductivity. Creating the mesh will come
next by selecting a mapped swept mesh with densest to be at the membrane. A
size node is selected with a maximum element size of 50 � 10�5 m. The boundary
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specified by the membrane is defined for this mesh. Mapped meshes are then
selected for other parts. It is accomplished by the extension of the fine meshes of the
central membrane to the perimeter of the disk. The final step is to sweep the mesh
upward all the way to the top of the structure.

Once the geometry, properties, type of the materials, and the size and details of
the mesh are configured, the simulation is performed. This involves studies on the
application of a range of pressures and analyzing the response of the membrane. The
study setting includes adding an auxiliary sweep of appropriate range of pressures
with parameters that have a value list of range (0, 5000, 25,000). The computation
function is then selected. This creates the map of displacements across the structure
(shown as the insert in the pressure–displacement plot of Fig. 7.10). Plots of 1D
and 2D can be created by specifying the average vertical displacement (e.g., in
�m) and integration of the displacement (e.g., maximum displacement) shown in
Fig. 7.10. With this model, the variation of capacitance vs. pressure can be obtained
and plotted too. Interestingly, the effect of thermal expansion will also be the change
in the capacitance due to thermal stresses. Of course, the coefficient of thermal
expansion must also be entered into the model.

The results of the calculations are shown in terms of displacement vs pressure
for both cases of presences and absence of thermal stresses. As seen from the
plots (7.10), the presence of thermal stresses increase the displacement as well
as the capacitance; however, the effect is more pronounced for capacitance at
higher pressures. The effect of thermal stresses on the displacement are mapped
in the bottom right. There are other simulation tools to characterize MEMS which
also predict the behavior of the moving and stationary components and establish
performance criteria for the actual device [57, 58].

Mathematical Modeling: Aside from software applications that allow modeling
of MEMS components, mathematical modeling is another method adopted by many
researchers. One such model is briefly described here [59]. It predicts the static
output of the actuation of micromirrors. Consider a mirror plate driven by four
Integrated Speed Control, ISC, actuators. The static response of the mirror is
established based on the experimental height data obtained at different actuation
voltages. The system is considered a 4-input, 4-output model. The actuation of each
of the actuators would cause a height change to the corresponding side of the mirror.
A 4 � 4 characteristic matrix relates the four actuation voltages as the input and the
heights of the mirror as the output. Let character U denote the actuation voltage
supplied to the device, the character d represent the resulting displacement, and
subscripts specify each of the actuators and each side of the mirror plate. A voltage
of 0–3 V is applied to the actual mirror, and the height change is measured by
an autofocus microscope with a precision of 0.1 �m. Cubic functions are used to
generate accurate fit for the height voltage curves.
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Fig. 7.11 Comparison between model predictions and actual test results [19]
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Matrix elements are obtained from the coefficients of the four cubic functions
established above. Linear superposition of the four sets of equations provide a height
voltage matrix. Once the heights effected by applied voltages are calculated with the
model, the tilt angles of the mirror plates are formulated as:

�x D arcsin
jd1 � d3j

Wx
�y D arcsin

jd2 � d4j
Wy

Here, Wx and Wy denote the lengths of the sides of the mirror in x and y directions,
and � x and � y represent the angles of the mirror plate in x and y axes. The accuracy
of the model in predicting the height changes can be inferred from Fig. 7.11, where
the predictions are plotted against measured data.

5 Future Trends

The market for MEMS devices is growing rapidly. As an example, the global
MEMS market in the area of pressure sensors is going to surpass $4 billion by
2020 [60]. In 2015, the value of this market was about $2 billion. Most of the
pressure sensor applications will be automotive, industrial, and healthcare use of
which the most dominant is automotive. The total MEMS market was determined
to have a value of $8 billion in 2005; however, this number increased to $14 billion
in 2015, and furthermore up to $30 billion in 2020 [61]. Of this, about $3.2 billion
was in sensors in 2015, and the rest was in inkjet print heads, catheters, and RF
IC chips with embedded inductors. The growth of the MEMS market comes not
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only from the increasing applications of current MEMS such as pressure sensors,
triggers for airbags, and other automotive devices, RF MEMS, and miniaturized
guidance systems, but also from new MEMS under development. These include
disposable chips for performing assays on blood and tissue samples, integrated
optical switching and processing chips, RF communication devices, and remote
sensing products. Other areas suitable for new MEMS include structural health
sensing, as well as detection, analysis, and mitigation of structural damage.

It is postulated that biosensing technologies will be as important in this half
century as the microelectronics was to the past half century [62]. Expensive
chemical and biological analyses will become inexpensively performed by on-site
handheld biochip systems. These have better accuracy and results can be obtained
in real time. The smaller size, reduced cost, shorter response time, smaller amount
of fluid needed, reduced weight, and other advantages of biochips would radically
transform the practice of clinical diagnostics. They make it more efficient and
more affordable. It also makes sophisticated analytical techniques available in rural
areas, especially developing countries that may lack conventional laboratories. The
biochip market is expected to grow to nearly $9.6B in 2016 [62], which is a nearly
threefold increase from 2010. It should be remembered that 40 % of the drugs
being currently evaluated for clinical trials are transdermal or related to dermal
systems. The value for the global transdermal patch market reached $2.8 billion
in 2014 [63]. This signifies the importance of microneedles as potential careers
for drug delivery of numerous macromolecular drugs for transdermal delivery. The
growth in BioMEMS will include microneedles used for transdermal biosensing.
The length scale is hundreds of microns and sense analytes such as glucose,
biomarkers, and other substances of clinical interest. These microneedles will help
develop biochips with end-effectors that interact with biological systems. They
also minimize conventional injection-related infections, sample contamination, and
analysis artifacts [62].

6 Summary and Concluding Remarks

A brief account of issues related to mechanical properties of MEMS was presented
in this chapter. Microtesting techniques including microtensile and microfatigue
testing along with the hardware were described with typical sample type, shape,
and geometry, depicted with diagrams and images. Modeling MEMS using both
computational and mathematical was illustrated by the aid of diagrams and plots. A
short passage on future trends completed the chapter.
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Chapter 8
Basic Theory and Modelling of Marmot-Like
Robot for Mine Safety Detection and Rescuing

Dan Zhang and Bin Wei

Abstract Mine rescue robots are a kind of intelligent robot which can work in a
complex and dangerous underground environment and be used for detecting human
beings. Mine rescue robot to be developed in this chapter includes a system with
certain function of drilling and excavation, a sensing system, and an external support
system of wireless communication. The kinematic modelling of the head section of
a type of rescue robot is presented, and the maximum stiffness, minimum stiffness,
and global stiffness of the head section of a type of rescue robot is analyzed.

Keywords Rescue robot • Stiffness • Modelling • Kinematics • Optimization •
Gas detection

1 Introduction

Recently, biologically inspired manipulators have attracted many researchers’
interests. Many universities in the United States have manufactured prototypes
of the creeper models and investigated other biologically inspired manipulators.
Furthermore, stiffness is a one of the vital elements to assess robot performance.
Stiffness analysis on robotic manipulators has been a popular topic among numerous
researchers over the past decade. For examples, Tsai and Joshi [1, 2] investigated the
stiffness properties of 3-DOF position mechanisms for use in the hybrid kinematic
machines. Zhang and Gosselin [3] have studied the stiffness and compliance of
N-DOF parallel manipulators while considering the lumped kinetostatic model
accounting for joint and link compliance. Other scholars [4] have researched the
stiffness of 3-PUU parallel robot, etc.
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When there is an accident at a coal mine, the rescue robot can obtain environ-
mental detecting parameters and hazard information, and discover these survivors
information and transfer it to the ground, so as to minimize the loss of lives and
property. A groundhog-like detecting and rescuing robot system has been developed
[5] aiming at detecting the location of unreachable accident due to a tunnel being
blocked in a coal mine tragedy. This system is capable of crawling or drilling
through collapsed objects to enter the accident location, to detect flammable and
explosive gas density, and to send the measured signals back to the ground via a
wireless network. To the best of the authors’ knowledge, this kind of robot, driven
by both legs and wheels, has never been reported. This groundhog-like detecting
and rescuing robot system, including a parallel-robot-based drill, a robot body
and its control unit, can be used to detect gas density of an accident environment
to alert further dangers, as well as to communicate with the rescue team via a
wireless network. Based on the bionics principle of groundhog and parallel robot
mechanisms, a robot drilling head which can rotate 360ı with solid stiffness was
successfully developed [6]. The multi-joint body can wriggle forward in narrow
space, and digging legs can push the coal backwards. The kinematic modelling
of the head section of a type of rescue robot is presented, and the maximum
stiffness, minimum stiffness, and global stiffness of the head section of a type of
rescue robot is analyzed. For the gas detection and alarm system, an early warning
esplosion model was developed based on flammable gas density detection by means
of introducing cold plasma for the catalysis element with an enlarged surface area.

2 System Design and Analysis

2.1 Wheeled and Legged Robot

The robot proposed here consists of a rigid body and six semicircular elastic
legs, which not only can achieve forward, backward, and turning movements by
alternating tripod gait, but also can achieve more flexible and complex forms of
exercise such as jumping and climbing stairs. Each leg is connected to the body via
a revolute joint. By symmetrical design of the structure, the robot can move without
considering the movement directions, and the motion adaptability in the complex
environment is greatly improved. Performance parameters and the prototype are
illustrated below (Fig. 8.1).

Dimensions: 48 cm � 25 cm � 12 cm
Power: � 72 W, Weight: 10.5 kg
Leg length: 29 cm, velocity: � 0:45 cm=s

2.2 Crawling Robot

A crawling robot body consists of the following five sub-modules: a head and neck
module used to dig the earth, a front support module, an intermediate creep-feed
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Fig. 8.1 Prototype of the
robot

Fig. 8.2 Schematic of crawling robot

module, a back support module, and a commutation and maintenance module. The
robot can achieve squirm movement by coordination of radial swelling and axial
elongation contraction, as well as realizing turning function within the roadway
by resorting to a commutation module. The performance parameters are listed as
follows and the prototype is shown in Fig. 8.2.

Radial dimension: 130 � 160 mm, total length: 0:9 � 1:1 m, squirm feed rate:
10 mm/s, total weight: � 10 kg.

2.3 Marmot-Like Robot

Based on the above modules, and aimed at detecting the scenario of unreachable
accident location due to tunnel block in a coalmine tragedy, and based on the bionics
principle of groundhog and parallel robot mechanism, three types of marmot-like
robot system are developed as shown in Fig. 8.3. The robot consists of legs, a
waist, and a head. The control system, which consists of a PC monitoring system,
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Fig. 8.3 Prototype of Marmot-like robot

a lower computer control system, a motor control system, and various types of
sensors and communication interfaces, is based on the hierarchical structure. The
spring-mass inverted pendulum (SLIP) model can accurately describe the dynamics
of walking animals, which can be used for a similar structure robot dynamic control.
The system alternates between a support phase and an aerial phase while SLIP
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Fig. 8.4 BSLIP model

z

m

y

is in motion. The support phase can be divided into a compression phase and a
decompression phase, and the aerial phase is divided into rising phase and decline
phase. The critical conditions for conversion of the four subphases are as follows:

Touchdown transient: instant status of the legs from swinging in the air to touching
the ground.

Bottom transient: instant status of the maximum amount of leg compression in the
support phase.

Lifting transient: instant status of the feet off the ground.
Vertex transient: instant status of the body reaching the maximum height in the aerial

phase.

By adding another leg in the SLIP, a two-legged spring-mass pendulum model
(BSLIP) is derived. A BSLIP model is similar to the two-legged hexapod robot, so
its control is similar to the hexapod robot (Fig. 8.4).

The robot dynamic equation can be derived based on the BSLIP model. The
motion model and controller are developed for the BSLIP model based the hexapod
robot. Their main functions include the following:

1. Applying a rotation tripod gait signal to identify BSLIP system triangle
2. Selecting an appropriate virtual foot to obtain the amount of control for the

BSLIP system when the legs touch the ground.
3. Calculating appropriate driving torque to drive the center of mass of the robot

system
4. Pendulum dynamic control.

Tests show that the robot can achieve line and turning motion on the ground, and
the maximum speed can be up to 0.45 m/s. However, there will be gait imbalances
when the robot conducts high speed walking for a long period of time, and the
only way to achieve balance is to reset the robot. The possible reason is that lack
of precision in machining the parts, such as the inconsistency of center distance of
gears, and gear meshing is not ideal.
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3 Stiffness Analysis for the Type III Marmot-Like
Rescue Robot

Stiffness is a measurement of the ability of a body to withstand the action of
deformation because of action of external forces. The stiffness of a mechanism at
a given point within the workspace can be evaluated by the stiffness matrix. The
stiffness matrix relates the forces/torques that are applied at the end-effector in
Cartesian space to its Cartesian displacements. Stiffness can be a critical element
in many scenarios due to the fact that it relates to accurate positioning and other
dynamic performances. Here, we first investigated the maximum and minimum
stiffness of the head section of the type III Marmot-like rescue robot, which has
3 degrees of freedom, i.e., translation along z axis and rotations about x axis and y
axis; secondly, we investigated the global stiffness and its optimization in order to
obtain the optimal stiffness in each direction.

3.1 Geometric Modeling

When the accident occurred at the coal mine, the rescue robot can obtain environ-
mental detecting parameters and hazard information, and discover these survivors
information and transferred it to the ground, and to help emergency rescue teams
to have their searching and rescue planned, so as to minimize the loss of lives and
property. The type III rescue robot includes a robot drilling head which can rotate
with solid stiffness, a multi-joint body which can wriggle forward in narrow space,
and digging legs which can push the coal backwards. This system is capable of
crawling or drilling through the collapsed objects to enter the accident spot, to detect
the flammable gas density, and to send the measured signals back to the ground via
wireless network. This groundhog-like detecting and rescuing robot system can be
used to detect gas density of accident environment and alert further dangers, as well
as to communicate with the rescuing team via wireless network.

As shown in Fig. 8.5, the head section mechanism has four identical variable-
length legs and one passive constraining leg that connect the fixed base to a moving
platform. In this manipulator, each of the four identical legs consists of a universal
joint, a moving link, an actuated prismatic joint, another moving link, and a spherical
joint attached to the platform. The middle chain that connects the base center to the
platform center is a passive constraining leg, and it consists of a prismatic joint
attached to the base, a moving link, and a universal joint attached to the platform.
The last leg is used to force the motion of the platform to three degrees of freedom.
For the purpose of analysis, a fixed reference frame (XYZ) is attached to the base
at point O, located at the center of the circumferential circle of the base. For each
leg, another coordinate system (uvw)i is attached to the fixed base at Bi, such that
ui is in direction of bi and at angle ®i from X-axis as shown in Fig. 8.1. A moving
frame (xyz) is attached to the moving platform at point Oe, located at the center of
the circumferential circle of the moving platform. The angle between ai and x-axis
is defined ®

0

i . Here, we assume ' 0
i D 'i.
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Fig. 8.5 Schematic
representation of the head
section mechanism
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3.2 Inverse Kinematics

As shown in Fig. 8.5, all vectors are expressed in fixed reference frame as follows:

bi D
h

r cos 'i r sin 'i 0
iT

(8.1)

ai D Ra0
i (8.2)

Here,

a0
i D

h
c cos ' 0

i c sin ' 0
i 0

iT
(8.3)

which r and c are the radii of the base and moving platform. Moreover, R is the
rotation matrix of the moving platform with respect to the base and can be written
as,

R D
2
4 cos  0 sin  

sin ' sin  cos ' � sin ' cos  
� cos ' sin  sin ' cos ' cos  

3
5 (8.4)
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The position vector of point Oe with respect to origin of the fixed coordinate frame

can be written as
h
0 0 h

iT
.

The vector li can be written as,

li D pe C ai � bi (8.5)

The length of the ith leg is written as,

q2i D lTi li (8.6)

The Jacobian matrix can be determined by time-differentiating equation (8.6) as
follows:

B
:
q D At (8.7)

J D B�1A (8.8)

where A and B are defined for the manipulator as [7]

A D

2
664

a11 a12 a13
a21 a22 a23
a31 a32 a33
a41 a42 a43

3
775 ; B D

2
664

q1 0 0 0

0 q2 0 0

0 0 q3 0
0 0 0 q4

3
775 ; t D

2
64

:
'
:

 
:

h

3
75 ; � � � :q D

2
664

:
q1
:
q2
:
q3
:
q4

3
775

where the elements of A can be written as

ai1 D �rc sin 'i cos 'i cos ' sin  C rc sin ' sin2'i C hc cos 'i sin ' sin  
Chc sin 'i cos '

ai2 D rc cos2'i sin  � rc sin 'i cos 'i sin ' cos  � hc cos 'i cos ' cos  
ai3 D h � c cos 'i sin  cos ' C c sin 'i sin ' i D 1; 2; 3; 4

3.3 Maximum and Minimum Stiffness

When a mechanism conducts a mission, the end-effector applies force to the
environment. The reaction force will make the end-effector to be deflected away
from its desired location. The deflection amount can be written as a function of
applied force and the manipulator stiffness. So the stiffness of a manipulator has an
impact on its accuracy of positioning. The stiffness of a mechanism is depending on
several factors, includes the size and material of the links, mechanical transmission
mechanisms, actuators, and control system, etc. In this chapter, we assume the main
source of the compliance come from the compliance of the actuators.
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Let F denote end-effector output force vector and �x represent the end-effector
displacement vector. It can be shown that:

F D K�x (8.9)

where

K D JTKJJ (8.10)

is known as the stiffness matrix, and KJ is a 4�4 diagonal matrix in which each non-
zero diagonal element, ki, represents the stiffness constant of the ith joint actuator.
Furthermore, if k1 D k2 D k3 D k4 D k, the above equation reduces to

K D kJTJ (8.11)

We observe from Eq. (8.10) that K is a 3 � 3 symmetric and position-
dependent matrix. In addition, the deflection is relying on output force direction,
in other words, the stiffness of a manipulator is direction dependent. Let �i be
an eigenvalue and fi be the corresponding eigenvector of the stiffness matrix K
at a designated platform location. Then, �i is the stiffness in the corresponding
eigenvector direction. It follows that if �min is the minimum eigenvalue and �max

is the maximum eigenvalue, then the minimum stiffness takes place in the fmin

direction and maximum stiffness takes place in the fmax direction.
The stiffness constant is taken to be 1000 N/m for a liner actuator. The maximum

and minimum stiffness values at each point within the workspace of the head section
of the type III rescue robot have been computed. The maximum stiffness mapping
at the elevation of z D 0.17 m as a case for the manipulator is shown in Fig. 8.6. The
minimum stiffness mapping at the elevation of z D 0.17 as a case for the manipulator
is shown in Fig. 8.7. Figure 8.6 shows that the highest stiffness value occurs when
 and ® are equal to zero. Figure 8.7 shows that the lowest stiffness value occurs
near the manipulator workspace boundary; this is because a manipulator becomes
singular when it approaches the workspace boundary.

3.4 Stiffness Optimization of 4UPS-PU Manipulator

3.4.1 Global Stiffness of the Manipulator

As stated in Eq. (8.11), the stiffness of the manipulator is expressed by a 3�3matrix.
The diagonal elements of the matrix express the pure stiffness of the mechanism in
each direction. In order to obtain the optimal stiffness in each direction, one can
write an objective function (8.12), with stiffness element to maximize. The global
stiffness Kglobal is defined as follows:

Kglobal D 
1k11 C 
2k22 C 
3k33 (8.12)
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Fig. 8.6 Maximum stiffness of the head section of the type III rescue robot
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Fig. 8.7 Minimum stiffness of the head section of the type III rescue robot

where kii (i D 1, 2, 3) is the diagonal element of the stiffness matrix of the
mechanism. 
i is the weight factor for each directional stiffness, which evaluates
the priority of the stiffness in this direction. This would maximize the sum of
the diagonal element which is global stiffness. Even though we couldn’t get
each diagonal element individually maximized, each stiffness can be optimized by
distributing the weighting factors.
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Fig. 8.8 Kglobal distribution when r D 0.2 m, ' D 0ı,  D 0ı

For the purpose of numerical analysis first, we assume r D 0.2 m, ' D 0,
 D 0, 
i D 1, the design variables are c and h, their bound are c 2 Œ0:1; 0:5�m
and h 2 Œ0:1; 0:5�m according to the practical requirements. Then, we can obtain
Kglobal stiffness distribution as shown in Fig. 8.8. From Fig. 8.8, one can see that
the maximum Kglobal is around 4100 N/m. Similarly, when we assume r D 0.2 m,
' D 20ı,  D 25ı, 
i D 1, the global stiffness Kglobal distribution is shown in
Fig. 8.9. From the figure one can see that the maximum Kglobal is around 4000 N/m.
When the design variables are ® and  , and assuming different values of r, c, and h,
one can also have the Kglobal distribution. Through different experiments we found
that r, ®,  , c, and h dramatically affect the Kglobal. Next, we need to determine the
values of the c, h, r, ®, and  simultaneously that lead to the maximum Kglobal.

3.4.2 Optimization

Genetic algorithm (GA) is based on the natural selection, and it repeatedly modified
a population of individual solutions. At each step, the GA selects individuals
at random from the current population to be parents and use them produce the
children for the next generations. Genetic algorithms have the advantages of good
convergence and robustness properties [8].

The genetic algorithm is employed here to optimize the global stiffness Kglobal

of the bio-inspired hybrid mechanism. Our objective function is: Kglobal D 
1k11 C

2k22 C 
3k33, our purpose is to maximum the Kglobal. Note that the optimization
functions in the GA minimize the objective function, in order to maximize the
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objective function, we need to minimize �Kglobal because the point at which the
minimum of �Kglobal occurs is the same as the point at which the maximum of Kglobal

occurs. The design variables are c, h, r, ®, and  . Their bound are the following
according to practical requirements,

c 2 Œ0:1; 0:5�m, h 2 Œ0:1; 0:5�m,
r 2 Œ0:1; 0:5�m, ' 2 Œ�30ı; 30ı�,  2 Œ�30ı; 30ı�

Some genetic parameters and operators are set as:

Scaling function: Proportional
Selection function: Roulette
Crossover function: intermediate
Crossover ratio: 1.0
Mutation function: adaptive feasible
Population size: 20
Maximum number of generations: 100

Run the optimization and we can have the following results:
The results of the global stiffness optimization are shown in Fig. 8.10. The points

at the bottom of the plot represent the best fitness values, and the points above them
are the mean fitness values in each generation. The plot also displays the vector
entries of the individual with the best fitness function value in each generation. The
optimal parameters are obtained after 51 generations as follows:

Œc; h; r; ';  � D Œ0:496 m; 0:476 m; 0:491 m; 0:002 rad;�0:037 rad�

And the maximum Kglobal is 4983.1253 N/m
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Fig. 8.10 The best fitness value and the best individuals of the global stiffness optimization

The results suggest that in order to make the global stiffness of the manipulator
reach the maximum, the radii of the moving platform should be 0.496 m, the heave
of the manipulator should be 0.476 m, the radii of the base should be 0.491 m,
 D 0:002 rad, and  D �0:037 rad.

4 Gas Detection and Early Warning Technology Research

4.1 Preparation of Nano-Catalytic Element

By using two nano-catalyst preparation methods, i.e., precipitation impregnation
and co-precipitation methods, two different nano-catalyst materials are prepared, I-
Pd/Al2O3 and M-Pd/Al2O3. Two specific surface area of nano-catalytic materials
are larger than ordinary catalysts, and the specific surface area of catalysts prepared
by co-precipitation is better than that of precipitation dipping. From the initial
temperature Ts and complete reaction temperature Tc, we know that the activity
of the catalytic element containing nano-catalytic is better than that of ordinary
elements, and co-precipitation method is slightly better than the precipitation
dipping (Table 8.1).
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Table 8.1 Specific surface area comparison between materials

Catalyst
Specific surface area
400 ıC (m2/g)

Specific surface area
650 ıC (m2/g)

C-Pd/Al2O3 98.2 52.3
I-Pd/Al2O3 216.4 175.4
M-Pd/Al2O3 228.7 168.5

Fig. 8.11 Catalytic sensor

4.2 The Effect of Doped Cocatalyst on Catalytic
Component Performance

By using Sol-gel method [9], three kinds of carrier materials Ce-Zr-Al2O3, Ce-
Al2O3, and Zr-Al2O3 are prepared, and by impregnating an equal volume of Pt and
Pd solution to prepare catalytic elements. Experimental results show that, with the
prepared carrier by Ce, Zr, and Al2O3, and due to the addition of Zr, the oxygen
storage capacity of CeO2 was greatly improved, and the advantages of a strong
activity of CeO2 was retained [10]. Because of the synergy effect of Ce-Zr, the phase
transition from ”-Al2O3 to ’-Al2O3 was hindered, the specific surface area was
stabilized, and the sensitivity and stability of gas sensors was ensured (Fig. 8.11).

4.3 Effect on Catalytic Component Performance
by Adding Pt-Pd

The specific surface area of the catalyst that contains metal Pd is slightly larger
than that of catalysts Pt/Al2O3 that only contains Pt. In addition to 1Pd2Pt/Al2O3,
the specific surface areas of other two Pd alloy catalyst are also larger than that
of single metal catalyst Pd/Al2O3. The overall trend for the specific surface area is
reduced while the active component Pt is increased. The catalyst of Pd: Pt for 2: 1
ratio has the highest catalyst-specific surface area. From the trend of dispersion, with
the increase in the overall proportion of Pt in the catalyst, the degree of dispersion
will increase, and monometallic Pt/Al2O3 has the highest degree of dispersion.
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4.4 Cold Plasma Modification Process and Its Impact
on the Performance of the Catalytic Element

After the glow plasma modification of Pt-Pd/Al2O3 material, helium is excited to
high-energy cold plasma, and its ionic internal temperature can reach more than
104 K. The specific surface area is roughly 60 m2/g larger than that of ordinary
nanomaterials. The degree of dispersion of metal Pt-Pd on the carrier alumina also
increased by about 31 %.

5 Conclusions

Mine safety exploring and rescuing robot developed in this chapter includes a
system with certain function of drilling and excavation, a sensing system, and an
external support system of wireless communication. The maximum and minimum
stiffness distribution trend and the global stiffness optimization for the head section
of type III rescue robot are investigated in details.
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Chapter 9
Reconfigurable Robot Manipulators:
Adaptation, Control, and MEMS Applications

Gokhan Gungor, Baris Fidan, and William W. Melek

Abstract Reconfigurable robotic systems offer adaptable hardware which can
modify its configuration based on the objectives to be accomplished. They consist
of multiple individual modules. These modules, when combined, allow efficient and
feasible reconfiguration. However, control of reconfigurable robotic manipulators is
particularly challenging because of the inherent nonlinearity, unknown parameters,
and uncertainties and variations in the system dynamics. The uncertainties and
variations are mainly due to setup reconfigurations, friction and varying payloads,
and are typically addressed using adaptive control. The purpose of this chapter is
to present a systematic review of key control schemes for reconfigurable robotic
systems, highlighting their benefits and disadvantages. We start with an introduction
to the state of the art of reconfigurable robots and their applications. We also
review the application of these systems at micro-scale. Then, we review control
architectures for such systems, including linear, adaptive, and robust.

Keywords Reconfigurable robot manipulators • Micro-robot • Control

1 Introduction

Concise Robot Institute of America (RIA) defines a robot as: “A re-programmable,
multifunctional manipulator designed to move material, parts, tools, or specialized
devices through various programmed functions for the performance of a variety of
tasks” [100]. A robotic manipulator is used for a variety of applications utilizing
its job precision and rapid operations, and helping reduce the manufacturing costs
in industrial applications for many years [64]. For example, the four-axis selective
compliant assembly robot arm (SCARA) is used for the precision in the assembly
line to reduce the production cost and to save time in a wide variety of industrial
areas. Moreover, the number of degrees of freedom (DOF) can be increased
to extend the flexibility of robot manipulators. For instance, the programmable
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universal manipulation arm (PUMA) is mostly used for quality improvement of
welding applications in a broad range of manufacturing and automotive areas
[4, 92]. Robot manipulators are re-programmable systems in nature. However,
because of their fixed structures, the operation envelope and reach of conventional
robot manipulators are restricted [103]. Reconfigurable robot manipulators (RRMs)
increase flexibility, dexterity, and ability to complete tasks that cannot be performed
by such fixed configuration manipulators [83].

The term “small-scale robotics” is used for the non-conventional robotic systems
that range from millimeters to nanometers in diameter [96]. In the literature, there
exist important small-scale robotic applications in medicine and manufacturing
areas. However, such robots at this level involve many challenging aspects in
their fabrication, control, and power transmission [96]. In recent years, a primary
objective in the reconfigurable robotics research focused on minimizing the size of
the robotic modules, actuators, and power supplies. Reduction in the size of modules
brings new challenges such as module manufacturing, control, and communication
[99]. Moreover, in electric actuators, the torque required to rotate an object increases
dramatically when the link length decreases, causing loss of efficiency [104].
Small actuators have limited use for the micro-scale robots because of their low
power/weight ratio [96, 147]. Hence, these drawbacks necessitate the development
of microelectromechanical systems (MEMS) technology to fabricate tiny actuators,
sensors, and mechanisms that can be used to build RRMs at this scale of operation.

RRMs require a proper control design to achieve the precision and stability
required for tasks such as point-to-point and path planning because their system
dynamics mostly involve nonlinearities and uncertainties due to reconfigurabil-
ity, friction, and varying payloads. Unknown physical parameters, unpredictable
behaviors of the system in the environment, and inaccurate fabrication of robot
components cause further control problems for micro-robot applications that are
under 1 mm in size. Most of the RRM control schemes in the literature have been
designed at macro-scale, aiming to compensate position errors and achieve accurate
motion during the task. Such control designs include linear, adaptive, and robust
ones.

The focus of this chapter is to review the control schemes developed in the
literature for macro and micro-scale RRMs. The chapter is organized as follows:
Sect. 2 introduces to the state-of-the-art RRMs and their applications, focusing
on micro-scale robots. Section 3 reviews existing control architectures for such
systems. Section 4 presents control applications for small-scale robots. Conclusions
are presented in Sect. 5.

2 Reconfigurable Robot Manipulators

Conventional robotic systems have operational limitations in many applications
because their fixed structures are not convenient for conversion of joint axes
to accommodate various tasks. These limitations have increased the demand for
RRMs in many industries such as automotive and healthcare. RRMs are usually
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made up of similar components of conventional robots such as actuators, sensors,
power supplies, communication devices, and processing units. In addition to all of
these, they also have functional components such as active/passive connectors for
connection or disconnection of modules [2].

Moreover, they consist of independent and typically identical modules. Each
module is capable of independent movement and can be connected to other modules
to allow formation of various required configurations [19, 23, 99]. Modification of
kinematic and dynamic parameters of the system is essential to execute desired
configurations to perform specific tasks. In this section, we present a summary
of RRMs along with their concepts of operations. Several examples of the RRMs
developed in the literature are shown in Fig. 9.1. In an RRM, the individual modules
can be added and removed to generate alternate configurations [12]. There exist
three categories of modules for RRMs: actuator modules, link modules, and joint
modules [21, 135]. Joint modules are critical components of such robots. Common
joint modules that are used to construct RRMs are rotary, pivot, and spherical.
Various link shapes and sizes can be employed to generate different configurations

Fig. 9.1 Some examples for reconfigurable robot manipulators in the literature. (a) A reconfig-
urable serial robot [30]. (b) A reconfigurable parallel robot [30]. (c) A hybrid (combination of
serial and parallel robot) reconfigurable robot [30]. (d) An example of self-reconfigurable robot
which has one type of module [61]
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by reassembling them for various specific tasks. Detailed properties of links and
joint-actuator modules can be found in [21, 135].

RRMs can perform a great number of jobs uncertain or unstructured environ-
ments that range from precision machining to nuclear industry [12, 97, 152]. This
is the main advantage of RRMs; their adaptability. Besides, the other benefits of
RRMs are low cost, simple maintenance, transportability, and durability [82].

Since the introduction of the concept of modular robots in the early 1990s, vari-
ous models and types have been introduced and improved overtime. Modular RRMs
(MRRMs) generally are composed of three groups [12] which are: modular recon-
figurable serial robots (MRSRs) [3, 11, 21, 82, 103], modular reconfigurable parallel
robots (MRPRs) [22, 24, 30, 38, 135–138, 149], and modular self-reconfigurable
robots (MSRRs) [15, 36, 50, 60, 87, 153].

2.1 Modular Reconfigurable Serial Robots

MRSRs are a type of serial-link manipulators. These are capable of performing
a lot of serial configurations. They can alter their kinematics, dynamics, and
control properties to form numerous tasks in comparison with their conventional
counterparts by adding or removing joints, arranging their positioning, and adjusting
the control gains. The general building blocks of an MRSR are link modules, joint
modules, and control unit. For example, the TOshiba Modular Manipulator System
(TOMMS) [82] is composed of several joint modules of the same type, several link
modules of the same type, and a control unit. Despite the use of identical joint
modules and identical link modules, several robot configurations can be obtained by
only rearranging the joints and links according to the task requirements. A schematic
representation of MRSRs [82] is depicted in Fig. 9.2.

Fig. 9.2 Schematic
presentation of the TOMMS
with joint and link modules in
[82]. There is also a depiction
of two possible configuration
of the TOMMS system in this
figure
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Fig. 9.3 Two examples for MRSR. (a) An example configuration for reconfigurable modular
manipulator system (RMMS) robot [97]. (b) 7-DOF modular serial manipulator [16]

In the literature, there is a great deal of work on MRSR such as [3, 16, 26, 27,
54, 70, 82, 97, 154] (Fig. 9.3). One of the MRSRs developed in [103] comprises
self-contained modules and a control software. Li et al. [70] present an MRSR
with the joint module that can perform either rotational or pivotal motion with four
connection ports. In the following subsection, we review MRPRs available in the
literature.

2.2 Modular Reconfigurable Parallel Robots

Parallel robotic platforms can be used for many applications such as precision
machining, precision assembly, and surgical operation. Such parallel platforms have
several advantages in comparison with their serial counterparts, including high
payload carrying ability, velocity accuracy, stiffness, and lower inertia. However,
they have some drawbacks such as small workspace and singularities in its
workspace [43, 84]. Details of kinematics and dynamic properties of parallel robots
can be found in [84, 150].

MRPRs comprise independently modeled modules that can be formed into
several configurations [30]. Benefits of the MRPR platforms such as ease of
maintenance, flexibility, and transportability have been pointed out. A significant
number of different MRPRs exist [17, 22, 24, 30, 38, 66, 93, 137–140, 149, 156].
Dash et al. [30] propose two different examples of MRPRs shown in Fig. 9.4. In
addition, a robotic work cell [20] is constructed with MRSR and MRPR platforms.
These platforms have conventional and functional components. Besides, this robotic
work cell is an attractive example for many industrial applications because it brings
serial and parallel robotic systems together within a single work cell.
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Fig. 9.4 Two different examples reconfigurable parallel manipulators: six-DOF and three-legged
[30]. (a) RPRS three-legged reconfigurable parallel robot. (b) RRRS three-legged reconfigurable
parallel robot

Reconfigurable hybrid parallel robots have also been proposed and studied in
the literature using features of MRSR and MRPR. Coppola et al. [28] present a six
degree of freedom and Palpacelli et al. introduce the design of a reconfigurable
3-DOF parallel kinematics manipulator, whose primary feature is changing its
mobile platform from translation to rotation [93].

2.3 Modular Self-Reconfigurable Robots

MSRRs usually consist of a large number of identical active modules that can
rearrange themselves in a large variety of configurations or structures. According to
Whitesides and Grzybowski [133], self-assembly robotic systems are reconfigured
automatically into various configurations at runtime because their modules have
special features to attach or detach themselves without human inference. MSRRs
offer three essential features: versatility, robustness, and low-cost [144]. They
are superior to fixed configuration robots particularly in uncertain/unstructured
environments, because their modules have abilities such as being programmable
to act as agents. There exist several different self-reconfigurable modular systems in
the literature to generate 2D [88, 129] and 3D [87–130] geometrical structures and
motions.

In the literature, there exist several well-known MSRR systems [25, 40, 47, 61,
94, 101, 102, 121, 128, 132, 142, 146]. A cellular/modular robotic system (CEBOT)
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A module representation of MICHE
robot [60]

a b

An example configuration with MICHE
modules [41]

Fig. 9.5 (a) A 1.8-inch autonomous cube-shaped (b) a complex configuration of MSRR

An example configration with
MTRAN 2 modules [123]

An example configration with
MTRAN 3 modules [122]

a b

Fig. 9.6 Complex shape (b) with a 1.8-inch autonomous cube-shaped (a) [47]

is proposed by the researchers in [41, 42]. Gilping et al. proposed the autonomous
module shown in Fig. 9.5a. A complex shape with identical modules in Fig. 9.5b. has
achieved in the study [47]. Murata et al. [87] have proposed a modular transformer
self-reconfigurable robotic system (M-TRAN). M-TRAN as shown in Fig. 9.6 was
designed with identical robotic modules to form a variety of configurations. The
paper [143] has introduced Connector Kinetic roBot (CKbot), shown in Fig. 9.7.
This robot has the ability to recover itself after being partitioned into many pieces.

2.4 Micro-Scale Reconfigurable Robots

In recent years, development of MEMS technologies allowed researchers to scale
down robotic systems. Miniaturizing the actuation system, robot mechanism, and
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Fig. 9.7 Two different configurations with CKbot modules [47]

power sources are essential for the advancement of a micro-scale robotic system.
However, micro-robotic systems are generally driven and sourced using external
actuation and power systems. These robots are used in numerous applications
such as health care/micro-medicine [5, 18, 39, 56, 124, 141], and micro-optics
[7, 48]. According to [1], micro-robotic system research areas can be classified into
two categories: micromanipulation systems (Fig. 9.8) and microfabrication/micro
design.

To carry out required tasks, micromanipulation systems [10, 44] handle objects
that range from micrometer to millimeter in diameter [1]. Micro-scale manipulator
systems are different from the macro-level ones in terms of the scaling of physical
effects. This issue poses a challenge for the micro-scale systems. For example,
the effect of the surface forces is more dominant at the micro-scale because
surface/volume ratio increases when the size of the object decreases. Therefore,
initial forces and mass have less influence on motion dynamics whereas heat
transfer, fluid dynamics, surface chemistry, and adhesion based forces become
significant on micro-scale robots. This issue poses a challenge in position control
for micromanipulation systems because physical laws used for macromanipulation
are not applicable to micro level ones [1].

Miniaturization of actuators for motion and power generation for the actuators
are important issues for such systems [1]. At this level, the off-board or external
actuation is needed since integration of a power source and actuation system into
micro-scale modules is current difficulty in the field [114, 115].

There exist many methods in the literature to externally actuate the micro-robots.
The control methods for planar motion are based on laser thermal excitation [122],
electromagnetics [98, 131], and electrostatics [34]. For example, the design in [99]
controls the multiple modules using an electrostatic anchoring surface. There are
further methods to actuate the micro-robots in three-dimensions electromagnetically
[8, 37, 80]. A swimming micro-robot called example, OctoMag, actuated by a
magnetic gradient with wireless connection can be seen in [67]. The magnetic
system for OctoMag contains eight soft-magnetic-core electromagnets to produce
the required magnetic force. There exist some helical micro-robot designs actuated
with rotating magnetic field in the literature. In [46, 151], rotational motions of
the robot are converted to linear displacements. Microrobotic assembly can be
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Fig. 9.8 Micro-robot
manipulation with (a)
gripping, (b) impulsive
forces, (c) vacuum forces,
(d) surface tension, (e)
electrostatic forces [1]

Fig. 9.9 Applications of a micro reconfigurable robotic system [146]

performed using several microrobots that are actuated by electromagnetic [34].
However, such micro-robots do not have ability to reconfigure themselves. All
aforementioned actuation methods have some challenges. For instance, piezo-
electric actuation requires high voltages and high power actuation.

The design in [145] contains one of the smallest modules (2 cm diameter)
constructed with built-in actuator. This module in Fig. 9.10 is driven by shape
memory alloy (SMA) actuator. Mobes et al. [86] presents a miniaturized 2D modular
and self-reconfigurable robot for conveying the micro parts (Smart Blocks) that
are smaller than 1 cm3 in volume. In the literature, there exist many examples for
micro self-reconfigurable robots (Fig. 9.9) [31, 33, 49, 51]. For instance, Green et al.
[49] and Hosokawa et al. [51] propose micro-scale self-reconfigurable systems for
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Fig. 9.10 Structure and prototype of micro module for reconfigurable robot [145]

Fig. 9.11 (a) Photograph of a Mag-�Mod Complex shape (b) Five Mag-�Mods operating on an
electrostatic grid surface [31, 99]

micromanufacturing. However, these systems are not be controllable with surface
driving force.

In the last few years, micro level modules under 1 mm in size have been fabri-
cated utilizing advanced MEMS technology for reconfigurable robot applications.
The studies in [31, 99] present reconfigurable micro-scale robots design Mag-
�Mods composed of permanent magnet modules whose dimensions are 900 � 900
� 270�m as shown in Fig. 9.11a. These modules are capable of moving on a planar
surface. Besides, the five magnetic micro modules are assembled and disassembled
using electrostatic and electromagnetic fields as shown in Fig 9.11b.

According to [33], the significant interest in such robotic systems is based
on the ability to create arbitrary 2D/3D shapes, mechanical strength, electrical
conductivity/continuity, reconfiguration, and disassembly (Fig. 9.12). The authors
in [33] used permanent magnet modules with diameters less than 1 mm to move
a reconfigurable micro-robot on 2-D surfaces using oscillating external magnetic
fields of several mT in strength. Diller et al. [33] have proposed a magnetic
bonding method which offers increased mechanical strength for this robot structure.
This method allows out-of-plane 3-D physical motion and electrical conductivity
between modules.
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Fig. 9.12 Micro-scale modular robot concept [145]

3 Adaptive Control of Reconfigurable Robot Manipulators

Two key goals in control design for RRMs are precision and stability. Control of
RRMs is particularly compelling for researchers in the field because of nonlin-
earities, unknown parameters, and uncertainties in their systems. There has been
a considerable interest in designing efficient control schemes for such systems. The
purpose of this section is to review the literature on control of MRSR platforms. An
example of reconfigurable robot control structure is shown in Fig. 9.13.

3.1 A Discussion on Adaptive Control of Robot Manipulators

Adaptive control is an approach to tune parameters (on-line) of the nominal con-
troller of a dynamical system, to compensate effects of nonlinearities, uncertainties,
and variations in the system parameters. The survey in [6] shows that adaptive
control design with sufficient practical precautions is used successfully in many
applications. In [58], the adaptive control methods are grouped into two broad types:
identifier-based and non-identifier-based schemes. The identifier-based scheme is
classified into two different approaches as direct and indirect. Indirect adaptive
approach is based on estimation of unknown or uncertain plant parameters; and
the plant parameter estimates are used for the calculation of the control parameters
as shown in Fig. 9.14.

Indirect adaptive control, the closed loop system is parametrized in terms of
the control parameters to be tuned; and these parameters are tuned adaptive,
directly considering the control task. Direct adaptive control structure is depicted
in Fig. 9.15. In addition to these two structures, there also exist non-identifier-
based adaptive control methods. Gain scheduling is one of such control methods:
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Fig. 9.13 Reconfigurable robot control structure [77]

Fig. 9.14 Indirect adaptive control structure

Fig. 9.15 Direct adaptive control structure

It consists of a lookup table, gain scheduler logic, and selecting a proper constant
feedback controller gain from lookup table [58].

For robot manipulators, various direct, indirect, and composite adaptive con-
trollers have been designed in the literature, see, e.g., [69, 85, 117]. Slotine and
Li [117] present a direct adaptive control scheme to eliminate the error of each
joint motion with an adaptive law. In [69], the main aim of using adaptive law
is reducing the tracking error of the system. In [85, 117], the authors present an
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adaptive feedforward-plus-PD controller with the direct method. The controller
design in [85, 117] does not require acceleration measurement and some excessive
calculations.

Indirect adaptive controller approach [69] is utilized to obtain the nominal values
of uncertain/unknown parameters using prediction errors on the joint torques. Li
and Slotine [69] proposed four different parameter estimation methods that are
the gradient, least square, the gain-adjusted-forgetting estimator, and inherently-
bounded-gain estimators for the adaptation mechanism. These are used as adap-
tation mechanisms to provide convergence of the controller parameters to their
nominal values in adaptive control. Middleton et al. [85] present a computed torque
control design and a least squares estimator based on an input–output stability
analysis to track the required trajectory. Hsu et al. [53] design an indirect adaptive
controller, composed of a gradient parameter estimator algorithm and a computed
torque control. Slotine [116] explores a robust control scheme to decrease tracking
errors in presence of uncertainty and disturbance in the robot manipulator dynamic
model. Adaptive computed torque method is integrated with an on-line estimation
algorithm to eliminate nonlinear effects in the robot dynamic in [29]. Hun et al.
[55] have proposed an adaptive backstepping controller for robot manipulators
in the presence of uncertainty and external disturbance. Many studies exist to
achieve efficient trajectory and the robustness for robot manipulator [118, 119].
Decentralized controller design is also a popular method for many robotic systems
according to most of the researchers in the field due to its computation simplicity
[52]. Adaptive decentralized control approaches have been designed for linear and
linear dominant systems in the literature as well [45, 57, 110].

3.2 Adaptive Control of Macro-Level Serial Type
Reconfigurable Robots

The dynamic equation given in Eq. (9.1) for an n-DOF serial robot is derived from
Euler–Lagrange formulation [155]. It is also applicable to any configuration in RRM
but M.q/, C.q; Pq/, and G.q/ parameters will be different in each configuration.

M.q/Rq C C.q; Pq/Pq C G.q/C F.Pq/ D u (9.1)

where q D Œq1; q2; : : : ; qn�
T 2 <n is defined as joint position; Pq D

ŒPq1; Pq2; : : : ; Pqn�
T 2 <n is the joint velocities; M.q/ 2 <n�n describes inertia matrix;

C.q; Pq/Pq is centripetal and Coriolis force; G.q/ 2 <n presents the gravity part;
F.Pq/ 2 <n is the frictional force; and u 2 <n is the input control. The desired
position trajectory is qei.t/ 2 < and the tracking error is ei D qi.t/ � qei.t/.

The decentralized control method also called independent joint control since each
joint is considered as an independent subsystem. It is more appropriate than other
control methods for RRMs. In this method, dynamic effects from the other links
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and joints are treated as disturbances. Moreover, decentralized control has some
advantages such as robustness against failures, computational efficiency, and design
simplicity [111]. It enables exchange of information among subsystems to design
the controller with only local measurement variables [125]. However, applying
decentralized methods are not simple for specific tasks as stated in [52] because
the control inputs and states are decoupled from each other due to presence of the
dynamic couplings in the system dynamics.

Implementation of the decentralized control method into reconfigurable robot
systems has become popular [35, 75]. One of the related control designs is proposed
by Liu et al. [74] in which a modular distributed control for an MRSR based on joint
torque sensing is presented. It is claimed that the control parameters of the modules
do not require an adjustment when the modules are reassembled for the various
specific tasks. Moreover, the model uncertainties such as payload, joint friction, and
unmodeled dynamic couplings are resolved using joint torque sensor measurements
and robust controller design.

Another study conducted by Zhu and Li [155], a decentralized adaptive fuzzy
sliding mode control scheme is designed. In the study, the Takagi–Suego fuzzy
logic system with an adaptive algorithm is proposed to approximate unmodeled
dynamics of MRSRs. Additionally, an adaptive sliding mode controller is designed
to minimize fuzzy approximation error and handle the uncertainties in the system
interconnections.

Li et al. [72] present a decentralized robust controller for MRSRs based on the
Lyapunov stability analysis and backstepping technique. Since the defined controller
is configuration-independent, it enables fast reconfigurability of the manipulator
and a control strategy to achieve precise position tracking during the required
task. However, the need for joint modeling is the main drawback of the control
design because derivation of joint dynamics is challenging due to existence of
nonlinearities and uncertainties.

In addition to aforementioned control approaches, neurofuzzy intelligent control
design is presented in [83] for MRSRs. The authors use learning control with on-
line feedforward neural-network to compensate for unmodeled system dynamics
due to alternating robot configurations. A skill module updating the adaptive
control parameters is also included in the controller design. To achieve accurate
position tracking of an MRSR with unknown dynamic parameters, internal Type-
2 Takagi–Sugeno–Kang fuzzy logic and PD controllers are used in [12] to handle
uncertainties, unknown parameters, and dynamics of the system.

Joint velocity and torques can be measured by sensors such as tachometer and
strain gauge, respectively. However, the inclusion of additional velocity and torque
sensors to the system would increase the cost and system complexity. In addition,
such devices mostly create noise problems that could not be filtered away easily.
On the other hand, it is possible to estimate joint torque and velocity for MRSRs
using observer design [73]. An example of such approach is given in [152], which
presents a decentralized control scheme for RRMs without velocity sensor. The
precise position signal in the study is utilized to reconstruct the velocity signal for
each module joint. Moreover, the controller with adaptive fuzzy logic is used to
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approximate the model uncertainties. Likewise, Li et al. [71] designed a fuzzy radial
basis function (RBF) neural network compensation algorithm based on a velocity
observation model to tackle the external disturbances and unknown dynamics.

4 Micro-Scale Robot Control

Micro-scale robots require a suitable control design to achieve accuracy and stability
for a desired task. Micro-robots typically have unknown physical parameters,
nonstructural behaviors in the environment, and imprecisely manufactured their
components. These circumstances generate control challenges for micro-scale
robots. For example, the geometric shapes and sizes of the robot components might
not match the required robot properties because of inaccurate manufacturing in �m
diameter. Hence, the uncertainty and inaccuracy of the physical parameters and
unknown behaviors of the robot in the environment cause position errors for such
system. These errors lead the robot to instabilities.

Efficient and robust control designs are significant for micro-scale robots because
of presence of nonlinearities that come from predominant adhesion force, hysteresis
phenomena, and environmental effects such as humidity noises. Adaptive control
and neural networks or learning algorithms have been known as an effective
approach for such system. Such controllers and estimation methods are put in the
process when the system parameters and workplace have uncertainties [9, 14, 79].
In recent years, micro force sensing and control techniques were studied and
developed [13]. Various motion control methods have been proposed [14, 46,
59, 65, 67, 78, 134, 151]. For example, the study in [105] presents an adaptive
neural networks setup in Fig. 9.16 for manipulation of micro-cubes to achieve
more accurate motion. The controller design is presented in [105] with the stability
analysis based on Lyapunov method. Moreover, CCD camera is installed to measure
the actual position of the system in the closed loop as shown in Fig. 9.17 [105–107].

The force magnitudes generally range from 10�3 to 10�6 N in micro-scale. Thus,
it should be pointed out that force sensor is crucial to analyze the manipulation force
in micro-scale. To satisfy this sensitivity, forces in the micro-level are measured
by the sensing devices such as strain gauges, piezoelectric, and using laser-based
optical techniques. In addition, there exist various detection devices in the literature
such as laser scanning and cameras [14].

Micro-robots can be actuated by externally generated magnetic-field gradients
to exert forces on the microsystems and drive them to the required positions.
However, precisely estimating required forces is a significant challenge for many
robot operations such as retinal surgery. In addition, the force exerted on a magnetic
device depend on the position and orientation of micro-robot in the field and
estimation errors in the system lead the micro device to instability [9, 79]. The
position of the microsystem can be obtained using visualization system such as
an optical microscope. There exist two different microscopy technologies in the
literature: scanning electron microscope (SEM) [63] and atomic force microscope
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Fig. 9.16 Schematic presentation of the experimental setup for pushing a micro size cube [105]

Fig. 9.17 Schematic presentation of the nonlinear adaptive neural network (NN)-based con-
troller [105]

(AFM) [112] in Fig. 9.18. One of the most important features of both microscopes
is having a presence of higher resolutions to watch the operation of the robot.
Other main advantageous features of optical microscopes are on-line imaging, low
cost, and adaptable workspace. However, they contain small workspace and some
challenges for micro-manipulation or assembly process in 3D [63, 112].

Stochastic self-assembly approaches at the micrometer scale are reviewed in
[81]. The assembly to execute different configurations and disassembly processes
are stochastic in nature. The assembly process of such systems mostly require
random excitation and a long periods of time. An example of micron-scale assembly
using micro-scale robots is shown in [34]. In [34], the authors propose the assembly
of four MEMS-fabricated silicon micro-robots. However, they cannot disassemble
since the electrostatic fields do not allow for being partitioned into many pieces.
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Fig. 9.18 Atomic force
microscope from [99]

Fig. 9.19 Schematic presentation for control design of Mag-�Mods [14, 32, 99]

The authors in [32] designed pushing based manipulation system using Mag-
�Mods as illustrated in Fig. 9.11. The Mag-�Mod system allows for controlling the
multiple micro-level robots. Here, the controller is designed using image processing
that provides feedback information about the robot position to the controller at
each instance. The designed controller consists of a combination of proportional-
integrator-derivative (PID) and nonlinear logic as illustrated in the block diagram in
Fig. 9.19. The main purpose of the nonlinear logic block is to adjust the orientation
of the magnetic field � and the velocity of the system. This is a requirement to satisfy
the stability of the required motion. In this study, the robotic system is controlled in
2D motion [14, 32, 99]. In Fig. 9.19, error of orientation and position of the robot
are described as e� and ep D Œepx; epy�

T D Œprx � pax; pry � pay�
T , pr D Œprx; pry�

T

is the desired or required position and pa D Œpax; pay�
T is the actual position matrix

that is obtained mostly from cameras or several sensors. This study assumes that the
orientation of the Mag-�Bot is similar to the orientation of the magnetic field.

OctoMag system is presented in [67] to create 3D movement. However, the
system control is only provided for 5 DOF [14]. Magnetic field FBem.p/ in the
system is generated with electromagnets for each point p of the area. Unit current
vector and scaler current value can be defined as QFBem and Iem, respectively. An
electromagnetic field is generated with an electromagnet, calculated as follows:

FBem.p/ D QFBem.p/Iem: (9.2)
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Fig. 9.20 Block presentation for control design of OctoMag [14, 67]

Moreover, the total electromagnetic field FB.p/ can be derived with a collection
of each electromagnetic field as

FB.p/ D
kX

emD1
QFBem.p/Iem D FB.p/I: (9.3)

The magnetic field and magnetic force are formed in matrix form as follows:



FB

fm

�
D

2
664

FB.p/
KTFBx.p/
KTFBy.p/
KTFBz.p/

3
775
2
64

I1
:::

Ik

3
75 D T.K;p/I (9.4)

where I is a vector of the unit current Iem, K can be defined as uniform magnetization
matrix. Therefore, current I can be derived from T, the force, and magnetic field of
coils in the system as follows:

I D T.K;p/�



FBref

fmref

�
: (9.5)

In [67], the position of the micro-robot is controlled with a closed loop system
as shown in Fig. 9.20. In addition, it should be pointed out that open loop system is
used to control the orientation of OctoMag robot since the micro-robot orientation
will be the same as the orientation of the magnetic field when it is assumed that the
orientation of the latter is not changing rapidly [14, 67].

Figure 9.21 demonstrates a 3D cubic shaped trajectory performed in an auto-
mated mode for the OctoMag robot. According to the result in [67], the OctoMag
robot has standard deviations of 6.313, 4.757, and 8.951�m along the x-, y-, and
z-axes, respectively. To evaluate the trajectory tracking performance of the designed
system, actual positions are observed with camera images based on 400 frames
collected at 30 Hz.



9 Reconfigurable Robot Manipulators: Adaptation, Control, and MEMS Applications 187

Fig. 9.21 (a) The side and top view of the microrobot during cubic shaped trajectory (b) tracking
for cubic shaped trajectory in isometric graph with automated mode [67]

5 Conclusion

In this chapter, we reviewed control approaches for reconfigurable robot manipula-
tors. First, we introduced reconfigurable robot manipulators and their applications,
putting emphasis on micro-scale ones. We classified the modular reconfigurable
robot manipulators into three groups: reconfigurable serial, reconfigurable parallel,
and self-reconfigurable robots. A review of existing (conventional, adaptive, and
robust) control schemes for reconfigurable robot manipulators is provided, together
with their benefits and drawbacks. Later, a focused review of specific control designs
for micro-level robot manipulators is presented.
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Chapter 10
MEMS Sensors and Actuators

Vishwas N. Bedekar and Khalid Hasan Tantawi

Abstract Over the past 30 years, significant progress has been made in the fields
of Micro-Electro-Mechanical Systems (MEMS). Originally, the term MEMS was
used in the United States to signify electromechanical sensors and actuators that
are based on semiconductors. In Europe, the same technology was referred to
as “Microsystem Technology,” while in Japan the term micromechatronics was
used. Today, the term MEMS refers to all devices, sensors, and actuators that have
dimensions in the micrometer range, whether based on semiconductors or other
materials such as glass and metals. In this chapter a brief review of the history
is provided followed by future trends in the Micro-electro-mechanical Systems
(MEMS) industry. We further present materials that are commonly used in the
fabrication of MEMS sensors and actuators and we discuss the advantages and
disadvantages of each material. Finally, the different types, applications, and recent
technologies in MEMS sensors and actuators constitute the core of this chapter.

Keywords Microelectromechanical systems • Sensors • Actuators • Materials

1 Introduction to MEMS Sensors and Actuators

Over the past 30 years, significant progress has been made in the fields of Micro-
Electro-Mechanical Systems (MEMS). Originally, the term MEMS was used in the
United States to signify electromechanical sensors and actuators that are based on
semiconductors. In Europe, the same technology was referred to as “Microsystem
Technology,” while in Japan the term micro-mechatronics was used. Today, the
term MEMS refers to all devices, sensors, and actuators that have dimensions in
the micrometer range, whether based on semiconductors or other materials such as
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glass and metals [1]. MEMS sensors and actuators are usually classified by the field
in which they are used. For instance, MEMS for radio frequency applications are
referred to as RF-MEMS, in the same way optical MEMS (also known as Micro-
Opto-Electro-Mechanical Systems MOEMS) and BioMEMS refer to devices in
their specific applications.

Sensors that are used in the smart phone industry such as fingerprint, motion,
gyroscope, and pressure sensors have seen a significant improvement in the recent
years propelled by the high demand of smart phones and tablets. It is estimated that
the revenue of fingerprint sensors will quadruple in the year 2020 compared to that
in 2014 to peak at $1.75 billion [2].

On the other hand, the powertrain industry has been driving the advances in
MEMS sensors that are used in internal combustion engines, such as temperature,
pressure monitoring, position, acceleration, oxygen, and knock sensors. Analysts at
the market research company IHS Technology expect that shipments of sensors that
are used in internal combustion engines will increase by 2.6 % to 1.36 billion units
in the year 2021 compared to that in 2016 [3]. The top 20 manufacturers of MEMS
sensors and actuators such as Bosch, STMicroelectronics, Knowels, and Freescale
claimed a combined revenue in excess of $7 billion in 2013 [4].

MEMS sensors and actuators found significant applications in the medical
industry as well; applications include optical image sensing and miniaturized robots
for minimum invasive surgical procedures as well as drug delivery. A picture of
a system that utilizes microrobotics equipped with numerous MEMS sensors and
actuators is shown in Fig. 10.1.

Fig. 10.1 Many MEMS sensors and actuators are found in surgical microrobotics such as those in
the Da Vinci surgical system that is shown in the picture, allowing for minimally invasive surgical
procedures [5]
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Since the turn of the twenty-first century, biology has been one of the main fields
where MEMS applications have excelled, that a specific term is used, BioMEMS.
For example, semiconductor-based structures have been used in drug delivery [7].
Biosensors with ultra-high sensitivity, such as DNA and protein strand sensors [8]
can be fabricated from porous materials such as porous silicon and porous carbon
[9, 10].

2 Materials for MEMS

Different materials have been used for MEMS processing, such as silicon, quartz,
photodefinable glasses, metals, polymers, and ceramics. Each material has its own
distinct features and limitations. Silicon is probably the most commonly used
material in MEMS industry.

2.1 Silicon

Silicon is a semiconductor material that belongs to group 14 in the periodic table of
elements. It has four features that make it stand out over other materials for many
MEMS applications:

1. Silicon’s semiconductive property allows for developing numerous electronic
devices on the same substrate. The electrical conductivity of silicon can be easily
controlled by doping silicon. Furthermore, silicon can be easily made electrically
isolative, by oxidizing it. The semiconductive property of silicon is what makes
it the preferred material for the microelectronics industry.

2. Silicon’s biocompatibility: this property allows silicon to be used in equipment
and devices that are used in invasive medical procedures, without being rejected
by the biological immune system. In addition to that, silicon is biodegradable to
a nontoxic material (orthosilicic acid Si(OH)4) [11].

3. Silicon’s optical properties: The photoluminescence property and photovoltaic
effect of silicon allow it to be the preferred material for applications that involve
photosensing, or monitoring based on photoemission, such as in drug delivery, in
which in-vivo monitoring of the drug cargo being delivered in a biological body
is needed [12].

4. The wide availability and low cost of silicon: This is one of its main features;
silicon is one of the most common materials in the earth.
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2.2 Glass

Glasses of different types and compositions are also widely used materials in
MEMS. The main features of glass over silicon and other materials include:

1. Optical transparency over a wide range of wavelengths.
2. Electrical Insulation
3. Low thermal conductivity
4. Chemical inertness

These features make glass the preferred choice in many applications, such as in
microfluidics, and optical MEMS, where optical transparency over a wide range in
the infrared and/or the ultraviolet/visible region is needed, as well as the necessity
of handling chemicals, that may react with other materials. In addition to that, the
low thermal expansion of glass makes it a suitable material for applications such as
in piezoelectric devices.

Quartz is the most commonly used type of glass, due to its wide transparency, that
ranges from about 200 nm to 4 �m. For Optical MEMS applications that require
transparency in the mid-wave and long-wave infrared regions (wavelengths up to
about 12 �m) such as in many IR detectors and optical microcavities, chalcogenide
glasses are commonly used.

Another type of glass that has found potentials in MEMS is the glass referred
to as photodefinable glass. This glass belongs to the Lithium-Aluminum-Silicate
family [13] with impurities of metal oxides, in particular, cerium and silver that
greatly contribute to the photostructurability of this family of glasses. A typical
procedure to fabricate structures from photodefinable glasses is to expose the glass
to mid-to-near ultraviolet (UV) light (280–310 nm) through a quartz mask. This
results in a latent image of the mask in the glass matrix. The glass then undergoes a
heat treatment stage in which silver nanoclusters are formed in the exposed regions
that act as nuclei for crystallizing lithium metasilicate on them. In the next step, the
exposed regions are etched in hydrofluoric (HF) acid. Finally, the etched substrate is
thermally annealed to provide an optically transparent and scatter-free surface [14–
17]. Influence of cerium and the effect of UV dose on Foturan™ photodefinable
glass transmission in the UV/Visible and near-infrared (NIR) regions were shown
by Bhardwaj [18] and Livingston et al. [19, 20]. The low cost and ability to
mass produce microfluidic structures in photodefinable glass, in addition to the
ability to fabricate structures with a high surface finish [4], make this technology
a cheaper alternative for quartz-based technologies [5, 9, 14, 17, 21] in many
applications. Figure 10.2 shows an optical micrograph of different structures made
in photodefinable glass.

Quality of the glass surface finish is one of the important factors to consider for
Optical MEMS that operate in the UV region. For this purpose, glass micromachin-
ing technologies such as glass etching [13–15] and laser drilling [16], offer high
surface finish, but they are limited to heights of less than 160 �m.
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Fig. 10.2 Microstructures
fabricated in photodefinable
glass

2.3 Polymers

Polymers such as Polydimethylsiloxane (PDMS) are very commonly used in
fabricating MEMS devices. The main features of PDMS include its transparency to
a wide range in the visible and infrared regions, low fabrication cost, as well as its
elasticity. PDMS finds applications in the microfluidics industry, such as microchan-
nels patterned on polymer or glass substrates [6, 10]. A PDMS-based micropump
that is used for microfluidics is shown in Fig. 10.3. Despite the attractive features of
PDMS, microfluidic devices that are PDMS-based suffer from high hydrophobicity
[11], porosity [12], and solubility in many organic solvents, which significantly limit
their usability. Furthermore, PDMS has limited optical transparency [22] windows
when compared to Quartz and commercial photosensitive glasses.

2.4 Metals and Metal Alloys

A wide range of metals and their alloys are employed in sensor technologies for
different applications ranging from highly sophisticated communication applica-
tions in RF-MEMS to applications in which they only provide mechanical and
structural support for handling severe environments. Some commonly used metals
in the MEMS industry include copper, gold, platinum, titanium, and tungsten.
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Fig. 10.3 A PDMS-based micropump [23]

2.5 Ceramics

Most common ceramics used for MEMS applications are silicon carbide, titanium
nitride, lead zirconate titanate (PZT), and aluminum nitride PZT is widely used
in MEMS sensor and actuator devices for the unique property of this material to
convert energy from one form to another. When used as a sensor or actuator, it
converts electric energy into mechanical strain using converse piezoelectric effect.
Polster et al. used pyramidal aluminum nitride 3-dimensional structures to detect
normal and shear forces.

3 MEMS Sensors

MEMS-based sensors for detecting chemical, physical, and biological quantities
can be found in numerous applications in our everyday lives. For instance, MEMS
accelerometers can be found in applications ranging from cameras and video game
consoles to aircraft attitude control systems. A scanning electron microscope (SEM)
image of an CMOS accelerometer is shown in Fig. 10.4.

Many principles of operation are employed in MEMS-based pressure sensors,
such as piezoresistive and the more accurate capacitive pressure sensors.

Semiconductor-based gas sensors have the advantages of being able to be
integrated with electric circuits. MEMS devices that are used for gas detection are
usually made of ceramics, thin films of semiconductor-metal gas detectors.
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Fig. 10.4 An accelerometer based on the CMOS MEMS technology [24]

Sensors that detect chemicals in the gaseous phase have many applications
ranging from leakage detection of explosive and toxic gasses in an industrial setting
to environmental monitor and control applications.

Criteria and issues that must be considered when fabricating MEMS sensors may
include (but not limited to) [1, 25]:

• Sensitivity: This is the main criterion in a sensor, for sensors that detect chemical
molecules, the sensitivity increases as the exposure area of the sensing material to
the environment increases; therefore, sensitivity is enhanced as the surface area-
to-volume ratio of the sensing material increases. The sensitivity corresponds to
the lowest detectable change of the quantity or concentration of the chemical
molecule that is being detected.

• Selectivity: the sensor needs to be selective to the physical quantity or the
chemical molecule being sensed to avoid false triggers.

• Biocompatibility: sensors that involve detection of biomolecules such as glucose
sensors must use biocompatible materials.

• Real-time operation: in most cases, the sensor must be able to operate within a
time constraint; this is determined by the response time of the sensor. In addition
to that, the sensor should be able to recover to its sensing state within a time
constraint.

• Temperature dependence: most sensors are significantly affected by tempera-
ture; thus, the operating temperature range is an important criterion for sensors.
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Fig. 10.5 (a) A modern MEMS pressure sensor shown in comparison to an older pressure sensor
(b) that was manufactured in the 1960’s [26]

• Sensor stability in performance: An important criterion for a sensor is that it
should be stable and able to reproduce its results consistently in the ambient
environment.

3.1 Sensors Based on Piezoelectric and Piezoresistive Effects

Piezoelectric materials experience a deformation in their crystals when a voltage
is applied to them, or inversely, generate an electric charge when a mechanical
stress is applied to them. This property allows these materials to be used in sensors
and actuators of numerous applications such as in accelerometers, temperature,
viscosity, and pressure sensors, and many other applications. On the other hand,
piezoresistive materials exhibit a change in their electrical resistance when they
undergo a mechanical strain. A device that is used for pressure sensing and based
on piezoresistivity, with an integrated circuit and a non-planar diaphragm is shown
in comparison to an older sensor in Fig. 10.5.

Another application in which piezoresistivity is employed is shown in the stress-
contact sensor shown in Fig. 10.6 [27]. The sensor is composed of a diaphragm
that bends with applied stresses, four resistors are connected to the 1000�m—thick
diaphragm to form the sensor.

A state-of-the-art sensor that resembles the human skin and uses piezoelectric
and ferroelectric effects is shown in comparison to a fingertip skin structure in
Fig. 10.7. This artificial skin sensor uses piezoelectric effects to sense contact with
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Fig. 10.6 A micrograph of a
stress-contact sensor with a
US penny in its background
to demonstrate its size (left).
The sensor structure
(right) [27]

Fig. 10.7 An artificial skin that senses objects, texture, and temperature in comparison to the skin
of a human fingertip [28, 29]
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other surfaces and ferroelectric effects to detect surface roughness (texture) and
temperature of the objects being sensed [28, 29].

3.2 Sensors Based on Thin Films

Thin-film gas sensors are very commonly used in different applications such as in
alcohol sensors for breath analyzers and home CO and hydrocarbon sensors [30].
These gas sensors are made of a thin oxide film of a noble metal such as platinum,
titanium, or zinc that is a few micrometers thick and deposited on a substrate that is
usually of n-type silicon to form something similar to a Schottky diode. When the
metal oxide is in a gaseous atmosphere, its electrical conductivity changes [31].

Gas sensitivity of thin-film sensors is achieved by the exposure of the surface of
the solid thin film to the gas atmosphere; thus, these sensors have limited sensitivity
due to the limitation in the surface areas. Significant improvement in the sensitivity
can be achieved by using hollow or porous materials such as carbon nanotubes
and porous silicon. These materials have the advantage of having extremely high
surface-area-to-volume ratios, which allow them to be used for ultra-sensitive gas
detection and in biosensing [9, 10].

3.3 Sensors Based on Carbon Nanotubes

Carbon nanotubes are fullerene structures composed of tubes of single or multi-
carbon atom walls. The C–C bonds in these structures make them very strong and
stable. In addition to that, their electrical conductivity can be controlled [25]. They
have been demonstrated to have a high sensitivity to small gas molecules in room
temperature, compared to temperatures of few hundred degrees Celsius that are
required for thin-film sensors [32]. One process that is used to fabricate carbon
nanotubes is referred to as the High Pressure Carbon Monoxide (HiPCO) process,
which was developed by a team from Rice University and published in 2001 [33].
In this process, a reaction in the gaseous phase takes place between iron carbonyl
Fe(CO)5 and carbon monoxide (CO), forming iron clusters in the gas, which in turn
serves as nucleation sites on which carbon nanotubes are grown.

Li et al. [32] developed a gas sensor in which a web of single-walled nanotubes
stretches between two gold electrodes as shown in Fig. 10.8. The electrodes were
fabricated by thermal evaporation of a 20 nm layer of titanium a 40 nm layer of
gold on a thermally grown silicon dioxide. The carbon nanotubes were fabricated
using the HiPCO process, and then purified to a level of 99.6 %. This gas sensor was
demonstrated for NO2, acetone, benzene, and nitrotoluene.
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Fig. 10.8 A gas sensor made
of carbon nanotubes in
between gold electrodes [32]

3.4 Sensors Based on Porous Materials

Other materials that show high potentials for detection of physical and biological
quantities are porous structures such as porous silicon and porous alumina. Porous
silicon was first discovered in 1956 by Uhlir through electrochemical etching of
silicon. This discovery paved the way for devices based on quantum structures
[1]. The high surface area-to-volume ratio of porous silicon makes it a suitable
material for sensing humidity, gas detection, and detection and characterization
of biological membranes. Two different porous silicon structures are shown in
Fig. 10.9, a membrane of 3-�m thickness (shown on the left) [34] and a substrate of
about 15 �m deep pores (shown on the right) [35].

MEMS structures based on porous silicon [36, 37] have a strong potential for
applications that require detecting biological agents, mainly due to the biocompat-
ibility of this material and its high surface area-to-volume ratio. Different porous
silicon structures that were used to characterize and sense biological membranes and
proteins are shown in Fig. 10.10. Proteins that reside in the cellular membranes are
of particular importance for scientists due to the fact that they are the targets of most
pharmaceutical drugs. However, the complex environment in which they reside,
makes it difficult to characterize these proteins, many transmembrane proteins
experience denaturing immediately once their native environment is changed. For
this reason, technologies that are based on the biocompatible porous silicon were
developed to sense and characterize biological membranes and transmembrane
proteins such as the one shown by Worsfold et al. [38], which used porous silicon to
support lipid bilayers that are used for biosensing human umbilical vein endothelial
cells. This device was composed of a porous silicon structure with a coated lipid
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Fig. 10.9 Left—a 3 �m-thick porous silicon membrane used to support biological membranes
[34]. Right—a porous silicon structure of pores that are about 1.5 �m wide and 15 �m deep [35]

Fig. 10.10 Two different devices that are based on the biocompatible material porous silicon for
detection and characterization of biological structures [35]
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bilayer with arginine-glycine-aspartate that contained peptides of integrin ’v“3 on
the porous silicon. The artificial cell membrane shown by Tantawi et al. [34, 35,
39] used a 3-�m thick porous silicon membrane that separated two chambers to
characterize the epithelial sodium channel (ENAC) proteins.

4 MEMS Actuators

MEMS actuators can be classified by the principle of operation on which they
perform work. Actuators may be based on electrostatic attracting and repulsive
forces, or may be based on piezoelectric properties, or thermal expansion, magnetic,
or fluid pressure. An actuator is any device or system that converts input signal into
action, i.e., conversion of one form of energy into the other. MEMS actuators have
been used for several critical applications such as drug delivery, transmission, linear
and rotary micromotors, microgears, printers, microvalves, micropumps, switches,
tweezers, and tongs. MEMS devices and systems offer several advantages over
macroscale devices and systems: (1) small size and form factor, (2) high precision
and accuracy, (3) low cost, (4) quick response, (5) higher resonance frequency,
and (6) integration using existing semiconductor fabrication processes for batch
production. Figure 10.12 shows several MEMS actuators designed and fabricated
using semiconductor-based fabrication techniques.

Figure 10.11a shows an MEMS-based 2DOF nanopositioning stage is developed,
which integrates combo-drive actuators and capacitive displacement sensors to
allow for simultaneous actuation and position sensing. Figure 10.11b shows Abbas
et al. using MEMS actuators used for tensile testing of platinum thin film to study
mechanical properties and failure mechanisms. Figure 10.11c shows a ratcheting
system that was fabricated in the five-level technology at MEMS scale, i.e., twenty
gears fit on a period in a newspaper sentence. Figure 10.11d shows an MEMS
Mirror: “Hinged Silicon Mirror and Drive Motors” fabricated by Sandia National
Laboratory.

4.1 Mechanical MEMS Actuator

4.1.1 Electrostatic Actuators

Energy stored in device is given by

W D 1

2
CV2

where C is parallel plate capacitance and V is applied voltage
The resulting electrostatic force is given by

F D 1

2
V2dC=dx
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Fig. 10.11 Examples of MEMS actuators (a) Working principle of a basic MEMS actuator,
(Springer itself is the publisher of image) (b) SEM image showing force-gauge attached to MEMS
actuator with spring combination reprinted with permission from Sandia National Laboratories
[41] (c) ratcheting system that was fabricated in the five-level technology at MEMS scale (d)
MEMS Mirror: “Hinged Silicon Mirror and Drive Motors” [40–43]

Fig. 10.12 Working
principle of a comb-drive
MEMS actuator reprinted
from Open access:
Micromachines 2012, 3(2),
396–412;
doi:10.3390/mi3020396 [44]

Electrostatic actuator is triggered by forces of electrostatic attraction between two
oppositely charged plates. A close parallel plate capacitor can be fabricated using
standard MEMS fabrication technique. One example of electrostatic actuator is
a combo-drive actuator. The capacitance and the electrostatic force of actuation
depend on electrode thickness, topology, and geometry of the device generating
3-dimensional possible translational motion. Figure 10.12 shows the operating
principle of a combo-drive MEMS actuator.
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Fig. 10.13 (a) Electrostatic micropump repreinted from open access: Int. J. Mol. Sci. 2011,
12(6), 3648–3704 [45] (b) Microgear design using birefringence repreinted from open access:
Micromachines 2012, 3, 279–294 [46]

4.2 Hydraulic/Microfluidic MEMS Actuators

Microfluidic actuators have been used for several applications such as drug delivery,
DNA sequencing, nucleic acid analysis, and biochemical analysis. The primary
driving factor being miniaturization, these devices provided great accuracy and pre-
cision in medical technologies specifically, delivering biological solutions (drugs).
The advances in biomedical MEMS technologies lead to possible automation of
these important procedures and provided a platform for reduced human requirement,
low cost, high sensitivity, high efficiency and efficacy. When choosing materials for
biomedical applications, biocompatibility will be the primary factor in the criteria
since these devices will be placed inside a human body—just under the skin or
somewhere deep inside. Figure 10.13a, b show examples of MEMS micropumps
[45, 46].

4.3 Thermal MEMS Actuators: Shape Memory Alloys

Shape memory alloys (SMA) have revolutionized the actuator application, where
required blocking force is small and exhibit superelasticity. The material can be
bent or shaped at room temperature and returns back to its original shape and size
upon heating above the transition temperature thus “actuating” in its return cycle.
Figure 10.14 shows the working principle of SMA actuator. Predominantly, Nickel-
Titanium alloys exhibit shape-memory effect; however, several other combinations
have been studied and demonstrated such as Copper-Zinc-Aluminum, Titanium-
Niobium, Copper-Aluminum-Nickel, and Iron-Manganese-Silicon. Shape-memory
alloys have been used in several applications. For example—Villanueva et al. used
bioinspired shape memory alloy composite actuator for attaining large deforma-
tion profiles which was based on rowing mechanism of jellyfish for locomotive
motion [47].
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Fig. 10.14 Working principle of one-way and two-way SMA actuators

4.4 Piezoelectric MEMS Actuators

Piezoelectric sensors use direct or converse “piezoelectric effect.” A direct piezo-
electric effect can be defined as induction of charge due to application of mechanical
stress whereas a converse piezoelectric effect can be defined as generation of
stress due to applied electric field. Piezoelectric transducers provide the interface
between the mechanical and electrical systems with an efficiency of around 50 %
(the conversion from mechanical stress to electric field is proportional to square of
the electromechanical coupling factor, k2 and the magnitude of k33 for commonly
used piezoelectric ceramics is of the order of 0.7). It has been shown that thin-
film unimorph type Lead Zirconate Titanate (PZT)-based transducer can supply
20 nW/mm2 (3 nW with 150 mm2 area) when external mechanical vibrations
are imposed upon the PZT. Recently, there has been success in synthesizing high
performance single crystals with better coupling coefficient (k) and energy density.
However, implementation of the single crystal piezoelectrics is challenging on the
micro/nano platform. Textured thin films of these compositions can be grown,
but the coefficients are compromised and the device fabrication requires multiple
steps. At this juncture, the best power density reported for the piezoelectric energy
harvesting devices is in the range of 0.3–0.5�W/mm3. Further improvements in this
magnitude requires discovery of materials and mechanisms. Piezoelectric polycrys-
talline materials are designed specifically to enhance the material charge and voltage
constants thereby improving the energy harvested under ambient sources such as
mechanical vibrations. Figure 10.15 shows few examples of piezoelectric MEMS
actuators. Figure 10.15a shows an working principle of piezoelectric bimorph
MEMS actuator [48]. The applied voltage generates deflection of the beam thus,
actuating the device. The displacement of the beam is highest at the tip and is
dependent on applied voltage. Figure 10.15b shows a piezoelectric micropump
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Fig. 10.15 (a) Working principle of piezoelectric bimorph MEMS actuator (b) Piezoelectric
micropump reprinted from open access: Micromachines 2015, 6, 1745–1754 [49] (c) Micropump
using three-pair moving structures in double-side mode reprinted from open access: Microma-
chines 2015, 6, 216–229 [50]

using a disc vibrator for flow control with low power consumption. Figure 10.15c
shows a double side mode micropump using three pairs of moving structures.

Piezoelectric MEMS devices can provide large displacement actuators and ultra-
high sensitive sensors operating at wide range of voltages from several millivolts to
several tens of volts. On the other hand, in traditional MEMS devices a high voltage
and small electrode gap spacing are required to charge a high voltage pump.

PZT can be tuned based on stoichiometry in order to enhance material properties
to meet requirements of an MEMS actuator such as high dielectric constant, high
piezoelectric coefficient, high mechanical quality factor, high coupling coefficient,
and pyroelectric effect. These advantages of PZT make it material of interest in
many commercial applications in order to integrate thin films of PZT into MEMS
devices and systems [50]. Sano et al. fabricated a multilayer PZT thin film by
sputtering for MEMS actuator application. Tip displacement and measured blocking
force were much higher than for unimorph and bimorph configurations [51].
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Fig. 10.16 Sputtering
technique for MEMS
fabrication reprinted with
open access: Wikimedia
Commons https://en.
wikipedia.org/wiki/MEMS_
magnetic_actuator#/media/
File:Sputtering1.jpg [52]

4.5 Magnetic MEMS Actuators

Magnetic actuation is based on the principle of Faraday’s law of electromagnetic
induction. If one conductor comes in the vicinity of another conductor, then
the magnetic fields generated by the two conductors interact thus generating
electromotive force.

The Lorentz force generated is given by

F D qV � B

where F is the Lorentz force, q is the charge, V is the velocity, and B is the intensity
of magnetic field. The force can cause a mechanical motion of the structure. The
most common example of magnetic actuation is CD, DVD, and blu-ray disc writing.
As the technology moved towards shorter wavelength of laser excitation, the ability
to read and write more in a given area improved. For example, a compact disc (CD)
could store only 700 MB whereas a DVD disc could hold up to 4.7 GB of data
and Blu-ray holds up to 25 GB on single layer. This is due to the reduction of
wavelength from 780 nm to 685 nm to 405 nm, respectively. Some materials of
choice for MEMS actuators are permanent magnets embedded in polymeric matrix
and often chosen based on ease of fabrication and machinability. The magnetic
material is integrated into an MEMS device using standard fabrication techniques
such as sputtering, electroplating, screen printing, and pulsed laser deposition so that
accuracy and precision can be maintained for MEMS device. A typical sputtering
setup is shown in Fig. 10.16.

https://en.wikipedia.org/wiki/MEMS_magnetic_actuator#/media/File:Sputtering1.jpg
https://en.wikipedia.org/wiki/MEMS_magnetic_actuator#/media/File:Sputtering1.jpg
https://en.wikipedia.org/wiki/MEMS_magnetic_actuator#/media/File:Sputtering1.jpg
https://en.wikipedia.org/wiki/MEMS_magnetic_actuator#/media/File:Sputtering1.jpg
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4.6 Magnetostrictive MEMS Actuators

Magnetostriction is the property of a material to change shape under changing
magnetic field. The highest coercive filed material found so far is Terfenol-D
whereas the highest magnetic permeability is found in Metglas. Nickel can also be
used as it has very low coercive field and switching of domains requires less energy.

4.7 Electronics/RF MEMS Actuators

As explained earlier, Aluminum Nitride (AlN) has been used in MEMS actuators.
Sandia National Lab designed and fabricated a microresonator RF MEMS based
on Aluminum Nitride to provide ultra-miniature RF filters and oscillators with a
wide range of frequency and high performance. This technology provides a great
solution for radios because they provide a wide frequency range of 32 kHz to
10 GHz. The AlN microresonators were fabricated on a single IC chip, and they can
be monolithically integrated with transistors and electronics such as switches and
amplifiers circuitry [53]. The single chip microresonator provides microscale center
frequency filters and oscillators that are programmable and frequency range of HF
to X-band range. Applications include wide ranges of communication systems.

Figure 10.17 shows a 16-channel Aluminum Nitride Filter Array with 1.3 MHz
bandwidth, conversion of HF band to X band, fast spectrum analysis, anti-jam, and
secure adaptive RF front ends and usage for multiband radios developed by Sandia
National Lab [53].

Fig. 10.17 A 16-channel Aluminum Nitride Filter Array [53] reprinted with permission from
Sandia National Laboratories



214 V.N. Bedekar and K.H. Tantawi

4.8 Summary

In this chapter, a detailed overview of MEMS-based sensors and actuators was
presented. A wide range of materials are used in MEMS applications such as metals
and alloys, ceramics, polymers, silicon, and glasses. MEMS device fabrication
involves steps such as sputtering, deposition, etching, patterning, and several other
microfabrication processes. The application often drives the design and materials
used for MEMS devices. Due to their low footprint, low cost of fabrication, better
material properties, better enhanced performance; MEMS devices are extremely
useful in several fields such as medical fields—surgery and data logging, trans-
mission, data analysis, drug delivery, microfluidics—micropumps, gas sensors,
mechanical actuators, and so on. The future of MEMS devices is perhaps enhancing
this technology and further reducing the footprint of these devices for improved
sensitivity and actuation using NEMS—Nano Electro Mechanical Systems. Carbon-
based nanomaterials provide a wide variety of properties and form factors that can
be realized in commercial applications.
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Chapter 11
Soot Load Sensing in a Diesel Particulate Filter
Based on Electrical Capacitance Tomography

Ragibul Huq and Sohel Anwar

Abstract This work presents a novel approach to particulate material (soot)
measurement in a diesel particulate filter (DPF) using electrical capacitance tomog-
raphy (ECT). Modern diesel engines are equipped with DPFs, as well as onboard
technologies to evaluate the status of DPF because complete knowledge of DPF
soot loading is very critical for robust and efficient operation of the engine exhaust
after treatment system. Emission regulations imposed upon all internal combustion
engines including diesel engines on gaseous as well as particulate (soot) emissions
by environment regulatory agencies. In course of time, soot will be deposited inside
the DPFs which tend to clog the filter and hence generate a back pressure in
the exhaust system, negatively impacting the fuel efficiency. To remove the soot
buildup, regeneration of the DPF must be done as an engine exhaust after treatment
process at predetermined time intervals. Passive regeneration increases the exhaust
heat to burn the deposited soot while active regeneration injects external energy
in, such as injection of diesel into an upstream diesel oxidation catalyst (DOC), to
burn the soot. Since the regeneration process consumes fuel, a robust and efficient
operation based on accurate knowledge of the particulate matter deposit (or soot
load) becomes essential in order to keep the fuel consumption at a minimum. Here
we propose a sensing method for a DPF that can accurately measure in-situ soot
load using ECT. Lab experimental results show that the proposed method offers an
effective way to accurately estimate the soot load in DPF. The proposed method
is expected to have a profound impact in improving overall DPF efficiency (and
thereby fuel efficiency), and durability of a DPF through appropriate closed loop
regeneration operation.
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Nomenclature

A Electrode surface area
C Normalized electrode-pair capacitances
Cm Overall capacitance in Maxwell Garnett Permittivity Model
Cp Overall capacitance in Parallel Permittivity Model
Cs Overall capacitance in Series Permittivity Model
d Distance between two plates
D Flux density
E Electric field strength between the plates
fi Volume fraction occupied by the inclusions of the i-th sort
K Normalized pixel permittivity’s matrix
Nik Depolarization factors of the i-th sort of inclusions
Q Charge
S Sensitivity matrix
V Potential difference
˛ Temperature coefficient
" Permittivity
"b Relative permittivity of a base dielectric
"i Relative permittivity of the i-th sort of inclusions
"m Effective permittivity in Maxwell Garnett Permittivity Model
"o In vacuum, the value of "o D 8.854 � 10�12 F/m
"p Effective permittivity in Parallel Permittivity Model
"r Relative permittivity
"s Effective permittivity in Series Permittivity Model

T Resistivity at temperature T

1 Introduction

Particulate matter (PM) also known as particle pollution or soot is a complex
mixture of extremely small particles and liquid droplets. Particle pollution is made
up of a number of components, including acids (such as nitrates and sulfates),
organic chemicals, metals, and soil or dust particles. The size of particles is directly
linked to their potential for causing health problems. US Environment Protection
Agency (US EPA) is concerned about particles that are 10�m in diameter or smaller
because those are the particles that generally pass through the throat and nose and
enter the lungs according to EPA website, and once inhaled, these particles can
affect the heart and lungs and cause serious health effects [1].
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Fig. 11.1 Porous walls of a
DPF [3]

Diesel particulate filters (DPFs) were first used in 1980 which remove the
PM/soot from the exhaust of the diesel engine with an efficiency level of 90 % or
more. The most commonly used DPFs are porous ceramic wall-flow filters, as shown
schematically in Fig. 11.1. Refractory materials such as Silicon Carbide, Cordierite,
or Aluminum-Titanate are used for this purpose [2]. Silicon carbide filters dominate
the market owing to the material’s mechanical strength and high thermal stability
[3]. Alternate channels are plugged, forcing the exhaust through the porous channel
walls. The gaseous exhaust passes through the porous walls, but PM is trapped in
the filter.

However, as the PM or soot is retained by the filter, the filter passageway
increasingly becomes more restrictive resulting in elevated backpressure in the
exhaust. This furthers results in lower fuel efficiency for the engines since the
pistons have to exert more pressure to purge the exhaust gas. One effective way
to address this problem is to burn the soot load in the DPF periodically either by
injecting more fuel in the engine or by a separate combustor upstream of the DPF
with the aid of a diesel oxidation catalyst (DOC). The latter which is known as active
regeneration of DPF is more efficient and is commonly used for DPF. Here a fuel
doser is used to raise the exhaust gas temperature to burn off the soot load in DPF.
The timing and amount of fuel dosing is critical in ensuring optimal performance
of DPF functions. Current commercially available DPF PM detection methods are
mostly based on pressure differential.

The performance efficiency of a DPF with active regeneration is largely depen-
dent on the accuracy of soot load estimation. Current soot load estimation is based
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on differential pressure measurement across the DPF whose accuracy can vary up to
˙50 % from the true soot load [4, 5]. As a result, fuel dosing for active regeneration
may not be optimal. It has been shown that fuel penalty caused by regeneration
(2.2–5.3 %) is more than fuel penalty due to backpressure (1.5–2.0 %) [6]. Accurate
soot load knowledge is also necessary if one wants to rule out possible overheating
of the DPF caused by exothermic soot oxidation. Because if DPF is allowed to
accumulate too much PM, the large amount of heat released upon regeneration
cannot effectively be dissipated, resulting filter damage such as by the formation
of cracks or regions which may be locally melted.

Rose and Boger [7] describe soot mass estimation using pressure drop signal
combined with other parameters. This team basically focuses on the real-world
accuracy during highly transient operation. The geometric intricacies also affect
the pressure drop. Differential pressure detection has few limitations so researchers
are pursuing other means for detecting the soot deposition. Husted et al. [8] in their
paper “sensing of particulate matter for on-board diagnosis of particulate filters”
explore the possibilities of soot measurement using particulate material sensor
placed at the exhaust stream. With the deposition of the soot along the surface of
the sensor the electrical conductivity will increase and is measured as part of an
electrical circuit. This sensing method required robust design due to its placement
directly inside the exhaust stream with exposure to urea, water impingement, poison,
ash, acid, and very high temperature (e.g., 900 ıC).

Fischerauer et al. used microwave technology to measure the soot load inside
DPF [3]. This approach is based on the interaction of electromagnetic fields or waves
at microwave frequencies with the DPF. Researchers assumed that the addition
of soot in a dielectric medium would influence its permittivity and conductivity,
observable via resonance frequency shift or via changes in the attenuation of the
resonance peaks (cavity perturbation). The main concern regarding this measuring
method is about cost and robustness. Sappok et al. [4] developed radio frequency
based soot load sensor. Two antennas are installed on either side of a DPF that
transmit and receive the radio frequency signals. Signal amplitude and transmitted
power is a function of the losses within the material through which the wave travels.
With the increase of DPF soot deposition, dielectric properties also change which
affect the RF signal directly. Although the RF sensor response showed good results
in both steady state and transient condition, its long-term reliability is yet to be
established. It is also very intrusive since the antennas must be inserted in the
exhaust flow path causing some level of flow resistance (negatively affecting fuel
efficiency). GE introduced Accusolve DPF soot load sensor based on RF based
technology.

Strzelec et al. [9] from Oak Ridge national laboratory proposed nondestructive
neutron computed tomography measurement of DPF to measure soot. Basic princi-
ple of this method is whenever a neutron beam is passing through matter then there
will an attenuation of the beam caused by absorption and scattering of material. By
measuring the intensity of the attenuated signal, material properties can be detected.
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Using this method quantification of soot loading can be done but using the whole
neutron beam setup for real-time soot measurement in an automotive engine or a
power generator engine is still very expensive.

It is clear that a sensor for soot load measurement must be accurate, robust, and
cost effective. In this chapter, we present a soot load sensing that tries to achieve
these desired characteristics. This work involves the development of a soot load
sensor using electrical capacitance tomography (ECT) which is shown to be more
accurate, robust, and inexpensive. This sensor can be used in the feedback loop
to improve the soot load estimation allowing for correct amount of fuel injection
upstream of DOC and thus potentially improving the overall DPF performance.

2 Modeling of Electrical Capacitance Tomography

2.1 Permittivity Model

Modeling of a complete ECT DPF soot measurement system requires three subsys-
tems: ECT sensor, DPF model, and data acquisition system. The ECT sensor has
two parallel conducting plates separated by an air gap which are connected through
a switch and a resistor to a signal generator. When the switch is closed, electrons are
drawn from the upper plate through the resistor to the positive terminal of the signal
generator. This action creates a net positive charge on the top plate. Electrons are
being repelled by the negative terminal through the lower conductor to the bottom
plate at the same rate they are being drawn to the positive terminal. This transfer of
electrons continues until the potential difference across the parallel plates is exactly
equal to the battery voltage.

If a potential difference of V volts is applied across two plates separated by a
distance of d, the electric field strength between the plates is determined by E.

E D V
.

d (11.1)

The ratio of the flux density to the electric field intensity in the dielectric is called
the permittivity of the dielectric [10].

" D D
.

E (11.2)

For a vacuum, the value of " (denoted by "o) is "o D 8:854 � 10�12 F=m. The
ratio of the permittivity of any dielectric to that of a vacuum is called the relative
permittivity, "r. It simply compares the permittivity of the dielectric to that of air.

"r D "
.
"o

(11.3)
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If the charge Q is large enough, then flux density D can be written as:

D D Q
.

A

" D D

E
D

Q
.

A
V
.

d

D Qd
.

VA

Again C D Q
.

V .

Therefore, " D Cd=A.

C D "A=d

Or; C D "o"r
A
.

d
(11.4)

Based on the abovementioned principle and Eq. (11.4), ECT system has been
established. The capacitance measured depends on the relative permittivity of the
materials between the electrodes. Their relation can be linear or nonlinear in
material type. It also depends on the permittivity models used to characterize the
way in which the material fills the air gap space. The various permittivity models
are used, namely the series model, parallel model, and Maxwell’s model.

Let’s assume that one substance has a relative permittivity "r in the air gap. If that
substance occupies x volume of the total space between two electrodes, the effective
permittivity of the mixture and their dependence on capacitance can be computed
as described in the following sections.

2.1.1 Series Permittivity Model

Assuming that two materials with relative permittivity "r and "o in a pipe lie on
top of one another, the effective capacitance can be considered as two capacitances
connected in series. This is illustrated in Fig. 11.2. In this case, the capacitance and

Empty
Completely
filled

Partially filled x

Fig. 11.2 Empty, completely filled, and partially filled
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Fig. 11.3 Empty, completely filled, and partially filled

permittivity are related in a nonlinear fashion. The effective permittivity and overall
capacitance are given respectively in Eqs. (11.5) and (11.6) [11].

"s D "r"ox .1 � x/

1 � x ."r � 1/
(11.5)

Cs D A"s
.

d (11.6)

2.1.2 Parallel Permittivity Model

If the materials with relative permittivity "r and "o in the pipe appear as discrete
band and appear side by side, their effective capacitance can be considered as two
capacitances connected in parallel. This is illustrated in Fig. 11.3. In this case,
the capacitance and permittivity are related linearly. The effective permittivity and
overall capacitance are given respectively in Eqs. (11.7) and (11.8) [11].

"p D "o Œ1C x ."r � 1/� (11.7)

Cp D A"p
.

d (11.8)

2.1.3 Maxwell Garnett Permittivity Model

The generalized Maxwell Garnett permittivity model provides the mixing formula
for multiphase mixtures with randomly oriented ellipsoidal inclusions [12]. In this
model, two materials of relative permittivity "i and "b are mixed randomly as in
Fig. 11.4, then the effective permittivity becomes "m. Here fi is the volume fraction
occupied by the inclusions of the i-th type, and Nik are the depolarization factors of
the i-th type of inclusions.
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Fig. 11.4 Multiphase mixtures inside capacitor
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Cs D A"s
.

d (11.10)

2.2 Electrical Capacitance Tomography
Measurement Principle

ECT is used to obtain information about the spatial distribution of a mixture of
dielectric materials inside a vessel, by measuring the electrical capacitances between
sets of electrodes placed around its periphery and converting these measurements
into an image or graph showing the distribution of permittivity [13]. The images are
approximate and of relatively low resolution, but they can be generated at relatively
high speeds.

ECT can be used with any arbitrary mixture of different nonconducting dielectric
materials such as plastics, hydrocarbons, sand, or glass. However, an important
application of ECT is viewing and measuring the spatial distribution of a mixture
of two different dielectric materials (a two-phase mixture), as in this case, the
concentration distribution of the two components over the cross section of the vessel
can be obtained from the permittivity distribution.

An ECT system consists of a capacitance sensor, Capacitance Measurement Unit
(CMU), and a control computer. For imaging a single vessel type with a fixed
cross-section and with a fixed electrode configuration, the measurement circuitry
can be integrated into the sensor and the measurement circuits can be connected
directly to the sensor electrodes. This simplifies the measurement of interelectrode
capacitances and is potentially a good design solution for standardized industrial
sensors.
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Fig. 11.5 ECT systems
flowchart

Fig. 11.6 Capacitance
measurement principles

However, most current applications for ECT are in the research sector, where
it is preferable to have a standard capacitance measuring unit which can be used
with a wide range of sensors. In this case, screened cables connect the sensor to the
measurement circuitry, which must be able to measure very small interelectrode
capacitances, of the order of 10�15 F (1 fF), in the presence of much larger
capacitances to earth of the order of 200,000 fF (mainly due to the screened cables)
[14]. A diagram of a basic ECT system of this type is shown in Fig. 11.5.

ECT system is a set of capacitor plates placed around a pipe or any other
vessel. A source voltage is applied between one electrode (the source electrode)
and ground and the resulting currents flowing between the source electrode and the
remaining (detector) electrodes to ground are measured. These currents are directly
proportional to the capacitances between the source and detector electrodes. The set
of capacitance measurements made.

In ECT, a complete set of measurement projections is made by exciting each
electrode in turn as a source electrode and measuring the currents which flow into
the remaining detector electrodes. So for an 8-electrode sensor, as shown in Fig. 11.6
there will be 8 � 7 D 56 possible capacitance measurements. However, as half of
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these will be reciprocal measurements (the same capacitance should be measured
by exciting electrode 1 as a source and measuring the current into electrode 2 as is
obtained by exciting electrode 2 as a source and measuring the current into electrode
1, etc.), there will only be 28 unique capacitance measurements for a complete set
of projections. In general for a sensor with E electrodes, there will be E � (E � 1)/2
unique capacitance measurements.

The set of measured interelectrode capacitance values and subsequently obtained
permittivities are normalized to construct the permittivity images.

Normalized capacitance; Cn D Ci�Ci.emp/
Ci.full/�Ci.emp/ 0 < Cn < 1:

Normalized permittivity; Kn D Ki�Ki.emp/
Ki.full/�Ki.emp/ 0 < Kn < 1:

(11.10)

The normalized values are then projected into a square pixel grid where the pixel
values are similarly normalized to be between 0 and 1. The image formed is not an
exact solution but an approximate solution.

2.3 Tomographic Image Formation

The permittivity image or tomographic images are mapped onto a square pixel
grid. The complete set of measured interelectrode capacitance values is required to
reconstruct one permittivity distribution image. Figure 11.7 shows a 16 � 16 square
pixel grid used to display the permittivity distribution image of a 4-electrode sensor
having circular intersection of DPF.

Fig. 11.7 Square pixel grid
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From this (16 � 16) square pixel grid containing 256 pixels, only 224 are needed
to construct the cross-sectional image of the DPF and remaining pixels are not
required and hence neglected.

The field lines between two plates are curved and to suit the requirement these
lines can be approximated. A proper sensitivity map, purpose of which is to aid in
selecting the proper pixel that individually contributes to the capacitance changes,
has to be developed for visualizing the electric field established between two
electrodes when one of them is excited.

A simple procedure for reconstructing an image of an unknown permittivity
distribution inside the sensor from the capacitance measurements is the Linear Back
Projection (LBP) algorithm [15]. Although its reconstruction accuracy is not very
good, LBP has the advantage of being quite fast, in practice requiring only the
multiplication of a fixed reconstruction matrix times the vector of measurements.

Let us consider an x-electrode sensor, from which N number of voltage data has
been recorded, and square pixel grid pixel number is M. A gray level K(M) for each
pixel has been calculated by the basic LBP formula [16].

K1 D Sa1 � C1:C Sa2 � C2 C Sa3 � C3 C Sa4 � C4 C Sa5 � C5 C � � � C SaN � CN

K2 D Sb1 � C1:C Sb2 � C2 C Sb3 � C3 C Sb4 � C4 C Sb5 � C5 C � � � C SbN � CN

: : :

KM D SM1 � C1:C SM3 � C3 C SM3 � C3 C SM4 � C4 C SM5 � C5 C � � � C SMN � CN

The relationships presented above between capacitance permittivity distributions
can be written in a normalized form as:

2
666664

K1

K2
K3
:::

KM

3
777775

D

2
666664

Sa1 Sa2 Sa3 : : : SaN

Sb1 Sb2 Sb3 : : : SbN

Sc1 Sc3 Sc3 : : : ScN
:::

:::
::: : : :

:::

SM1 SM2 SM3 : : : SMN

3
777775

2
666664

C1
C2
C3
:::

CN

3
777775

K D SC (11.11)

C D N � 1 matrix containing the normalized electrode-pair capacitances Cm

(in the nominal range 0–1).
K D M � 1 matrix containing the normalized pixel permittivities (in the nominal

range 0–1) and N is the number of pixels representing the sensor cross-section.
S D M � N matrix containing the set of sensitivity matrices for each electrode-

pair. This sensitivity map can be defined as

SMi D Ci � Ci .emp/

Ci .full/ � Ci .emp/
for i D 1 : : :N:
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The sensitivity matrix describes how the measured capacitance between any
combinations of electrodes changes when a change is made to the dielectric constant
of a single pixel inside the sensor. Here Ci(emp) is the capacitance voltage when
DPF is completely empty and Ci(full) is the capacitance voltage when DPF is
completely full. The properties of the capacitance sensor are measured or calculated
initially to produce a sensor sensitivity matrix for the case when the sensor is
empty. Sensitivity matrix is composed of a set of sub-matrices (or maps) whose
elements correspond to the individual pixels in a rectangular grid which is used
to define the sensor cross-section. The sensor is normally calibrated at each end
of the range of permittivity to be measured by filling the sensor with the lower
permittivity material initially and measuring all of the individual interelectrode
capacitances. This operation is then repeated using the higher permittivity material.
The data obtained during the calibration procedure is used to set up the measurement
parameters for each measuring channel and is stored in a calibration data file.

In principle, once the set of interelectrode capacitances C has been measured,
the permittivity distribution K can be obtained from these measurements using Eq.
(11.11).

Direct contributions of pixels to the measured capacitance between any specific
electrode-pair are not be specified, but it can be shown from the sensitivity matrix S
that certain pixels have more effect than others on this capacitance. Consequently,
component values allocated to each pixel proportional to the product of the
electrode-pair capacitance and the pixel sensitivity coefficient for this electrode-
pair. Based on this approximation, the LBP algorithm uses the sensitivity matrix S
which has the dimension (M � N).

This process is repeated for each electrode-pair capacitance in turn and the
component values obtained for each pixel are summed for the complete range of
electric pairs.

Previous studies regarding diesel soot dielectric properties have shown that in
microwave range dielectric constant of soot has dependency on the soot layer
thickness which is captured in Fig. 11.8.

In this work, Series Permittivity Model has been chosen to calculate the effective
permittivity of soot and air mixture.

"s D "r"ox .1 � x/

1 � x ."r � 1/

Cs D A"s
.

d In the model, the length of DPF is set at 6 in., so the length of the

capacitor plate will be 6 in. and for four capacitor plate ECT sensor the width of the
capacitor plate will be 4.71 in. (approx.) and maximum distance between two plates
will be 5.6 in. So

"s D 5�8:854�10�12�.1�2/
1�2.5�1/ D 1:2649� 10�11

Cs D 6 � 4:72 � 1:2649 � 10�11.
5:6 D 63:8301 pF

(11.12)
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Fig. 11.8 Real part of dielectric constant and soot layer thickness [25]

3 Experimental Setup

The experimentation of soot measuring system using ECT was performed on an
experimental model of DPF made of Nylon 66, unreinforced, and flame retardant
[17]. This Nylon 66 has very close dielectric properties of conventional DPF made
from cordierite which has dielectric constant of 4.7 (approx.) in 1 MHz [18].

The DPF outer shell wall is conductive so the ECT system electrode has to be
placed inside of the DPF wall. In that case the components of capacitance due to
the electric field inside the sensor will always increase in proportion to the material
permittivity when a higher permittivity material is introduced inside the sensor.

The internal temperature of DPF will be highest when the regeneration of soot
is taking place. Regeneration is a process of soot removal from the DPF and there
are two different approaches existed, one is active and another is passive. Active
systems use extra fuel, whether through burning to heat the DPF, or providing extra
power to the DPF’s electrical system. This process required 600 ıC to burn diesel
PM. This temperature can be reduced to somewhere in the range of 350–450 ıC by
use of a fuel borne catalyst [3]. There is a more effective way to burn soot at lower
temperature brought by Johnson Matthey’s novel two-component design [3]. In this
novel approach the catalyst is positioned before the filter to convert NO into NO2.
The NO2 then oxidizes the soot that is collected on the filter to regenerate the filter at
a much lower temperature than is normally required. In fact, the CRT (continuously
regenerating technology) enables the filter to be regenerated at a temperature that is
20 % lower than other filters on the market. By using this approach the soot burning
temperature can be reduced up to 240 ıC. So whatever material we are using as



230 R. Huq and S. Anwar

ECT electrode it has to be able to withstand a versatile range of temperature. The
properties that led us to choose copper as ECT electrode are [19]:

1. Melting point at 1357ıK or 1084 ıC
2. Do not react with water
3. Resistivity D 1:68 � 10�8 .˝m/ at 20 ıC
4. Conductivity D 5:96 � 107 .s=m/ at 20 ıC
5. Temperature coefficient D 0.003862 (K�1)
6. Copper resists corrosion from moisture, humidity, and industrial pollution
7. However products from other carrion like oxide, chloride, and sulfide are

conductive.

Due to very low temperature coefficient of copper, the change of conductivity
with the change of temperature will be very low. If the assumption made that the
temperature change inside of DPF is linear, then relationship between resistivity
and temperature will be:


.T/ D 
o Œ1C ˛ .T � To/�


.T/ D 3:489 � 10�8 .˝m/

Figure 11.9 shows an isometric view of a design with eight capacitance electrodes
and DPF model of 152 mm (6 in.) length with 130 mm (5 in.) diameter. There
is a trade-off in choosing the number of electrodes. Higher number of electrodes
means complicated and expensive data acquisition hardware, smaller capacitance to
be measured; slower data acquisition as we can see from Table 11.1 and currently
8–12 numbers of electrodes are commonly used in an ECT sensor. These eight

Fig. 11.9 Isometric view of the sensor design
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Table 11.1 Number of electrodes vs. number of independent mea-
surement [26]

Number of electrodes Independent measurement Typical speed

6 15 400 [27]
8 28 200 [28]
12 66 100 [29]
16 120 50 [30]

Fig. 11.10 Experimental setup; (a) filter model, (b) sand as soot replacement, (c) NI DAQ,
(d) Data acquisition program, (e) Signal generator, (f) Data acquisition circuit, (g) blower, (h)
weighing of soot material

electrodes have to be placed around the DPF. The actual sensor was designed
with four electrodes with the same DPF dimensions. This sensor was used in the
Mechatronics Research Lab to build and experimental setup with function generator,
oscilloscope, NI data acquisition system, etc. Figure 11.10 shows the complete
experimental setup to identify the relationship between output voltage and amount
of accumulated material.

A common practice in selecting the length of the ECT sensor is that the length
should be larger than the diameter in order to avoid serious fringe effect [13]. So
if the DPF diameter size is larger than the length, then fringe effect cannot be
ignored. For experimental purpose in this chapter the filter model used with typical
dimensions of 130 mm (5 in.) diameter and 152 mm (6 in.) length [13]. For the
experimental setup length of the electrode is larger than the diameter of ECT system.
For this experimental setup fringe effect completely ignored.
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Fig. 11.11 Change of voltage with the accumulation of sand (concentrated distribution)

The test bench is equipped with an automatic National instruments data acquisi-
tion system NI DAQ-6008 for capturing the capacitance values. We used dry sand
as a replacement of soot to verify the approach of using ECT to soot detection.
Properties of dry sand are given below [20]:

1. Density 1.60–1.70 g/cm3

2. Electrical Resistivity 1000–100,000˝-cm
3. Specific Heat Capacity 0.753–0.799 J/g-ıC
4. Thermal Conductivity 0.270–0.340 W/m-K

Two different methods of sand distribution have been considered while conduct-
ing the experiments. In concentrated distribution the assumption is at first sand start
accumulation near to one particular electrode, and later filled up the whole filter.
Voltage applied on the RC circuit is 4 V with 100 kHz frequency, approximation
of frequency done from previous studies and experiments [21], which resulted
output voltage plot as in Fig. 11.11. On the other hand in uniform distribution the
assumption is the sand distributed equally through the whole filter resulted output
voltage plot shown in Fig. 11.12. Data acquisition hardware senses the change of
sand accumulation by the changes of the capacitance plate voltages. Voltage signals
were processed in LABVIEW and Figs. 11.11 and 11.12 illustrate the fact that with
the increase of sand accumulation the voltage is also changing.

From Figs. 11.11 and 11.12, it is evident that with the change of soot deposition
output capacitor voltage also occurs in a detectable range. To clarify the repeatability
of the results, another graph is shown in Fig. 11.13 which shows all the experimental
results for change in voltage VAB vs. soot deposition inside DPF from 10 to 100 %.
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4 Experimental Results

4.1 Primary Deposition Detection Image Using Rule
Based Method

A complete set of experiments has been conducted on the test bench using sand
(density 1.6–1.9 g/cm3) as soot model, Nylon 66 as DPF model, and four copper
electrodes. Electrodes are arranged as shown in Fig. 11.14.

Sand has been poured into the grooves of DPF in a uniform fashion and
simultaneously capacitance voltages between A-B VAB, A-C VAC, A-D VAD, B-C
VBC, B-D VBD, and C-D VCD have been measured using the NI DAQ-6008 device
and LABVIEW [22].

Now to prepare detection image we need to consider a 2 by 2 pixel matrix. To
assign the value of each pixel we need to normalize the capacitance voltage value.
Every pixel will have certain normalized capacitance voltage values as shown in
Fig. 11.15.

Fig. 11.14 Four electrode
arrangement

Fig. 11.15 Assigned values
of array
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Table 11.2 Experimental capacitance data set

Weight of sand Total A-B (VAB) A-C (VAC) A-D B-C B-D C-D

0 0 3.946 3.998 3.902 3.857 3.963 3.823
100 100 3.983 3.961 3.897 3.806 3.902 3.851
100 200 3.972 3.957 3.889 3.904 3.894 3.802
100 300 3.966 3.955 3.878 3.838 3.876 3.828
100 400 3.925 3.942 3.878 3.826 3.867 3.822
100 500 3.942 3.941 3.867 3.821 3.856 3.823
100 600 3.929 3.91 3.856 3.866 3.87 3.813
100 700 3.905 3.904 3.823 3.848 3.858 3.733
100 800 3.867 3.928 3.849 3.838 3.878 3.722
100 900 3.743 3.929 3.849 3.88 3.916 3.747
100 1000 3.636 3.915 3.847 3.878 3.893 3.743
100 1100 3.503 3.879 3.832 3.841 3.865 3.696
100 1200 3.536 3.871 3.823 3.784 3.839 3.69

Fig. 11.16 Rule based tomographic image of DPF with zero and 25 % fill. (a) DPF zero fill; (b)
DPF 25 % fill

Based on the mathematical relationship shown in Fig. 11.15, each pixel value can
be evaluated. A scenario where DPF model is 25 % full means that the total fill is
300 g. According to Fig. 11.15 and voltage values from Table 11.2 pixel values of
[A] pixel are calculated below.

[A] Pixel value D VAB C VAC/4 C VBD/4 D 3.9656 C (3.9549/4)C (3.87556/4)
D 5.923215

Using this pixel values four detection images have been generated. Figures 11.16
and 11.17 show different stages of soot deposition images.

In both Figs. 11.16 and 11.17, darkness of the image correlates with noticeable
changes in the material deposition.
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Fig. 11.17 Rule based tomographic image of DPF with 50 and 75 % fill. (a) DPF 50 % fill;
(b) DPF 75 % fill

Fig. 11.18 DPF with four
capacitor plates

4.2 Linear Back Projection Based Tomographic
Image Generation

After generating primary soot detection image, the LBP method was used to
generate tomographic image which is a complex algorithm compared to the previous
method. To create a tomographic image using LBP method, sensitivity matrix was
created [23]. The complete set of measured interelectrode capacitance values is
required to reconstruct one permittivity distribution image. Figure 11.19 shows
a 4 � 4 square pixel grid used to display the permittivity distribution image of a
4-electrode sensor, distributed as Fig. 11.18, having circular intersection of DPF.
From this (4 � 4) square pixel grid containing 16 pixels, all 16 are needed to
construct the cross-sectional image of the DPF.

A proper sensitivity map, purpose of which is to aid in selecting the proper
pixel that individually contributes to the capacitance changes, has been developed
in Table 11.3 for visualizing the electric field established between two electrodes
when one of them is excited.
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Fig. 11.19 Square pixel grid

Table 11.3 Sensitivity map Pixel A-B A-C A-D B-C B-D C-D

A 3.692 3.638 3.550 3.670 3.641 3.944
B 3.685 3.635 3.556 3.662 3.680 3.830
C 3.554 3.657 3.600 3.644 3.649 3.868
D 3.537 3.578 3.669 3.637 3.671 3.487
E 3.540 3.644 3.593 3.582 3.657 3.884
F 3.555 3.678 3.641 3.664 3.717 3.934
G 3.597 3.599 3.539 3.562 3.615 3.893
H 3.528 3.645 3.642 3.643 3.687 3.971
I 3.659 3.623 3.577 3.651 3.678 3.976
J 3.509 3.638 3.636 3.671 3.710 3.975
A1 3.509 3.657 3.625 3.687 3.744 3.968
B1 3.702 3.666 3.618 3.646 3.719 3.591
C1 3.716 3.678 3.594 3.710 3.718 3.935
E1 3.535 3.646 3.564 3.688 3.698 3.993
F1 3.713 3.667 3.588 3.709 3.716 3.992
G1 3.626 3.657 3.569 3.658 3.661 3.970

Sensitivity map is one of the crucial parts of a tomographic image generation in
LBP method. Sensitivity map needed to be created only for one calibration. For both
end of the range of soot deposition to be measured the data in zero fill and then the
data in complete fill have been obtained. These high and low data sets have been
used to calibrate the sensor.

Once the sensor has been calibrated, capacitance data during various loading
cycles has been obtained and normalized. The method of normalization took place
in single step. As for example one set data normalized has been shown below.
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Table 11.4 Normalized sensitivity map

A-B A-C A-D B-C B-D C-D

A 0.928425 0.715134 0.186846 0.570407 0.348201 0.896534
B 0.912299 0.693707 0.217141 0.542215 0.557531 0.682336
C 0.615689 0.843042 0.445987 0.4767 0.393433 0.753609
D 0.577745 0.308856 0.804782 0.449124 0.51081 0.040341
E 0.584872 0.757605 0.408925 0.250021 0.435328 0.784783
G 0.619509 0.988106 0.657259 0.548826 0.760222 0.878138
H 0.033826 0.454527 0.131434 0.177413 0.209671 0.801636
I 0.556456 0.760303 0.664233 0.47097 0.598349 0.947324
J 0.37693 0.09076 0.063197 0.137947 0.101703 0.510613
A1 0.514518 0.71374 0.63178 0.572083 0.722203 0.954597
B1 0.514986 0.844774 0.577853 0.632677 0.90279 0.942237
C1 0.952372 0.90748 0.542103 0.48249 0.770144 0.234994
E1 0.983385 0.986083 0.416882 0.712909 0.764726 0.879863
F1 0.572664 0.769117 0.261937 0.635198 0.654436 0.989346
G1 0.975881 0.908155 0.385068 0.712414 0.753763 0.987084

Si.N/ D Ci�Ci.emp/
Ci.full/�Ci.emp/ for i D 1 : : :M:

Ci .empty/ D 3:82 V and Ci .full/ D 3:25 V
From Table 5:2 a particular Ci D 3:55 V
So Si D .3:55 � 3:82/ = .3:25 � 3:82/
Si D 0:47 .0 < Si < 1/

Based on this calculation Table 11.4 normalized sensitivity map has been
generated using Table 11.3.

After assembling the sensitivity map, it was time to detect the change in material
deposition inside DPF. How the soot has been distributed inside a DPF is still not
been confirmed by any method. All diesel engine experts suggested that primarily
soot deposited more densely near to the outer rim of the DPF because of the high
speed entry into a DPF. Based on that approximation to measure soot deposition
inside DPF, two different approaches have been selected:

(a) 10 % increment in soot load and
(b) 20 % increment in soot load.

Based on these approaches model DPF has been loaded with respect to time.
After the completion of soot deposition inside the DPF, one set of capacitance
values has been measured. This set of experimental values after normalization
multiplied with previously found normalized sensitivity map which brings us the
pixel values according to LBP. The pixel values in the permittivity images are
similarly normalized using the high and low pixel values so they have 0 for the
lower value and 10 for the higher value. The permittivity distribution of the soot
loading along circumference inside a DPF with 10 % increment has been shown in
Fig. 11.20.
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Fig. 11.20 Tomographic images for 10 % increment along circumference
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Fig. 11.21 Tomographic images for 10 % increment full

The permittivity distribution of the full soot loading inside a DPF with 10 %
increment has shown different tomographic images than the soot loading along
circumference. New tomographic images have been shown in Fig. 11.21.
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Fig. 11.22 Tomographic images for 20 % increment full along circumference loading

The permittivity distribution of the soot loading along circumference inside a
DPF with 20 % increment has been shown in Fig. 11.22.

The permittivity distribution of the full soot loading inside a DPF with 20 %
increment has been shown in Fig. 11.23.

From Figs. 11.20, 11.21, 11.22, and 11.23 DPF tomographic images for different
loading condition have been recorded. It’s evident that tomographic images are
capable of capturing the soot deposition amount change. In Figs. 11.20 and 11.21,
tomographic images of last few stages show similar color concentration, because at
those stages the total mass of soot inside the DPF was so high that the detection
voltage did not vary significantly, as can be seen from Figs. 11.11 and 11.12 plots.

4.3 Rule Based Tomographic Image Using PRINTEX U
Material

Printex U carbon black material has always been used as a replacement of diesel
soot for experimentation with diesel particulate emission in the industry. After
generating primary tomographic images, printex u was used in the experimental
setup to establish the effectiveness of the technology in case of soot. In Table 11.5
the output voltages in ECT electrodes have been shown using printex u.

From Table 11.5 tomographic images of DPF have been generated using the rule
based method of Fig. 11.15.
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Fig. 11.23 Tomographic images for 20 % increment full loading

Table 11.5 Output voltage using printex u

Weight (g) A-B A-C A-D B-C B-D C-D

0 3.6294 3.7088 3.6825 3.7547 3.7865 3.6789
18.7 3.5779 3.6219 3.5363 3.6439 3.6878 3.5933
18.7 3.3428 3.4265 3.3828 3.5889 3.6612 3.5668
18.9 3.2675 3.3525 3.3658 3.4256 3.5254 3.4864
19 3.2675 3.3665 3.1920 3.3738 3.3451 3.2780
18.8 3.1747 3.3279 3.1137 3.1090 2.9336 3.1940
19.4 2.7117 3.2547 3.0503 2.8826 2.8642 3.1044
19.9 2.2951 3.0660 2.9979 2.8242 2.8516 3.0916
20.3 2.2853 3.0369 2.9934 2.8196 2.8501 3.0782
19.4 2.2708 3.0202 2.9763 2.7988 2.8430 3.0775
18.9 2.2238 2.8842 2.8527 2.6458 2.7083 2.9343
20 2.2192 2.5984 2.4190 2.5135 2.5438 2.6997

From Fig. 11.24 tomographic images it is evident that presence of soot inside
a DPF can be detected using rule based method but location of soot deposition
is not conclusive, because instead of uniform soot deposition tomographic image
shows high concentration of soot deposition in one particular quadrant which is
quite unlikely. So it’s evident that to detect soot location with soot detection a more
robust method has to be implemented, at that point again LBP method comes in.
LBP helps to create tomographic images of DPF with the help of sensitivity pixels
so location of soot deposition is also possible.
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Fig. 11.24 Rule based tomographic image using printex u
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4.4 Linear Back Projection Based Tomographic Image
Using PRINTEX U

Though dry sand is not very close of original soot but for experimentation use of
dry sand increases the flexibility. Eventually when Printex U has been used as a soot
replacement, then more vivid voltage difference is visible compared to dry sand. In
Fig. 11.25, all electrode voltage differences between soot and dry sand are shown.

From Fig. 11.25, all voltage output comparison it is visible that voltage changes
due to Printex U deposition inside the DPF are more vivid than dry sand deposition.
Usually dry sand addition causes voltage change range from 3.95 to 3.75 V. On the
other hand Printex U deposition causes voltage change range to shift to 3.7–2.2 V,
though with the increase of the range linearity of the output voltage diminishes. This
increase of voltage range causes better data acquisition and more versatile range of
soot deposition can be recorded.

Comparing Figs. 11.20, 11.21, 11.22, and 11.23 (dry sand tomographic image)
with Figs. 11.26 and 11.27 (printex U tomographic image), it is evident that due to
bigger voltage output range Printex u deposition can give much better image contrast
during tomographic image generation. Again comparing Figs. 11.26 and 11.27 with
Fig. 11.24 (rule based image formation), contrast between pixels shows that LBP
method is more accurate method.

4.5 Statistical Error Calculation in Output Voltage

In order to verify the accuracy in the result or to check the repeatability, statistical
analysis has been conducted on the experimental results. For dry sand and 10–90 %
soot load conditions, all the mean, standard deviation, and standard error for
experimental voltage VAB are shown in Table 11.6.

Table 11.6 points to the fact that experimental results show high repeatability
with a very low standard error. Following same steps, the mean, standard deviation,
and error for experimental results using Printex U material (output voltage Vab) are
shown in Table 11.7.

The repeatability of the recorded data was also checked by observing the
frequency distribution for a certain result range. The frequency distribution for
voltage output data for dry sand and printex u materials has been plotted in
Figs. 11.28 and 11.29.

Figures 11.28 and 11.29 show very small irregularities in the result of Vab.

Frequency of the voltage values varies, and that variation causes the irregularities in
voltage vs deposition curve like Figs. 11.10 and 11.11 or in the tomographic images.
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Fig. 11.25 (a–f) Represents all set of n of electrode voltage differences between Printex u and dry
sand
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Fig. 11.25 (continued)
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Fig. 11.26 Tomographic image using printex U full loading
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Fig. 11.27 Tomographic image using printex U circumferential loading
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Table 11.6 Standard
deviation and error

Material deposition % Mean SD Standard error

10 3.572 0.028 0.009
20 3.550 0.035 0.012
30 3.535 0.036 0.012
40 3.499 0.023 0.008
50 3.485 0.022 0.007
60 3.465 0.030 0.010
70 3.434 0.036 0.012
80 3.417 0.032 0.011
90 3.393 0.021 0.007

Table 11.7 Standard
deviation and error

Material deposition % Mean SD Standard error

9 3.514 0.057 0.018
18 3.265 0.204 0.065
27 3.182 0.213 0.067
36 3.075 0.206 0.065
45 2.952 0.200 0.063
54 2.854 0.237 0.075
63 2.751 0.215 0.068
72 2.642 0.170 0.054
81 2.493 0.150 0.047
90 2.356 0.136 0.043
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Fig. 11.28 Frequency distribution for dry sand
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5 Conclusion

DPF is a very important inclusion in a diesel engine to maintain the particulate
emission level below federal regulatory limits. Though there are several types of
DPF technologies available in the market, this work focuses on the model closest to
cordierite diesel filter. Most of the DPF currently available in the market can reduce
PM emission by almost 99 %. After a number of cycles, the PM or soot accumulates
in the DPF which must be removed from DPF to prevent high backpressure or event
microscopic damage in the filter substrate. An active regeneration process burns the
soot by adding fuel in the exhaust which generates very high temperatures at DPF.
Such high temperatures can cause cracks inside the DPF surfaces and excessive
fuel use can cause fuel penalty. To maintain an optimized amount of fuel for soot
burning, accurate knowledge of deposited soot is necessary. To maintain both DPF
structural integrity and emission regulation, it is very important to know the exact
amount soot deposited inside a DPF. There are several technologies available to
detect and measure the soot load status inside a DPF, e.g., pressure drop sensor,
particulate emission sensor, microwave sensor, and radio frequency sensor. In this
work, we presented a novel soot sensing sensor based on ECT. The patented design
[24] utilizes ECT methodology for DPF soot measurement where a number of
electrodes surround the DPF outer shell. Any soot or PM deposition inside the
DPF will cause a change in dielectric properties inside the DPF. This change
of dielectric property will cause a change in the capacitance. Electrodes of ECT
system act a set of capacitors surrounding the DPF. These electrodes capture a
combination of capacitance data and voltage data. Two different methodologies have
been investigated to generate the tomographic images: (a) rule based method and (b)
LBP method.
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In this work, soot replacement Printex U has been used because it has the closest
dielectric property of original soot. The ECT system for soot load measurement in a
model DPF was built with Nylon 66 as substrate material and four copper electrodes.
Initially dry sand was used as soot material due to its easy availability and cleaner
handling properties. With encouraging results with sand as a soot material, the
Printex U material (having closest chemical properties of soot originally generated
from an engine) has been used in the experimentations. Data obtained from Printex
U experiments showed improved sensitivity of the voltage output with soot load
when compared to dry sand results. The whole range of experiments were repeated
using Printex U material which resulted in vibrant tomographic images with more
contrast.

The experimental results show that ECT based soot load sensing system is
responsive to the change of soot material accumulation in DPF. The final tomo-
graphic images of both dry sand and Printex u materials showed that detection of
soot deposition inside a DPF is a viable method for soot load measurement using
ECT based methodology.
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Chapter 12
Microfluidic Platforms for Bio-applications

Anas Alazzam, Bobby Mathew, and Saud Khashan

Abstract This chapter provides a brief overview of three actuation mechanisms
that are relevant for biomedical applications of microfluidics. Actuation mecha-
nisms are employed in the field of microfluidics for realizing unit operations such
as focusing, switching, and separation. The topics dealt with in this chapter include
dielectrophoresis, acoustophoresis, and magnetophoresis. The first section provides
an introduction to these and related topics while the second section deals specifically
on dielectrophoresis. The third and fourth sections detail acoustophoresis and mag-
netophoresis, respectively. This chapter concludes by providing a quick comparison
of these different actuation methods.

Keywords Acoustophoresis • Dielectrophoresis • Magnetophoresis • Microflu-
idics • Micro total analysis systems • Point-of-care

1 Introduction

The field of microfluidics originated probably in the late 1970s when the first
microfluidic device, a gas chromatography microdevice in silicon, was developed
[1]. Since then the field of microfluidics has experienced an explosion of interest.
This interest has led to the investigation of the fundaments of transport phenomena
associated with microfluidic devices as well as application oriented development
of the same. The level of interest in this field can be gauged from the presence
of several journals solely dedicated to the same as well as the degree of funding
from governmental as well as nongovernmental organizations. Microfluidic devices
have found applications in several fields of engineering, namely biomedical,
chemical, and mechanical engineering [2]. With regard to biomedical engineering,
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applications include DNA amplification, label-free cell and biomolecule identifica-
tion and capture/separation, immunoassay, cell culture, proteomics, plasmapheresis,
and drug discovery [3, 4].

The quintessential characteristic of microfluidic devices is that they employ
internal flow passages with hydraulic diameter smaller than 1 mm. The primary
advantages of employing microfluidic devices include high surface area to volume
ratio and enhanced heat and mass transfer coefficients [5, 6]. Other relevant merits
of microfluidic devices include small footprint, low volume sample and reagent
requirement, and portability [5–7]. All microfluidic devices operate within the
laminar flow regime, i.e., Reynolds number lower than 2000; Reynolds number
is mathematically stated in Eq. (12.1) [8]. With regard to microfluidic devices
employed for biomedical applications, the Reynolds number is almost always
smaller than unity [9].

Re D 
DhyVm

�
(12.1)

where Re (�) is the Reynolds number, 
 (kg m�3) is the density of the medium,
Dhy (m) is the hydraulic diameter of the microchannel, Vm (m s�1) is the average
velocity of the medium, and � (Pa s) is the dynamic viscosity of the medium.

When Reynolds number is smaller than unity, the flow is specifically termed
as Stokes flow [8]. In Stokes flow, the flow is fully developed which allows
for neglecting the convective terms associated with Navier–Stokes equation in
comparison with the viscous terms of the same and this in turn makes possible
the development of an analytical equation for flow velocity (Vm) [8, 9]. The flow
velocity and hydraulic diameter, for rectangular microchannels, are provided in Eqs.
(12.2) and (12.3), respectively [10].

Vm .y; z/ D 48
Qm

�3WchHch

P1
iD1;3;5

0
BBBB@
.�1/

0
@ i � 1
2

1
A

i3

1
CCCCA cos



i
�

Wch

�
y � Wch

2

��

8̂̂
<
ˆ̂:
1 �

cosh



i
�

Wch

�
z � Hch

2

��

cosh

�
i�

2

Hch

Wch

�
9>>=
>>;

2
41 � 192 Wch

�5Hch

X1
iD1;3;5

tanh
�

i�
2

Hch
Wch

�
i5

3
5

(12.2)

Dhy D 2
WchHch

.Wch C Hch/
(12.3)



12 Microfluidic Platforms for Bio-applications 255

where Qm (m3 s�1) is the volumetric flow rate, Hch (m) is the height of the
microchannel, Wch (m) is the width of the microchannel, y (m) is the distance of
the location of interest along the width as measured from the bottom left corner, and
z (m) is the distance of the location of interest along the height as measured from
the bottom left corner. Equation (12.2) provides the velocity at a specific location
over the cross section of the microchannel; since the flow is fully developed, there
is no variation of velocity along the axial direction, i.e., x-direction.

In many instances, the width of the microchannel is much larger than the
depth/height in which case velocity does not vary along the width as well, i.e.,
y-direction, except at the edges [8]. Subsequently, the velocity of flow in the
microchannel can be written as shown in Eq. (12.4) [8]. Equation (12.4) provides
the velocity at any height irrespective of the axial location.

Vm.z/ D 6
Qm

˛H2
ch

�
z

Hch

��
1 � z

Hch

�
where ˛ D Hch

Wch
	 1 (12.4)

where z (m) represents the distance of the location of interest along the height as
measured from the bottom of the microchannel.

Microfluidic devices are primarily fabricated using techniques commonly
encountered in the semiconductor industry [11]. Commonly employed microfab-
rication techniques include lithography, thin film deposition, wet and dry etching,
and bonding [3, 4, 12]. With regard to magnetophoresis, electroplating is also
an important microfabrication step [3, 4]. Several different substrates are used
for realizing microfluidic devices [3, 4]. These include silicon, glass, SU8, poly
methyl methacrylate (PMMA), and polydimethylsiloxane (PDMS) [3, 4]. The
selection of the substrate material depends on the application. Microfabrication
is capable of realizing microchannels with several different profiles; however,
microfluidic devices for biomedical applications are almost always realized with
square/rectangular profile.

Earlier it was mentioned that microfluidic devices are employed for label-free
cell and biomolecule identification and capture/separation and immunoassays. For
realizing these applications, it is necessary to subject cells and biomolecules to
either attractive or repulsive force(s). This particular chapter is dedicated to provide
an overview of three different actuation mechanisms widely employed in microflu-
idic devices, specifically dielectrophoretic, acoustophoretic, and magnetophoretic
forces. Dielectrophoretic force is a type of electrical force which is based on the
size and electrical permittivity and conductivity of the species while acoustophoretic
force is based on the size, density, and compressibility of the species. On the
other hand, magnetophoretic force is a magnetic force which depends on the size
and magnetic susceptibility of the species. The second section of this chapter is
dedicated to dielectrophoretic force while the third and fourth sections of this
chapter are dedicated to acoustophoretic and magnetophoretic forces, respectively.
Each section details the associated force as well as the approaches taken in imple-
menting it for the abovementioned applications. With regard to microfluidic devices
employed for capture/separation, the performance metrics include separation purity
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and efficiency. Separation purity refers to the ratio of the number of desired
species among all the species capture/separated while separation efficiency relates
the number of desired species before and after executing capture/separate; these
parameters are mathematically stated as in Eqs. (12.5) and (12.6).

Purity D # of targeted microscale entities in the collected sample

# of microscale entities in the collected sample
(12.5)

Efficiency D # of targeted microscale entities in the collected sample

# of targeted microscale entities in the original sample
(12.6)

2 Dielectrophoresis

Dielectrophoresis (DEP) is defined as the motion of polarizable microscale entities
under the effect of nonuniform electrical field [13]. Microscale entities suspended in
a conductive medium under similar conditions will experience a dielectrophoretic
force whose magnitude and direction depend on the applied electric field and the
properties of the microscale entities and their submersion medium [13]. DEP force
exists due to the interaction between the nonuniform electric field and the induced
dipole on the microscale entities located within the field.

DEP has been extensively used for biomedical applications [14, 15]. DEP-based
microfluidic platforms have been demonstrated for cell separation, focusing, lysing,
and transportation of cells and sub-cells [16–19]. DEP is one of the most promising
techniques for point-of-care systems (POC) as it is label free, rapid, electrically
manipulatable, noninvasive, and highly selective and sensitive. The recent progress
in using DEP for cell separation holds promise for biomedical applications of
microfluidic platforms [20, 21]. Several studies have showed that targeted cells,
including yeast cells, lymphocytes, STEM cells, and cancer cells, can be success-
fully separated from a mixture of cells using DEP microdevices [14]. Moreover,
there are strong evidences that DEP has little effect on cells [14, 22, 23]. The
expression of DEP force acting on a spherical microscale entity is given by the
following equation [16, 24]:

FDEP D �"0"mR3oRe ŒfCM�r .E � E/ (12.7)

where the constants "o (F/m) and "m (�) are the vacuum permittivity and the
suspending medium dielectric constant, respectively, Ro (m) is the radius of the
microscale entity, E (V m�1) represents the peak electric field, and Re[fCM] (�) is
the real part of Clausius–Mossotti factor which is defined as [14]:

fCM D "�
p .!/ � "�

m .!/

"�
p .!/C 2"�

m .!/
(12.8)
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where "�
p .!/

�
F m�1� and "�

m .!/
�
F m�1� are the frequency dependent complex

permittivity of the particle and suspending medium, respectively. The complex
permittivity, "*(!), is a function of permittivity, ", the angular frequency, !
(rad s�1), and the electrical conductivity, � (S m�1), and is defined as:

"� D " � j
�

!
(12.9)

The Clausius–Mossotti factor, fCM, defined in Eq. (12.8) and the DEP force
in Eq. (12.7) are valid only for spherical microscale entities with homogeneous
properties. However, not all microscale entities are perfectly spherical or with
uniform properties. Cells, viruses, and DNA are few examples of nonspherical
with nonhomogeneous properties of microscale entities. Biological entities can
be approximated as ellipsoid, cylinder, or any other shape. The DEP force and
Clausius–Mossotti, fCM, in this case need to be derived taking into consideration
the shape and nonhomogeneity of properties.

Equations (12.8) and (12.9) indicate that the Clausius–Mossotti factor at high
frequencies depends mainly on the dielectric constants of the microscale entity and
medium while at low frequencies it is determined by the electrical conductivities
of the microscale entity and medium. Equation (12.8) at high (!! 1) and low
(!! 0) angular frequencies can be written as:

fCM!!1

Š "p � "m

"p C 2"m
(12.10)

fCM!!0 Š �p � �m

�p C 2�m
(12.11)

Among the parameters that influence the Clausius–Mossotti factor only the
conductivity of the medium is the true variable as far as the operator is considered
since the other parameters cannot be changed once the microscale entity and
medium are selected. The conductivity of the medium can be adjusted by adding
small amounts of ionic solutions to the medium. The influence of conductivity of
the medium on Clausius–Mossotti factor can be quickly observed when operating at
low frequencies as dictated by Eq. (12.11). With regard to DEP-based microfluidic
devices handling cells, the operating frequencies are low and thus conductivity is a
major operational parameter. It is important to mention here that there are limitations
to altering the conductivity of the medium to achieve the desired Clausius–Mossotti
factor. The limitation manifests through Joule heating [25]. Joule heating occurs
in conductive medium and is proportional to many factors including the medium’s
conductivity [25]. Thus care has to be taken, while altering the conductivity of the
medium, to ensure that Joule heating is avoided in DEP-based microfluidic devices;
DEP-based microfluidic devices handling cells should be operated preferably at low
conductivity of medium [14].

Two main conditions are needed to induce DEP force on microscale entities;
nonuniform electric field .r .E � E/ ¤ 0/; and unequal complex permittivities, i.e.,
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Fig. 12.1 Schematic illustration of dielectrophoresis

Re[fCM] ¤ 0. The DEP force could be positive or negative depending on the Re[fCM].
Positive values of the real part of Clausius–Mossotti factor results in positive-DEP
(pDEP) force and microscale entities will move towards high electric field gradient
regions, Fig. 12.1. On the other hand, negative values of the real part of Clausius–
Mossotti factor will make microscale entities move towards regions of low electric
field gradient or no electric field as shown in Fig. 12.1; this is referred to as negative-
DEP (nDEP). The frequency at which the change from pDEP to nDEP or vice versa
occurs (Re[fCM] D 0) is called crossover frequency.

Two primary approaches for realizing a nonuniform electrical field, for DEP,
include 2D or 3D microelectrodes [14, 26] and insulator structure between elec-
trodes [27]. 2D thin-film microelectrodes are usually deposited on the surface of
the microdevice and patterned using standard photolithography process followed by
wet or dry etching. Figure 12.2a shows generic example for standard 2D electrodes
scheme in a microfluidic platform. 3D electrodes are less common as they require
more complicated fabrication techniques such as electroplating [28]. Alternating
current (AC) with frequency ranging between 1 and 10,000 kHz is usually employed
to generate nonuniform electric field. Insulator-based dielectrophoresis is achieved
by fabricating multiple insulator structures on the surface of microfluidic platforms
to alter the electric field generated between two electrodes often placed at the inlet
and outlet of the microdevice as illustrated in Fig. 12.2b.

The underlying principle of separating specific types of microscale entities from
a mixture using dielectrophoresis is by assuring that the DEP force on targeted
microscale entities is different from that experienced by rest of the mixture.
Theoretically, two microscale entities of the same size could be separated using
DEP if they have different Re[fCM] and two microscale entities with the same
fCM could be separated if they are different in size. Currently, there is enormous
interest in developing DEP-based microfluidic platforms for biological and clinical
applications [29]. DEP microdevices are one of the promising methods in cells
assay as they are electrically manipulatable and neither require special substrates
nor sheath flow [30]. DEP is used for directing, separating, and fractionating
microparticles, cells, and microorganisms at small scales making the method ideal
for point-of-care (POC) applications and micro total analysis systems (�TAS).
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Fig. 12.2 Generic example of microfluidic device employing (a) 2D electrodes-based DEP and
(b) insulator-based DEP

Several DEP-based microfluidic platforms have been investigated for separation
of microscale entities. DEP separation microdevices can be categorized into two—
multistep and continuous separation platforms. The multistep approach can be
further subdivided into two—DEP retention and DEP migration. On the other hand,
continuous separation of microscale entities can be achieved by DEP deflection and
DEP field-flow-fractionation (FFF).

The DEP retention is performed by generating a strong pDEP force that is
capable of trapping targeted particles by retarding their motion in the microfluidic
device [31–34]. The resultant force on captured microscale entities has to come
to zero in order to stop their movement. The remaining microscale entities will
continue moving with the flow as illustrated in Fig. 12.3a as they experience either
nDEP or weak pDEP. The drag is dominant, along the direction of flow, in case of
moving microscale entities causing them to flow with the medium. DEP migration
is the second multistep separation method. It is performed by gathering the targeted
microscale entities using DEP force at specific locations inside the separation
platform and collecting them in a subsequent step [30]. For this, the separation
platform is designed to have certain regions with high gradient of electric field
where particles under pDEP will be collected. Figure 12.3b illustrates the principle
of DEP migration method. DEP migration technique is performed in three simple
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Fig. 12.3 DEP separation method (a) retention and (b) migration

steps: (1) the mixture of microscale entities is introduced into the separation device,
(2) electric field is applied for a period of time to allow aggregation of microscale
entities by nDEP and pDEP, and (3) targeted microscale entities are collected from
designated areas. Multistep separation techniques have gained less attention than
continuous methods where the separation is achieved in a single step.

Continuous DEP deflection method is performed by directing the targeted
microscale entities to move towards a designated outlet while others will flow with
the medium to exit from different outlet(s) and in the process achieve separation.
The electric field in the separation platform is designed such that it forces the
targeted microscale entities to flow from a particular outlet as illustrated in Fig. 12.4.
The resultant forces on targeted microscale entities are different from the forces on
other microscale entities causing them to flow in different direction. Several studies
have reported DEP deflection method for separation of targeted microparticles and
cells. Planar electrodes have been employed to separate platelets from diluted whole
blood [35]. Cancer cells, specifically MDA231, have been successfully separated
from diluted blood using interdigitated electrodes [14].

The density of microscale entities, including microparticles and cells, is usually
more than the density of their medium. Therefore, microscale entities have the
tendency to settle at the bottom of a microfluidic platform as a result of the
difference between their density and that of the suspension medium. High gradient
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Fig. 12.4 Continuous DEP deflection separation method

Fig. 12.5 Dielectrophoretic field-flow-fraction principle

of electric field is created at the bottom of the microfluidic separation device
to create dielectrophoretic force opposite to the sedimentation force. Different
microscale entities levitate to different equilibrium heights above the electric
field due to the difference in forces acting on them. This phenomenon is known
as dielectrophoretic field-flow-fractionation (DEP-FFF) [24, 36–38]. For a fully
developed pressure driven flow, the velocity profile will have a parabolic shape.
Therefore, particles at different heights will have different velocities as illustrated
in Fig. 12.5. DEP-FFF has been used to separate different kinds of cells including
cancer cells [39, 40], human leukocytes cells [41], and stem cells [42].

The applications of DEP microfluidic platforms go beyond the separation of
microparticles and cells. DEP has been reported for separation of specific band
of DNA using Au electrodes [43]. Selective transportation of cells, microparticles,
and microorganism in microfluidic devices is another application of DEP force
[44]. Sequential activation of single pair from an array of electrodes is used for
transporting microscale entities without using pressure driven flow.

Separation of microscale entities is the main application of DEP microdevices.
Other applications include sorting, moving, and switching of cells as a result
of modifying their trajectories using DEP [45]. Miniaturized array of electrodes
deposited at the bottom of the microchannel were used to sort cells into a small
section of the stream [45, 46]. Sorting of yeast cells in a microfluidic device using
planar electrodes was performed using negative dielectrophoresis [47]. Similar
arrangement of electrodes was used for switching particles and cells from one
medium to another and for focusing cells towards one side of the microchannel [48].
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The electrodes’ geometry and configuration used to create the DEP force influ-
ences the performance of the microfluidic device. Different electrode geometries
have been studied for cells separation and manipulation [16, 49, 50]. These include
quadrupole electrodes, interdigitated castellated electrodes, parallel electrodes, 3D
irregular shape electrodes, and spiral electrodes [14, 28, 51]. Different geometries
of three-dimensional (3D) electrodes were used for separation of heterogeneous
mixture of microscale entities including viable and nonviable yeast cells [29, 52].
Square cross-sectional column-like electrodes were used to trap cells in dead zones
using DEP retention method [26]. Isolation of white blood cells from erythrocytes
mixture was achieved using parallel electrodes [53]. Other geometries of electrodes
were reported for manipulation and separation of cells including annular and elliptic
shape microelectrodes [54, 55]. Interdigitated castellated electrodes were widely
used in DEP microfluidic devices as they offer a long trapping electric field making
them an ideal geometry for DEP applications [14, 56]. Several DEP-based platforms
for bio-applications have been successfully investigated and reported in the open
literature. Different conductivities of medium, wide range of AC frequencies, and
different configurations of microelectrodes have been used for manipulation and
separation of microscale entities. New applications for DEP microfluidic systems
are foreseen to appear in the near future as a result of the rapid development of
DEP-based microfluidic platforms.

3 Acoustophoresis

Acoustophoresis refers to the phenomenon in which acoustic waves are employed
for spatial manipulation of microscale entities including cells, microorganisms,
microbeads/particles, bioparticles, and microdroplets/bubbles as schematically
shown in Fig. 12.6 [57, 58]. The pressure associated with these acoustic waves is
the key to enabling them in spatially manipulating microscale entities. The primary
advantage of acoustophoresis is that it is a noninvasive technique that does not

Fig. 12.6 Schematic of
acoustophoresis

Flow Direction

Transducer
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require labelling and can even be operated without sheath flow. This phenomenon
has found several applications in the field of engineering such as separation, sorting,
and switching of microscale entities in microfluidic devices [57, 59].

For most microfluidic applications, standing acoustic waves are employed.
Standing acoustic waves are just like standing waves which are generated when
two similar (same amplitude and frequency) but opposing acoustic waves are
superimposed [60]. Standing acoustic wave consists of pressure nodes and antinodes
[60]. Pressure node and antinode are locations on the standing acoustic wave where
the pressure is maximum and minimum, respectively [60]. The distance between
two consecutive pressure nodes as well as two consecutive pressure antinodes is
½ � while the distance between each pressure node and its neighboring antinode
is ¼ � where � is the wavelength of the standing acoustic wave [60]. The force
associated with standing acoustic waves acting on a microscale entity is provided
in Eq. (12.12); it is commonly referred to as primary acoustic radiation force (Fac)
[60, 61]. When subjected to standing acoustic waves, the microscale entity can move
towards either the pressure node or antinode. The preference of microscale entities
for pressure node and antinode depends on its as well as the medium’s density
and compressibility; these parameters are combined to form the acoustic contrast
factor (	ac), Eq. (12.13) [57, 60]. When acoustic contrast factor is greater than zero,
microscale entities will translate towards the pressure node [57, 60]. On the other
hand, microscale entities will move towards the pressure antinode when acoustic
contrast factor is smaller than zero [57, 60].

Fac D 8�2R3o
�

Eac	ac sin

�
4�

�
y

�
where f D c

�
(12.12)
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(12.13)

where Ro (m) is the radius of the microscale entity, Eac (J m�3) is the acoustic
energy density of the standing acoustic wave, y (m) is the distance between the
microparticle and the nearest pressure node, 
o (kg m�3) is the density of microscale
entity, 
m (kg m�3) is the density of the medium, ˇo (Pa�1) is the compressibility of
the microscale entity, ˇm (Pa�1) is the compressibility of the medium, f (Hz) is the
frequency of the acoustic waves, and c (m s�1) is the velocity of the acoustic wave.

It can be noticed from Eq. (12.12) that the acoustic radiation force depends on
several factors including the radius and location of the microscale entity as well as
the wavelength of the standing acoustic wave. With regard to the influence of radius
on the force, the force increases with increase in the radius. Reduction in wavelength
has a positive influence on the acoustic radiation force and this scaling bodes well
for microfluidic applications [61].

Figure 12.7 schematically represents the behavior of a heterogeneous mixture
(red and green) of microscale entities, in a confined space, when subjected to
standing acoustic wave. It can be noticed that there is only one pressure node
and two pressure antinodes along the width of the confined space. The pressure
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a b c

Fig. 12.7 Separation of microscale entities via standing acoustic waves—(a) a heterogeneous
sample, (b) microscale entities subjected to standing acoustic waves, and (c) heterogeneous sample
split into homogeneous samples

a b c

Fig. 12.8 Establishing standing acoustic wave in confined spaces—(a) along the height, (b) mul-
tiple nodes and antinodes, and (c) one node and antinode

node is at the center of the microchannel while the pressure antinodes occupy the
sidewalls. In this case it is assumed that the acoustic contrast factor of red and green
microscale entities is positive and negative, respectively. When subjected to this
standing acoustic wave, the red microscale entities will move towards the center
of the confined space and be settled in the vertical plane through the center of
the same. On the other hand, the green microscale entities will move towards the
walls of the confined space and ultimately gather in the vertical planes passing
through the sidewalls. At this stage, the relevance of limiting the pressure nodes and
antinodes inside the confined space can be assumed. This behavior of microscale
entities in the presence of standing acoustic waves, i.e., movement towards pressure
node or antinode, is the basis of several microfluidic applications for which they are
currently employed [59, 62].

With regard to the orientation of standing acoustic waves, it is possible to set up
standing acoustic waves (one pressure node and two pressure antinodes) along the
height of the confined space as well. In this case the red microscale entities would be
held on the horizontal plane passing through the center of the confined space while
the green microscale entities would occupy the horizontal planes passing through
the top and bottom walls of the confined space, Fig. 12.8a.

The relevance of limiting the number of pressure nodes and antinodes can be
concluded from Figs. 12.7 and 12.8a; however, this need not always be the case
[63–65]. For example, when there are multiple pressure nodes and antinodes inside
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the confined space, the behavior would be such that each red and green microparticle
will move towards the nearest pressure node and antinode, respectively; this is
shown in Fig. 12.8b. It is also possible to limit the number of pressure nodes
and antinodes to unity, as shown in Fig. 12.8c, in which case all the red and
green microparticles would be located at the single pressure node and antinode,
respectively [66].

From Figs. 12.7 and 12.8 it can be concluded that at least one of the dimensions of
confined spaces, such as microchannels, should be a function of the half wavelength
(½ �) of the standing acoustic wave. For example, the width of the confined spaces
shown in Fig. 12.7 and the height of the microchannel of Fig. 12.8a are ½ �

so that only one pressure node and two antinodes exist inside the microchannel.
On the other hand, the height of the confined space of Fig. 12.8c is ¼ � so as to
limit the number of pressure nodes and antinodes inside the microchannel to unity.
Thus in conclusion, the dimension of the confined spaces, such as microchannels,
along which the standing acoustic wave is established should be a function of the
wavelength of the same. With regard to microfluidic applications, standing acoustic
waves established along the width of the microchannel are preferred over those
along the height. This preference for the orientation of standing acoustic waves is
due to the ease it provides in visualizing the interior of the microchannel as well
as in extracting the processed samples downstream of the standing acoustic waves
[60, 61].

Till now this section provided an overall description of the standing acoustic
waves. The following part of this section will detail the practical approaches by
which standing acoustic waves are established inside a microchannel [57, 61]. One
of the approaches involves employing a transducer and a reflector to generate the
standing acoustic wave, Fig. 12.9a [61]. In this approach the transducer generates
an acoustic wave which upon striking the reflector is reflected towards the source.
The original and reflected acoustic waves superimpose to generate the standing
acoustic wave. Standing acoustic waves generated in this method are referred to as

a

b

Reflector 

(lid of microchannel)

Microchannel

Transducer

TransducerTransducer

Microchannel
SAW SAW

Fig. 12.9 Standing acoustic waves inside microchannels—(a) BAW and (b) SAW
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Bulk Acoustic Waves (BAW) [67]. In this method a piezoelectric substrate attached
to the bottom of the substrate containing the microchannel acts as the transducer.
Acoustophoretic microdevices of this type are also referred to as resonators
[68]; acoustophoretic microdevices employing ½ � and ¼ � are referred to as
half-wavelength and quarter-wavelength resonators, respectively [68]. In another
approach two independent Surface Acoustic Waves (SAW) are superimposed to
create the standing acoustic waves, Fig. 12.9b [57, 69]. SAW are transverse sound
waves traveling on the surface of solid objects including substrates; SAW decay
quickly with the depth of the substrate. SAWs are generated locally, in the vicinity
of the microchannel, on piezoelectric substrate, and they travel towards each other
and superimpose to create the standing surface acoustic wave (SSAW) inside
the microchannel. In this approach the substrate containing the microchannel is
attached onto the piezoelectric substrate which holds the two transducers. Majority
of acoustophoretic microdevices in recent times have been based on the second
approach potentially due to the easiness with which they can be fabricated in
comparison with resonators [62, 70].

The following portion of this section details few applications of standing acoustic
waves. Standing acoustic waves have been used for multiple applications, in
the field of microfluidics, based on unit operations such as focusing, switching,
and separation [71]. All applications are detailed with respect to acoustophoretic
microdevices based on SSAW as they are more widely employed. The transducer,
shown in Fig. 12.9b, used for generating SAW is interdigitated transducer (IDT)
electrodes [69]. The wavelength of SSAW not only determines the width of the
microchannel, as mentioned earlier, but also the width and pitch of the IDT
electrodes. The pitch and width, Fig. 12.10, are ¼ � and ½ �, respectively [69].

Focusing refers to the arranging of microscale entities randomly distributed,
within the volume of the microchannel, in an orderly manner [72]. When the
randomly distributed microscale entities within the volume of the microchannel are
arranged onto a plane, then it is referred to as 2D focusing [72]. On the other hand,
if microscale entities, randomly distributed within the volume of the microchannel,
are arranged to form a single file, then it is referred to as 3D focusing [72]. Focusing
is a prerequisite for most microfluidic applications as it prevents microscale entities
from physically obstructing each other as well as allows unhindered exposure to

Fig. 12.10 IDT electrodes

¼ λ

¼ λ

λ

AC



12 Microfluidic Platforms for Bio-applications 267

Flow 

Direction

Focusing
Zone

IDT 
Electrodes

IDT 
Electrodes

Fig. 12.11 Focusing of microscale entities via SSAW in a microchannel

the actuation force(s). SSAW has been employed to achieve 3D focusing [73].
Figure 12.11 schematically depicts focusing of acoustic contrast factor positive
microscale entities in microfluidic devices. It can be noticed that the incoming
microscale entities are randomly arranged while those exiting the focusing zone
are arranged as a single file. The SSAW established inside the microchannel has
the pressure node and antinodes at the center and sidewalls of the microchannel,
respectively. Since the incoming microscale entities are acoustic contrast factor
positive, they will be directed towards the pressure node at the center of the
microchannel when subjected to SSAW. For focusing, the microscale entities are
subjected to SSAW until all reach their steady-state location which in this case is the
pressure node. As the primary acoustic radiation force, Eq. (12.6), is proportional
to the size of microscale entities, the time taken to reach steady state increases with
reduction in size.

Switching is another important unit operation in the field of microfluidics and
researchers have demonstrated it via SSAW [74, 75]. Switching refers to the
directing of incoming flow or microscale entities towards the desired downstream
branch as depicted in Fig. 12.12. In convectional systems switching is carried
out using mechanical valves; however, in the field of microfluidics, switching
has been demonstrated without mechanical valves and for that matter switching
does not hinder flow. Figure 12.12 depicts switching via SSAW. As mentioned
earlier, for most applications involving SSAW, established in a microchannel, will
have one pressure node and two pressure antinodes. Moreover, this pressure node
would be located at the center of the microchannel while the pressure antinodes
at the sidewalls. Contrary to this, if the SSAW inside the microchannel has the
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Fig. 12.12 Flow switching with SSAW; suspended microscale entities directed towards (a) upper,
(b) lower, and (c) middle branch of microchannel
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pressure node close to the upper sidewall, then the incoming stream of focused
microscale entities (acoustic contrast factor positive) will be deflected towards the
same, Fig. 12.12a. The fluid streamlines near the upper sidewall would then carry the
microscale entities towards the upper downstream branch. In this case the pressure
antinode would not be at the sidewalls; however, their locations do not matter since
the microscale entities are acoustic contrast factor positive. Similarly, if the SSAW
has the pressure node close to the lower sidewall, then the incoming stream of
focused microscale entities will initially be deflected towards the lower sidewall
by SSAW before being carried towards the lower downstream branch by fluid
streamlines in the vicinity of the lower sidewall, Fig. 12.12b. If SSAW is established
with the pressure node at the center, then the incoming stream of focused microscale
entities would pass unaffected through the acoustic field and end up in the middle
downstream branch as shown in Fig. 12.12c. In order to achieve switching, the
microscale entities should be subjected to SSAW until every microscale entity
reaches their steady-state location. For purposes of switching, care is required to
ensure that the pressure node is at the desired location. Moreover, there should only
be one pressure node inside the microchannel for obvious reasons. To the knowledge
of the authors, two approaches have been devised for switching microscale entities
via SSAW [74, 75]. One of the approaches is to use IDT electrodes, i.e., transducers,
with varying pitch/width as this enables generating SSAW with several different
wavelengths [74]. In another approach translation of the pressure node and in turn
switching is achieved by introducing a phase difference between the two SAW used
for generating SSAW [75].

Separation of a heterogeneous sample into homogeneous samples is a unit
operation for which SSAWs are widely employed [76]. Figure 12.13 depicts the
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Fig. 12.13 Separation of microscale entities via SSAW—(a) binary and (b) kinematic separation
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separation of microscale entities via SSAWs. Figure 12.13a represents the case
where the heterogeneous sample is split into homogeneous samples based on
acoustic contrast factor. The separation via SSAWs based on acoustic contrast
factor is straightforward as all microscale entities can be categorized as either
acoustic contrast factor positive or acoustic contrast factor negative. Thus, whenever
a heterogeneous sample is subjected to SSAW in a microchannel with width equal
to half the wavelength of SSAW, then the sample will be split between the pressure
node and the antinode as shown in Fig. 12.13a. The microscale entities collected
at the pressure node will be acoustic contrast factor positive while those at the
pressure antinodes will be acoustic contrast factor negative thereby achieving the
desired separation. The fluid flow in all microfluidic devices is laminar and for this
matter the separated samples do not mix after exiting the separation zone. One of the
characteristics of this type of separation is that each homogeneous sample contains
microscale entities of different sizes; this can be a concern for certain applications
thereby limiting the applicability of this approach of separation via SSAWs. This
approach of separation via SSAW will result only in two homogeneous samples
for that matter this separation is specifically termed as binary separation [57]. In
this case, the length over which the microscale entities are subjected to SSAW has
to be large as separation is achieved only when each microscale entity reaches its
steady-state position, i.e., either pressure node or antinode.

In many situations it is not possible to split a heterogeneous sample of microscale
entities into multiple homogeneous samples based on acoustic contrast factor. Even
in such circumstances separation can still be achieved via SSAW, Fig. 12.13b
[77]. In these situations, the heterogeneous sample is subjected to SSAWs for a
duration which is smaller than the time required for microscale entities to reach
their respective steady-state locations. During this short duration, displacement of
the microscale entity depends on their size since the primary acoustic radiation
force, Eq. (12.6), acting on each microscale entity is proportional to its size. Thus
the biggest microscale entity would experience the maximum displacement while
the smallest microscale entity will experience the minimum displacement. This
difference in displacements allows for separating the heterogeneous sample into
homogeneous samples based on size as shown in Fig. 12.13b. The case represented
in Fig. 12.13b is based on the assumption that all incoming microscale entities are
acoustic contrast factor positive; this need not always be the case and separation
can be achieved even when the incoming microscale entities are acoustic contrast
factor negative. For the case shown in Fig. 12.13b the microscale entities will
not go past the pressure node, when subjected to SSAW, as they are acoustic
contrast factor positive. This approach of separation via SSAW can be categorized
as kinematic separation since the separation is completed during the transient phase
of the displacement [76].

SSAW-based microfluidic devices have found several applications in the field of
biomedical engineering. All microfluidics applications based on SSAW employ the
abovementioned unit operations either individually or in combination. For instance,
the applicability of SSAW-based focusing for creating microscale cytometer has
been demonstrated [78]. Another example is that of switching of individual
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droplets between five different outlets using SSAW [79]. Example of SSAW-based
separation includes the microfluidic device for purposes of extracting Escherichia
Coli (bacteria) in peripheral blood [80].

4 Magnetophoresis

Magnetophoresis refers to the movement of a magnetic microscale entity relative to
the surrounding media, usually a nonmagnetic fluid. This relative motion is induced
when the net magnetic force acting on the suspended microscale entity, referred to
as magnetophoretic force, is strong enough to overcome the surface and body forces
exerted by the surrounding media, Fig. 12.14. A strong but homogeneous magnetic
flux cannot exert a net magnetic force on an object. Magnetophoretic force (Fmag)
on a spherical object is mathematically stated as in Eq. (12.14) [81].

Fmag D 2

3

�R3o .�o � �m/

�o
rjBj2 (12.14)

where Ro (m) is the radius of the magnetic microscale entity, �o (�) is magnetic
susceptibility of the microscale entity, �m (m mol�1) is the magnetic susceptibility
of the medium, �o (T m A�1) is magnetic permeability of free space, and B (Tesla
or T) is magnetic flux density.

Based on Eq. (12.14), as well as the definition of magnetophoresis, it can be
concluded that in order to employ magnetophoresis for microfluidic applications it
is important that the microscale entities have magnetic properties. However, most
of the microscale entities handled in microfluidic devices do not have magnetic
properties. Nevertheless, this issue is overcome by magnetically labeling microscale
entities which involves tagging them with magnetic beads (micro-/nanoscale parti-
cles). The presence of magnetic beads immediately helps realize magnetophoresis.
The approach of employing magnetophoresis for selectively separating targeted
magnetically labeled cells from a heterogeneous sample can be referred to as
Immunomagnetic Separation (IMS) and is, by large, the focus of this section.

Magnet

Magnet entity Non-magnet entity

Sample

Buffer

Fig. 12.14 Schematic illustration of magnetophoresis
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In IMS, magnetizable micro-/nanoparticles, referred to as immunomagnetic labels,
are used. The surface of these particles is synthesized from a biocompatible material
and is biochemically functionalized with biomarkers, like antibodies or lectins
to bind to specific receptors on the surface of a desired target (cells, pathogenic
microorganisms, nucleic acids, peptide, protein, or protein complex, etc.). Since
the interaction is relying on the specific affinity of the ligand on the surface of the
magnetic beads, the reaction taking place between the beads and the target biological
entity can be referred to as immunomagnetic labeling. The high specificity and
efficiency of magnetic methods make them quite useful for purposes of separation.

Functionalized magnetic particles are commercially available from a number of
vendors with sizes ranging from a few nanometers up to a few tens of microns
[82–84]. The majority of these particles have a single magnetic core or dispersion
of superparamagnetic nanoparticles encapsulated by a biocompatible material like
polymers or silica. These beads retain the superparamagnetic nature of their core
and, therefore, lose their magnetization, and re-disperse once the external magnetic
source is removed. The size, magnetic content, and surface modification of these
beads can be chosen depending on the application. They are usually supplied
with their surface labeled with a specific antibody, antigen, or DNA strand to
serve a specific application. Also, they can be supplied with rather generic surface
modification including carboxyl, amino, or streptavidin groups so they can be
further customized for a selective reaction. Immunomagnetic separation suffers
from the inherent drawbacks associated with label-based methods. The purity of
separation is directly related to the affinity with which a particular target cells can be
magnetically labeled. If there are several cells that are prone to labeling by the same
magnetic particle, the separation of target cells will not be as distinct as desired.

It is worth mentioning that certain magnetic labeling can be achieved without
using beads; ferritin as a soluble magnetic label was used to separate lymphocytes.
However, this was possible only under slow flow conditions and much stronger mag-
netic field and gradients [81]. For few cases, magnetic separation can be performed
without labeling if the target cells are inherently susceptible to magnetization, like
RBCs and magnetotactic bacteria [85–87].

In magnetophoresis-based microfluidics, magnetic force can be used for trans-
porting, immobilizing, separating, and sorting of magnetizable as well as non-
magnetizable microscale entities. The mobilizing and trapping of magnetically
labeled cells are key tasks to conduct sampling, treatment, and analysis of cells.
Immunomagnetic separations of a single magnetically labeled target from a multi-
populated sample have been studied extensively and applied to biomedical processes
such as isolating leukocytes, pathogens, and circulating tumor cells (CTCs) from the
whole human blood [88–91].

Magnetophoretic microfluidic devices can operate over wide ranges of pH,
ionic concentrations, and temperatures typically used in chemical and biological
processing [92]. Furthermore, they have minimal, or at least, nonlethal effect
on the cells [93]. In fact, the typically short magnetic exposure time diminishes
the progressive harmful impacts experienced by cultured cells when subjected
to long exposures [94]. Furthermore, when superparamagnetic beads (diameter
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�10–100 nm) are used, their extremely small size makes them very gentle on
the cells with apparently no effect on the cellular function and cell viability [95].
Negative cell enrichment, in which cells to be discarded are labeled, can eliminate
the effects of magnetophoretic force related stress on target cells.

In general, the magnetic actuation of particles may involve different modes like
focusing, deflecting, mobilizing, and immobilizing. The immobilization of particles
is usually employed when batch-like processing is required. Deflection is usually
employed with continuous free-flow processing. Mobilization, or transportation,
is conducted by dragging the particle along with a carrier fluid, i.e., in pressure
driven mode, or by pulling the fluid-borne particles by a directional magnetophoretic
force. The magnetic separation can be classified as either trapping (capture) based
or continuous-flow based.

Capture-based separation is a common method for performing batch-like
particle-based processing. In the pressure driven mode, magnetically labeled
particles are pumped into a microchannel and magnetically attracted towards a
capture site. Depending on the application, a reagent solution may be pumped over
the immobilized particles, allowing desired assays or biochemical reactions on their
surfaces. The particles can then be collected/detected as they are, washed away
or released for further downstream processing, Fig. 12.15 [96]. In this method, the
magnetic force with the required intensity can be applied to specific locations within
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Fig. 12.15 Capture-based separation—(a) magnetic beads are introduced, (b) magnetic beads
trapped by magnet, (c) sample containing target cells introduced, and (d) target cells captured,
and (e) magnet removed to release target cells



274 A. Alazzam et al.

Magnet

Buffer

Sample

Fig. 12.16 Continuous-flow magnetophoresis

a microchannel, allowing fine control over particles trapping sites. Capture-based
separation provides a simple method to perform surface processing for the particles.
However, the process is not continuous and may require multiple reaction and
washing steps that are time-consuming. Also, the handling capacity of these devices
is limited to relatively small samples and durations due to the accumulation or
irreversible entrapment that can interfere with the flow and, therefore, with further
introduction of the sample. Their continuous operations are repeatedly disrupted
to elude the collected particles. The setup between these batch-like consecutive
steps may require changing the reagent and adjusting the pumping and other flow
handling operations. After each adjustment, the system has to endure some transient
time before equilibrating and attaining the steady-state capture efficiency. With such
batch method, the results of an experiment/processing are available only after all
steps have been completed.

In continuous-flow separation based on magnetophoresis, the magnetic
microscale entities are not trapped within the microchannel by the acting magnetic
force. Instead, their path gets deflected, laterally across the width of the main
channel into the desire outlet, according to their dealings with the applied magnetic
field acting perpendicular or at an angle to the laminar flow, Fig. 12.16. This
separation technique usually necessitates designs with relatively wide and long
separation chambers in order to realize significantly distinctive deflections from
the main flow direction. The subpopulations of microscale entities exiting the
outlets can be continuously, yet independently, collected or allowed to escape
for further downstream processing. This separation mode allows the continuous
processing of a sample without limits on duration or quantity. The hydrodynamics
and magnetic parameters of the process can be adjusted during operation in
contrast to capture-based separation in which adjustments are possible only after
terminating the process. In general, multitasking can be spatially, not temporally,
sequenced, thus making the integration of continuous separation with upstream
and downstream processing more feasible. In many cases the magnetophoretic
force is very small, especially when relying on the native magnetic properties
(paramagnetic or diamagnetic) of target species. In such cases, the gradual
deflection due to the magnetophoretic force (attractive or repulsive) can be easier
to realize when using the continuous-flow mode. Several existing continuous-flow,
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Fig. 12.17 Magnetically assisted cell sorting (MACS)

magnetophoresis-based microfluidic devices have been reviewed in literature [83].
In Fig. 12.16, the separation is based on size; however, continuous-flow separation
can be based on magnetic susceptibilities as well, this can be clearly observed from
Eq. (12.14).

The continuous-flow separation technique has been applied to separation of
nonmagnetic microscale entities, specifically cells, as well. In this case the het-
erogeneous sample of cells is initially mixed with magnetic beads to magnetically
label the desired cells. Afterwards the heterogeneous mixture is pumped through the
continuous-flow magnetophoretic separation device during which the magnetically
labeled cells would be separated from the heterogeneous sample as shown in
Fig. 12.17 [97–100]. This approach of separating desired cells from a heteroge-
neous mixture of cells using magnetophoretic force is commonly referred to as
Magnetically Assisted Cell Sorting (MACS). Both positive and negative enrichment
are possible with regard to MACS. Figure 12.17 specifically shows positive cell
enrichment where the desired cells, from heterogeneous sample, are labeled and
separated via magnetophoresis. On the other hand, in negative cell enrichment the
undesired cells are labeled and separated via magnetophoresis so that the remaining
sample contains just the desired cells. Continuous-flow separation activated by
magnetic force offers a simple means for performing relatively higher throughput
and cell sorting. The option of real-time monitoring enables simpler tuning of the
magnetic forces when necessary.

As mentioned earlier the magnetic field needs to be inhomogeneous for realizing
magnetophoresis. A simple approach to induce magnetophoretic force on the
magnetic particle involves employing a magnet external to the microfluidic device
[98, 100–102]. Care has to be taken to ensure that the magnetic field inside the
microchannel is inhomogeneous. As microfluidic devices have small substrates, it
is possible to locate external magnets very close to the microchannel to potentially
maintain an inhomogeneous magnet field inside the same. Nevertheless, this
approach requires magnets with high flux densities. Cleanroom microfabrication
techniques permit the fabrication and integration of a variety of microscale magnetic
materials on microfluidic chips.

Microfabrication can be performed to realize electromagnets on the microfluidic
device itself. Microfabricated circuits of current-carrying conductors patterned on
the surface of a microchannel can generate field densities of several hundreds of mT
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and gradients of thousands of mT/m within the volume of a microfluidic system
[103–107]. Magnetic separation using micro coils has been reported [108–110].
The magnetic attributes and, hence, the strength and direction of the required
magnetic force can be controlled by tuning the current flowing through a circuit or
an array of closely spaced circuits. Single circuit with different wire configurations
has been demonstrated to provide a controlled and localized trapping of magnetic
beads [111]. Sequential switching of closely patterned circuits generates a wave of
moving field maxima that can be utilized to transport particles along its direction
[112]. Such patterned structures can capture particles from a solution, immobilize
them in a specified position, and transport them along specified routes. The
patterned structures can be coated for biocompatibility as well for achieving surface
functionalities vital for some biotechnological and chemical applications. Magnetic
field density and gradients generated by microfabricated current-carrying circuits
can be further improved by integrating them with miniaturized ferromagnetic pillars
and/or attaching to magnetic backside plates [111]. Also, external electromagnetic
fields can be concentrated near the capture site by attaching bulky electromagnets
to soft magnetic microtips [113].

Another effective approach towards developing inhomogeneous magnetic field
involves integrating ferromagnetic microstructures within the microchannel and
subjecting the entire microfluidic device to an external magnetic field. The presence
of the ferromagnetic microstructure makes the external magnetic field inhomo-
geneous in its vicinity. These elements, like permalloy and nickel, redirect the
external magnetic flux lines through their highly permeable structures and therefore
induce localized gradient concentrations. In that sense, these structures can be
referred to as High-Gradient Magnetic field Concentrators (HGMC). With this
approach the constraint on the distance between the microfluidic device and
the external magnet is less stringent than when external magnets are employed.
Even this approach requires magnets with high flux densities and the capture
efficiency is not necessarily scalable with number of embedded elements [114].
The passive magnetic actuation attained by integrating these soft elements to
a microfluidic system removes many Joule heating problems that usually arise
when using electric conductors. Most often an array of thin film ferromagnetic
microstructures is realized on (or near) the bottom surface of the microchannel
[115–117]. For continuous-flow separation, ferromagnetic stripes can be patterned
on the microchannel wall to make an angle with respect to the sample flow. These
externally magnetized strips create a series of localized high gradients that can
deflect the labeled cells along their length towards a spatially addressable outlet
[88, 118]

The magnetic separation can be greatly enhanced by using flow-invasive soft-
magnetic elements. In a recently proposed design, these elements intersect the
carrier fluid and are arranged transverse to the flow in a vertical stair step
configuration that spans the height of the flow channel [119]. Computational
analysis indicates that such an arrangement enables substantially higher capture
efficiency than that enabled by conventional systems where the magnetic elements
are embedded in the walls of the flow chamber and do not intersect the flow.
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Table 12.1 Quick comparison of dielectrophoresis, acoustophoresis, and magnetophoresis

Method Dielectrophoresis Acoustophoresis Magnetophoresis

Field Nonuniform electric
field

Acoustic pressure field Nonuniform magnetic
field

Separation
criteria

Size and
Clausius–Mossotti
factor (permittivities
and conductivities)

Size and acoustic
contrast factor
(densities and
compressibilities)

Size and susceptibilities

Equation Equations
(12.7)–(12.9)

Equations (12.12) and
(12.13)

Equation (12.14)

Characteristics Noninvasive,
label-free, electrically
controllable,
susceptible to joule
heating, needs
adjustment of medium
conductivity,
commonly fabricated
using techniques such
as photolithography,
thin film deposition,
wet etching, and
bonding

Noninvasive,
label-free, electrically
controllable, requires
specialized wafers,
susceptible to heating,
commonly fabricated
using techniques such
as photolithography,
thin film deposition,
wet etching, and
bonding

Noninvasive, requires
labeling (for microscale
entities without
magnetic properties),
electrically controllable
when employing
electromagnets,
commonly fabricated
using techniques such
as photolithography,
thin film deposition, wet
etching, electroplating,
and bonding

5 Conclusion

This chapter provides an overview of actuation mechanisms such as acoustophore-
sis, dielectrophoresis, and magnetophoresis. The chapter details existing
approaches, involving these actuation mechanisms, for executing unit operations
such as focusing, switching, and separation. Table 12.1 provides a comparison
of the different actuation mechanisms dealt with in this chapter. These actuation
mechanisms are suitable for a wide range of biomedical application; however, the
preference for particular actuation mechanism depends on the application as well as
the available resources.

References

1. Terry SC, Jerman JH, Angell JB (1979) A gas chromatographic air analyzer fabricated on a
silicon wafer. IEEE Trans Electron Devices 26:1880–1886

2. Nguyen N-T, Wereley ST (2002) Fundamentals and applications of microfluidics. Artech
House, Norwood

3. Folch A (2012) Introduction to BioMEMS. CRC, Boca Raton
4. Saliterman S (2006) Fundamentals of BioMEMS and medical microdevices, vol 153. SPIE

Press, Bellingham



278 A. Alazzam et al.

5. Gervais T, Jensen KF (2006) Mass transport and surface reactions in microfluidic systems.
Chem Eng Sci 61:1102–1121

6. Jensen KF (1999) Microchemical systems: status, challenges, and opportunities. AIChE J
45:2051

7. Kutter JP, Fintschenko Y (2005) Separation methods in microanalytical systems. CRC, Boca
Raton

8. Deen WM (1998) Analysis of transport phenomena, vol 3, Topics in chemical engineering.
Oxford University Press, New York

9. Stone HA, Stroock AD, Ajdari A (2004) Engineering flows in small devices: microfluidics
toward a lab-on-a-chip. Annu Rev Fluid Mech 36:381–411

10. White F (2006) Viscous fluid flow, McGraw-Hill series in mechanical engineering. McGraw-
Hill, New York

11. Sackmann EK, Fulton AL, Beebe DJ (2014) The present and future role of microfluidics in
biomedical research. Nature 507:181–189

12. Ziaie B, Baldi A, Lei M, Gu Y, Siegel RA (2004) Hard and soft micromachining for
BioMEMS: review of techniques and examples of applications in microfluidics and drug
delivery. Adv Drug Deliv Rev 56:145–172

13. Pohl HA (1978) Dielectrophoresis: the behavior of neutral matter in nonuniform electric
fields, vol 80. Cambridge University Press, Cambridge

14. Alazzam A, Stiharu I, Bhat R, Meguerditchian AN (2011) Interdigitated comb-like elec-
trodes for continuous separation of malignant cells from blood using dielectrophoresis.
Electrophoresis 32:1327–1336

15. Chen D, Du H, Li W (2007) Bioparticle separation and manipulation using dielectrophoresis.
Sens Actuators A Phys 133:329–334

16. Alazzam A, Roman D, Nerguizian V, Stiharu I, Bhat R (2010) Analytical formulation of
electric field and dielectrophoretic force for moving dielectrophoresis using Fourier series.
Microfluid Nanofluid 9:1115–1124

17. Guo X, Zhu R (2015) Controllably moving individual living cell in an array by modulating
signal phase difference based on dielectrophoresis. Biosens Bioelectron 68:529–535

18. Zhang J, Yan S, Alici G, Nguyen N-T, Di Carlo D, Li W (2014) Real-time control of inertial
focusing in microfluidics using dielectrophoresis (DEP). RSC Adv 4:62076–62085

19. Zhu H, Lin X, Su Y, Dong H, Wu J (2015) Screen-printed microfluidic dielectrophoresis chip
for cell separation. Biosens Bioelectron 63:371–378

20. Huang Y, Joo S, Duhon M, Heller M, Wallace B, Xu X (2002) Dielectrophoretic cell
separation and gene expression profiling on microelectronic chip arrays. Anal Chem 74:3362–
3371

21. Pethig R, Markx GH (1997) Applications of dielectrophoresis in biotechnology. Trends
Biotechnol 15:426–432

22. Huang Y, Holzel R, Pethig R, Wang X-B (1992) Differences in the AC electrodynamics
of viable and non-viable yeast cells determined through combined dielectrophoresis and
electrorotation studies. Phys Med Biol 37:1499

23. Huang Y, Yang J, Wang X-B, Becker FF, Gascoyne PR (1999) The removal of human
breast cancer cells from hematopoietic CD34C stem cells by dielectrophoretic field-flow-
fractionation. J Hematother Stem Cell Res 8:481–490

24. Mathew B, Alazzam A, Abutayeh M, Gawanmeh A, Khashan S (2015) Modeling the
trajectory of microparticles subjected to dielectrophoresis in a microfluidic device for field
flow fractionation. Chem Eng Sci 138:266–280

25. Ramos A, Morgan H, Green NG, Castellanos A (1998) Ac electrokinetics: a review of forces
in microelectrode structures. J Phys D Appl Phys 31:2338

26. Iliescu C, Yu L, Tay FE, Chen B (2008) Bidirectional field-flow particle separation method in
a dielectrophoretic chip with 3D electrodes. Sens Actuators B 129:491–496

27. LaLonde A, Romero-Creel MF, Lapizco-Encinas BH (2015) Assessment of cell viability after
manipulation with insulator-based dielectrophoresis. Electrophoresis 36(13):1479–1484



12 Microfluidic Platforms for Bio-applications 279

28. Tay FE, Yu L, Pang AJ, Iliescu C (2007) Electrical and thermal characterization of a
dielectrophoretic chip with 3D electrodes for cells manipulation. Electrochim Acta 52:2862–
2868

29. Srinivasan V, Pamula VK, Fair RB (2004) An integrated digital microfluidic lab-on-a-chip for
clinical diagnostics on human physiological fluids. Lab Chip 4:310–315

30. Gascoyne PR, Vykoukal J (2002) Particle separation by dielectrophoresis. Electrophoresis
23:1973

31. Becker FF, Wang X-B, Huang Y, Pethig R, Vykoukal J, Gascoyne P (1995) Separation of
human breast cancer cells from blood by differential dielectric affinity. Proc Natl Acad Sci U
S A 92:860–864

32. Broche LM, Bhadal N, Lewis MP, Porter S, Hughes MP, Labeed FH (2007) Early detection
of oral cancer—is dielectrophoresis the answer? Oral Oncol 43:199–203

33. Cheng J, Sheldon EL, Wu L, Heller MJ, O’Connell JP (1998) Isolation of cultured cervical
carcinoma cells mixed with peripheral blood cells on a bioelectronic chip. Anal Chem
70:2321–2326

34. Gascoyne PR, Wang X-B, Huang Y, Becker FF (1997) Dielectrophoretic separation of cancer
cells from blood. IEEE Trans Ind Appl 33:670–678

35. Pommer MS, Zhang Y, Keerthi N, Chen D, Thomson JA, Meinhart CD, Soh HT (2008)
Dielectrophoretic separation of platelets from diluted whole blood in microfluidic channels.
Electrophoresis 29:1213–1218

36. Camarda M, Scalese S, La Magna A (2015) Analysis of the role of the particle–wall
interaction on the separation efficiencies of field flow fractionation dielectrophoretic devices.
Electrophoresis 36(13):1396–1404

37. Mathew B, Alazzam A, Khashan S, El-Khasawneh B (2016), Path of microparticles in
a microfluidic device employing dielectrophoresis for hyperlayer field-flow fractionation.
Microsystem Technologies, pp 1–12

38. Wang X-B, Vykoukal J, Becker FF, Gascoyne PR (1998) Separation of polystyrene
microbeads using dielectrophoretic/gravitational field-flow-fractionation. Biophys J 74:2689–
2701

39. Huang Y, Wang X-B, Becker FF, Gascoyne P (1997) Introducing dielectrophoresis as a new
force field for field-flow fractionation. Biophys J 73:1118–1129

40. Yang J, Huang Y, Wang X-B, Becker FF, Gascoyne PR (1999) Cell separation on microfab-
ricated electrodes using dielectrophoretic/gravitational field-flow fractionation. Anal Chem
71:911–918

41. Yang J, Huang Y, Wang X-B, Becker FF, Gascoyne PR (2000) Differential analysis of human
leukocytes by dielectrophoretic field-flow-fractionation. Biophys J 78:2680–2689

42. Vykoukal J, Vykoukal DM, Freyberg S, Alt EU, Gascoyne PR (2008) Enrichment of putative
stem cells from adipose tissue using dielectrophoretic field-flow fractionation. Lab Chip
8:1386–1393

43. Petersen E et al (2007) DNA migration and separation on surfaces with a microscale
dielectrophoretic trap array. Phys Rev Lett 98:088102

44. Kua CH, Lam YC, Rodriguez I, Yang C, Youcef-Toumi K (2007) Dynamic cell fractionation
and transportation using moving dielectrophoresis. Anal Chem 79:6975–6987

45. Fiedler S, Shirley SG, Schnelle T, Fuhr G (1998) Dielectrophoretic sorting of particles and
cells in a microsystem. Anal Chem 70:1909–1915

46. Taff BM, Voldman J (2005) A scalable addressable positive-dielectrophoretic cell-sorting
array. Anal Chem 77:7976–7983

47. Christensen TB, Pedersen CM, Bang DD, Wolff A (2007) Sample preparation by cell guiding
using negative dielectrophoresis. Microelectron Eng 84:1690–1693

48. Tornay R et al (2008) Dielectrophoresis-based particle exchanger for the manipulation and
surface functionalization of particles. Lab Chip 8:267–273

49. Nerguizian V, Alazzam A, Roman D, Stiharu I, Burnier M (2012) Analytical solutions
and validation of electric field and dielectrophoretic force in a bio-microfluidic channel.
Electrophoresis 33:426–435



280 A. Alazzam et al.

50. Nieuwenhuis JH, Vellekoop MJ (2004) Simulation study of dielectrophoretic particle sorters.
Sens Actuators B 103:331–338

51. Wang X-B, Huang Y, Wang X, Becker FF, Gascoyne P (1997) Dielectrophoretic manipulation
of cells with spiral electrodes. Biophys J 72:1887

52. Yu L, Iliescu C, Xu G, Tay FE (2007) Sequential field-flow cell separation method in a
dielectrophoretic chip with 3-D electrodes. J Microelectromech Syst 16:1120–1129

53. Borgatti M et al (2005) Separation of white blood cells from erythrocytes on a dielectrophore-
sis (DEP) based ‘Lab-on-a-chip’ device. Int J Mol Med 15:913–920

54. Bocchi M, Lombardini M, Faenza A, Rambelli L, Giulianelli L, Pecorari N, Guerrieri R
(2009) Dielectrophoretic trapping in microwells for manipulation of single cells and small
aggregates of particles. Biosens Bioelectron 24:1177–1183

55. Yu C, Vykoukal J, Vykoukal DM, Schwartz J, Shi L, Gascoyne PR (2005) A three-
dimensional dielectrophoretic particle focusing channel for microcytometry applications. J
Microelectromech Syst 14:480–487

56. Li H, Bashir R (2002) Dielectrophoretic separation and manipulation of live and heat-treated
cells of Listeria on microfabricated devices with interdigitated electrodes. Sens Actuators B
86:215–221

57. Lenshof A, Laurell T (2012) Acoustophoresis. In: Bhushan B (ed) Encyclopedia of nanotech-
nology. Springer, Berlin, pp 45–50

58. Sajeesh P, Sen AK (2014) Particle separation and sorting in microfluidic devices: a review.
Microfluid Nanofluid 17:1–52

59. Qiu Y et al (2014) Acoustic devices for particle and cell manipulation and sensing. Sensors
14:14806–14838

60. Leong T, Johansson L, Juliano P, McArthur SL, Manasseh R (2013) Ultrasonic separation of
particulate fluids in small and large scale systems: a review. Ind Eng Chem Res 52:16555–
16576

61. Lenshof A, Evander M, Laurell T, Nilsson J (2012) Acoustofluidics 5: building microfluidic
acoustic resonators. Lab Chip 12:684–695

62. Lin S-CS, Mao X, Huang TJ (2012) Surface acoustic wave (SAW) acoustophoresis: now and
beyond. Lab Chip 12:2766–2770

63. Nilsson A, Petersson F, Jönsson H, Laurell T (2004) Acoustic control of suspended particles
in micro fluidic chips. Lab Chip 4:131–135

64. Piyasena ME, Austin Suthanthiraraj PP, Applegate RW Jr, Goumas AM, Woods TA, López
GP, Graves SW (2012) Multinode acoustic focusing for parallel flow cytometry. Anal Chem
84:1831–1839

65. Suthanthiraraj PPA, Piyasena ME, Woods TA, Naivar MA, LKopez GP, Graves SW (2012) One-
dimensional acoustic standing waves in rectangular channels for flow cytometry. Methods
57:259–271

66. Kuznetsova LA, Coakley WT (2004) Microparticle concentration in short path length
ultrasonic resonators: roles of radiation pressure and acoustic streaming. J Acoust Soc Am
116:1956–1966

67. Shields CW IV, Reyes CD, López GP (2015) Microfluidic cell sorting: a review of the
advances in the separation of cells from debulking to rare cell isolation. Lab Chip 15:1230–
1249

68. Glynne-Jones P, Boltryk RJ, Hill M (2012) Acoustofluidics 9: modelling and applications of
planar resonant devices for acoustic particle manipulation. Lab Chip 12:1417–1426

69. Gedge M, Hill M (2012) Acoustofluidics 17: theory and applications of surface acoustic wave
devices for particle manipulation. Lab Chip 12:2998–3007

70. Shi J, Mao X, Ahmed D, Colletti A, Huang TJ (2008) Focusing microparticles in a
microfluidic channel with standing surface acoustic waves (SSAW). Lab Chip 8:221–223

71. Mark D, Haeberle S, Roth G, von Stetten F, Zengerle R (2010) Microfluidic lab-on-a-chip
platforms: requirements, characteristics and applications. Chem Soc Rev 39:1153–1182

72. Xuan X, Zhu J, Church C (2010) Particle focusing in microfluidic devices. Microfluid
Nanofluid 9:1–16



12 Microfluidic Platforms for Bio-applications 281

73. Shi J, Yazdi S, Lin S-CS, Ding X, Chiang I-K, Sharp K, Huang TJ (2011) Three-dimensional
continuous particle focusing in a microfluidic channel via standing surface acoustic waves
(SSAW). Lab Chip 11:2319–2324

74. Ding X et al (2012) Standing surface acoustic wave (SSAW) based multichannel cell sorting.
Lab Chip 12:4228–4231

75. Jo MC, Guldiken R (2014) Particle manipulation by phase-shifting of surface acoustic waves.
Sens Actuators A Phys 207:39–42

76. Gossett DR et al (2010) Label-free cell separation and sorting in microfluidic systems. Anal
Bioanal Chem 397:3249–3267

77. Shi J, Huang H, Stratton Z, Huang Y, Huang TJ (2009) Continuous particle separation in a
microfluidic channel via standing surface acoustic waves (SSAW). Lab Chip 9:3354–3359

78. Chen Y et al (2014) Standing surface acoustic wave (SSAW)-based microfluidic cytometer.
Lab Chip 14:916–923

79. Li S et al (2013) An on-chip, multichannel droplet sorter using standing surface acoustic
waves. Anal Chem 85:5468–5474

80. Ai Y, Sanders CK, Marrone BL (2013) Separation of Escherichia coli bacteria from peripheral
blood mononuclear cells using standing surface acoustic waves. Anal Chem 85:9126–9134

81. Zborowski M, Fuh CB, Green R, Sun L, Chalmers JJ (1995) Analytical magnetapheresis of
ferritin-labeled lymphocytes. Anal Chem 67:3702–3712

82. Gijs MA (2004) Magnetic bead handling on-chip: new opportunities for analytical applica-
tions. Microfluid Nanofluid 1:22–40

83. Pamme N (2006) Magnetism and microfluidics. Lab Chip 6:24–38
84. Pankhurst QA, Connolly J, Jones S, Dobson J (2003) Applications of magnetic nanoparticles

in biomedicine. J Phys D Appl Phys 36:R167
85. Han K-H, Frazier AB (2006) Paramagnetic capture mode magnetophoretic microseparator for

high efficiency blood cell separations. Lab Chip 6:265–273
86. Jung J, Han K-H (2009) Lateral-driven continuous magnetophoretic microseparator for

separating blood cells based on their native magnetic properties. In: Solid-state sensors,
actuators and microsystems conference, 2009. TRANSDUCERS 2009. International, 2009.
IEEE, pp 620–623

87. Schüler D, Frankel RB (1999) Bacterial magnetosomes: microbiology, biomineralization and
biotechnological applications. Appl Microbiol Biotechnol 52:464–473

88. Inglis DW, Riehn R, Austin R, Sturm J (2004) Continuous microfluidic immunomagnetic cell
separation. Appl Phys Lett 85:5093–5095

89. Inglis DW, Riehn R, Sturm JC, Austin RH (2006) Microfluidic high gradient magnetic cell
separation. J Appl Phys 99:08K101

90. Saias L, Saliba A-E, Viovy J-L, Pierga J-Y, Vielh P, Farace F (2009) Microfluidic magnetic
cell sorting system for cancer diagnosis. La Houille Blanche, pp 105–111

91. Yung CW, Fiering J, Mueller AJ, Ingber DE (2009) Micromagnetic–microfluidic blood
cleansing device. Lab Chip 9:1171–1177

92. Tsutsui H, Ho C-M (2009) Cell separation by non-inertial force fields in microfluidic systems.
Mech Res Commun 36:92–103
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Chapter 13
Recent Advances in Mechatronics Devices:
Screening and Rehabilitation Devices for Autism
Spectrum Disorder

Hadi Moradi and Iman Mohammad-Rezazadeh

Abstract Autism spectrum disorder (ASD) is one of the most common, with
the rate of 1 out of 68 children in the USA, neurodevelopmental disorders and
its core symptoms comprise of deficits in social communication, and restricted
and repetitive behaviors. Early and accurate screening and intervention are crucial
factors in enhancing the quality of life and functional independency of individuals
with ASD. Much research has been performed to design and develop mechatronics
technologies to strengthen the performance of the screening and rehabilitation
procedures for individuals with ASD. In this chapter, we review some of the
currently developed devices in this area and discuss their advantages and limitations,
as well as potential technologies which can be employed in such devices in the
future.

Keywords Autism spectrum disorder • Autism screening and rehabilitation •
Mechatronics devices

1 Introduction

Autism is a neurodevelopmental disorder characterized by severe impairments in
social communication and unusual, restricted, or repetitive behaviors [1]. Based
on the severity of autism symptoms, a child may fall along a “spectrum” of this
disorder which is called Autism Spectrum Disorder or ASD for short [1]. There have
been many studies to determine the contributing causes for ASD such as genetics,
environment, and maternal age [2]. In addition, many greater attempts have been
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done to increase the accuracy of screening, treatment monitoring process, as well as
alternative therapeutic options for ASD [3].

Traditional approaches in screening ASD, which bring potentially affected
children to more structured clinical assessments, rely on questionnaires which
usually only assess parent repots. Normally, the questionnaires are used after
parents are alerted to their children’s abnormal behavior or delayed developmental
progress. Unfortunately, parents usually do not notice the delayed developmental
progress early enough since they are not experts in child neurodevelopment and
infant developmental milestones. Furthermore, although there is no age limit for the
onset of ASD symptoms, these symptoms may not become apparent until children
are being demanded of skills beyond their abilities, such as the skill demands
available in school environments [4]. It should also be mentioned that in many
countries, there is neither general public awareness about ASD nor widespread
medical services available to provide early screening to infants and children [5].
As a result, children with ASD may only have their first screening after 2 years of
age, with therapy sessions beginning afterwards. This is the main reason to develop
devices that can assist caregivers and parents to facilitate an early screening process.

On the other hand, after diagnosing a child with autism, the next step is to
provide extensive therapy sessions to reduce the impairments of the disorder. The
main therapy approach in the past half a century has been occupational therapy in
which a therapist works with individual or groups of children with ASD. In many
cases, more than one therapist is needed to work with children due to difficulty in
controlling children with ASD. There are many issues with using only this type of
intervention such as: (1) high cost of therapy for the families and the government
[6]; (2) lack of widely accessible professional therapists; (3) limited available time
provided by therapists compared to the extensive time and attention required by
the children with ASD; and (4) lack of time, knowledge, and patience in parents
of children with ASD [7]. The involvement of parents in post-therapy sessions is
necessary to make the professional therapy more effective and its effect last longer.
Thus, this creates a strong motivation to develop devices to assist therapists and
families in the therapy process of children with ASD.

A review on the trends toward developing systems for ASD screening and
rehabilitation [3] shows that about 64 % of the published papers on ASD screening
and rehabilitation have been primarily focused on developing software packages
for rehabilitation, while the rest of the papers centered on hardware developments.
The study shows that about 88 % of the hardware-related papers report the usage of
robots for ASD screening and rehabilitation and only 12 % report the development
of devices dedicated for this purpose. This trend is seemingly logical since the
development of software-based packages is much easier than hardware-based
systems. Furthermore, in the hardware-based category, using available robots is
easier than developing new and dedicated devices.

However, recent advancements in mechatronic devices provide better opportuni-
ties to develop dedicated devices suitable for ASD screening and rehabilitation. For
instance, the new era of IoT (Internet of Things) ignited the introduction of small
devices such as the numerous tiny and small mechatronic systems developed based
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on ESP8266 chipset [8], which includes an MCU (Micro Controller Unit) for all
input and output operations and Wi-Fi for communication with other devices. Thus,
this type of device, in conjunction with other devices/sensors (such as MEMS-based
accelerometers) can be used to collect and transfer data to a centralized server for
ASD screening procedures. This approach leads to collection of data from large
group of subjects and consequently normative databases for more accurate and
sensitive screening procedure.

Another field, which has already stepped into its second decade of life, is
sensor networks in which sensors create a network to handle a task in a physically
distributed environment. These mechatronic devices allow collecting, processing,
and sharing behavioral and physiological data in real-time for better screening and
rehabilitation. This would allow several sensors to be placed around a child’s living
environment to collect data and process them for screening and therapy purposes.

In this chapter, we first review a few mechatronic devices designed and used
in ASD screening. Then, we discuss a few devices used for therapeutic purposes.
Finally, we summarize the findings and propose possible future directions on
assistive and therapeutic devices.

2 Autism Spectrum Disorder Screening and Rehabilitation
Device Categorization

We use the following mechatronics device categorization themes throughout this
chapter:

1. Screening vs. therapeutic: screening devices are normally used as decision
support or early warning systems. These devices collect data from subjects and
data classification methods are later employed to distinguish between children
with ASD and typically developing children (see [9] for further explanations and
examples). Due to a lack of sufficient data, possible unpredicted circumstances,
and heterogeneity among users, screening devices may not be used without
skepticism about their accuracies. Rather, they would be used to warn families or
clinicians about the need to perform further evaluation by experts.

On the other hand, therapeutic devices are devices used in the disorder
treatment process. They are mainly used as tools to assist therapists in their
therapy sessions, such as RoboParrot [10]. On the other hand, there are new
efforts to help parents in the therapy of their child by developing new devices
easily usable by parents, such as the Joint Attention Bulbs (JAB) [11].

2. Wearable vs. non-wearable: by definition, wearable devices are connected to
users to collect their data (the E4 wristband [12], for example). In contrast,
the non-wearable devices are not worn by users, and users can collect data while
away from them, such as the Microsoft Kinect [13]. It should be noted that the
non-wearable devices are preferred to wearable ones, especially in children, since
connecting devices to them is not easy. In kids with ASD, this would be more
difficult since they may not cooperate due to their sensory oversensitivity.
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3. Behavioral vs. biological/physiological data: subjects’ data collection may be
used as an invaluable tool for screening, evaluation, and also therapy adjustment.
The biological/physiological data may include features such as heart rate, Blood
Volume Pulse (BVP), and heart rate variability. On the other hand, the behavioral
data refers to features such as gait patterns, pattern of engaging with an object
such as a toy, or hand/body acceleration during activity or sleep. It should be
noted that both behavioral and biological data can be collected via wearable or
non-wearable devices. However, typically, behavioral data is mainly collected
using non-wearable devices, while biological data is collected mainly using
wearable devices.

Based on the applications of devices on ASD population, we categorized devices
into screening and therapeutic classes. Furthermore, under each of the above cate-
gories, there are wearable/non-wearable and behavioral/biological subcategories.

3 Screening Devices for ASD

As mentioned earlier, children with ASD have specific behaviors or biological
features which can be considered for the initial screening process. For instance,
their repetitive/stereotypical behaviors, such as continuous tiptoe walking or turning
[1], can be used to distinguish them from typically developing (TD) children.
Consequently, mechatronic devices have been designed to collect either behavioral
and/or biological data.

3.1 Screening Devices Designed to Collect Behavioral Data

As mentioned earlier, both wearable and non-wearable devices can be used to collect
behavioral data. However, for collecting behavioral data, non-wearable devices are
used more frequently than the wearable ones.

3.1.1 Non-wearable Devices

• Toy-based devices aim to capture the usage pattern of toys to distinguish between
children with ASD and typically developing (TD) children. For example, the
Intelligent Toy Car (ITC) [9] is equipped with a 3-axis accelerometer and collects
the acceleration information while it is used by a child. Afterwards, five features
are extracted from the collected data which are used to distinguish children with
ASD from TD ones. The first version of ITC used a Nintendo Wiimote to collect
acceleration data and transfer it to a remote computer for processing (Fig. 13.1).
The new version of the car uses an accelerometer on a raspberry Pi board to
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Fig. 13.1 The intelligent toy car equipped with a Nintendo Wiimote to collect acceleration
information for screening. The car is equipped with flashing LEDs to make it more attractive for
children, especially the children with ASD

collect and process data. The current accuracy in differentiating children with
ASD from TD children is over 83 % on a group of 25 children with ASD and
25 TD children [9]. Interestingly, gender of the child has not been found to be
a moderator or mediator, and thus the system can be used for screening both
genders. The new version of the car also includes shaft encoders to collect the
rotation of the car’s wheels to include them into the classification process. It
is believed that the accuracy can be improved by collecting more data and by
including the shaft encoder data in the classification process.

• The gait pattern analyzer devices are designed to recognize the children’s gait
from which the difference between TD children and children with ASD can
be determined. For instance, the UT gait analyzer system [13] uses an RGB-D
camera such as Microsoft Kinect to detect a subject’s body skeleton (Fig. 13.2)
and keep track of the skeleton’s coordinates over time. The subject’s gait is then
recognized from this data, and the difference between tiptoe walking and normal
walking is determined. This allows the system to determine if a subject performs
a typical walking motion or not. This system can also be used to determine other
stereotypical motions such as flapping, which is typical in a group of children
with ASD. It should also be noted that an advantage of this system is that it is
markerless, i.e., there is no need to put markers on the body of subject to be able
to determine his/her gait.
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Fig. 13.2 The UT Gait Analyzer’s user interface. The left window shows the actual camera view,
the middle window shows the camera view with the detected skeleton superimposed on it, and
the right window shows the skeleton by itself. The face of the subject is covered automatically to
protect the privacy of subjects. The system allows a user to tag the video frame by frame or cut a
specific part of it not needed

• Robot-based screening relies on a robot interaction with subjects while collecting
behavioral data. The data is used to distinguish between TD children and ASD
children based on differences between their behavioral features. For instance,
RoboParrot [14] is a parrot-like robot which is used to interact with children and
adults. The robot is capable of performing small movements, recognizing faces
and colors, and features voice interaction. The robot was used in interactions
with TD children and children with ASD, and showed that the ASD population
interacts differently with the robot compared to the TD children. The differences
in these interactions can be captured using a camera and processed by vision-
based algorithms. QueBall [15], which is a ball shape robot, is another robot-
based screening device designed to interact with children, and the interaction can
be analyzed to determine whether or not the child has ASD or not.

• Eye trackers are devices developed to capture the gaze movement of subjects. The
non-wearable version is designed to be placed in front of subjects, on a dedicated
frame or attached to a target monitor. For instance, an eye tracker has been used
to assess the relationship between the severity of ASD with the average fixation
duration when seeing a face image [16]. It should be noted that the use of non-
wearable eye trackers is limited since subjects’ faces should be in the specific
field of view of the tracker to be able to perform tracking.

The above three examples fall into non-wearable devices. In the following, a few
examples of wearable ones are discussed briefly.
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3.1.2 Wearable Devices

• Wristband devices are designed to be worn similar to wrist watches. These
devices are designed to collect both behavioral and biological data, such as
acceleration and heart rate, respectively. For instance, the E4 wristband [12]
includes a 3-axis accelerometer to capture motion-based activities. This data may
be used to determine the differences in the motion activities of children with ASD
with respect to normal children. Another example is wireless accelerometers
attached to children’s bodies to recognize stereotypical motor movements such
as hand flapping and body rocking [17].

• The wearable eye trackers are normally placed on an eyeglass frame and worn
by subjects as normal eyeglasses. Campolo et al. [18] performed an experiment
in which an eye tracker was place on a sport cap such that children can wear it
easily. One of the uses of eye trackers in ASD screening is the joint attention
evaluation. Joint attention refers to the shared focus of two individuals on an
object, which is a fundamental capability in the learning process of children.
Unfortunately, many children with ASD show deficits in this capability. In a case
of joint attention evaluation [19], the subjects’ joint attention is evaluated while
eye gaze of the examiner is tracked by a wearable eye tracker and at the same
time a camera is used to track the gaze of the child under examination, and their
joint gaze is measured to evaluate the subject’s joint attention.

3.2 Screening Devices Designed to Collect Biological Data

The following devices are used to collect biological/physiological data. These
devices are mainly in the wearable category due to the fact that the biological/-
physiological data may not be collectable without being connected to subjects.

• Wrist band devices tend to collect biological/physiological data. For instance,
the E4 wrist band [12] collects heart rate and heart rate variability based on the
blood volume pulse measured using photoplethymography sensors. In addition,
it collects arousal and other features related to stress, engagement, and excite-
ment through a electrodermal activity sensor. Furthermore, skin temperature is
calculated using an infrared thermopile. The researchers hope that collecting this
information will help them to screen children with ASD.

• Head band devices tend to collect brain-related activities. There are many
technologies used for collecting brain activities, such as those collecting near-
infrared waves [20], or electroencephalography (EEG) based devices [21] which
also collect brain activity and provide additional information on the activation of
different brain areas. The examination of the brain activities in a subject can show
whether a specific brain region shows atypical activation, or if there are problems
in the connectivity between different regions of the brain [21]. For example,
in [22] it is shown that the brain connectivity and brain networks dynamics in
children with ASD is different than the TD children.
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• The Language ENvironment Analyzer (LENA) system uses signal processing
techniques to analyze the vocalization of children. The empirical data [23, 24]
have shown that there are rich vocal discriminations between normal and children
with ASD, and that [24] specific features in the voice of children with ASD may
discriminate them from TD children. In addition, researchers tend to implement
similar algorithms on handheld devices such as smart phones or dedicated
devices. The wide spread use of smart phones, their sensor collection, and their
connectivity to the Internet make them a very suitable device for collecting and
processing data.

4 Therapeutic Devices

ASD rehabilitation process is a very complex task and needs tremendous efforts
from therapists and parents. Thus, introducing complementary devices to help and
ease the process are necessary and welcomed by caregivers. There have been many
attempts to design software, robots, and devices to help in the rehabilitation process.
Here, we introduce a few examples that we categorize into robots and devices. Since
there may not be a clear distinction defined between devices and robots, these terms
are used based on how the inventors named their inventions.

4.1 Robot-Based Therapeutic Devices

In this approach, robots are used to help in therapy process. In general, due to
the attractiveness of using robots [25], children may show interest in engaging
with robots, making the rehabilitation process easier. In general, three categories
of robots are used: (a) humanoid robots, (b) animal-like robots, (c) robotic devices.

Nao (Fig. 13.3), as a humanoid robot, has been widely used in ASD rehabilitation
due to its available features and price. It has largely been used for imitation learning.
Consequently, it has been employed conjunctly with devices such as Microsoft
Kinect to detect a child’s motion pattern and try to mimic it or vice versa [26, 27].

Dickstein-Fischer et al. [28] designed and developed a robot capable of screening
and rehabilitating of children with ASD. The robot has two eyes with 3 degrees of
freedom (DOF), with 1-DOF eyelids, a 3-DOF head, a 1-DOF beak, and 1-DOF
wings alongside the ability of recognizing head orientation and eye-gaze tracking
suitable for interacting with children. These capabilities would allow the robot to be
used by a remote caregiver to screen and perform a therapy process.

Since children with ASD often favor animals, therapy using animals may be a
promising approach [29]. Designing and using animal-like robots has therefore been
an approach in the rehabilitation process [30]. For example, RoboParrot [10] is used
in a turn-taking therapy scenario in which the therapist uses the robot as the second
person under therapy. The subject and the robot are supposed to follow the rules and
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Fig. 13.3 Nao, on the right, imitating a human [23]

only answer when it is their turn. It can be imagined that this eases up the therapy
process since there are many cases in which there is no other person to take part
in this process, thus the robot steps in. Furthermore, the study shows that children
respond well to the robot, which facilitates the therapy session.

Keepon is another animal-like robot that has been used [31] to activate the intact
motivation of children with ASD. It is shown [31] that children started sharing their
interests and feelings with others during and after using Keepon. Although Keepon
is a very simple robot capable of showing its gaze direction and basic emotions, it
was capable of easing up the therapy process.

Pleo is an off-the-shelf toy with 13 prerecorded scripts and 10 preprogrammed
social behaviors. It has been used on several children with ASD and has been shown
that the children spoke more while in interaction with Pleo than with adults [32].

Another example is a cat-like robot [33] which provides several needed features
for ASD therapy such as eye contact, hugging, body movement, and reaction to
negative behaviors. The furry coat of the robot can help to attract children. Further-
more, the facial expressions and the body movements are features implemented in
the robot that can be used in therapy scenarios.
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Fig. 13.4 The joint attention bulbs with different colors and emotions. The user can turn on and
off these features such as sad or surprised faces (b, d). These appear when a child has not looked
at the bulbs, while the happy faces (a, c) appear once the child has looked at the bulbs

4.2 Dedicated Therapeutic Devices

In this approach, a device is designed to take part in therapy scenario. For instance,
joint attention bulbs [11] are designed to be used in joint attention therapy by
therapists or by parents (Fig. 13.4). The bulbs are controlled through an Android
application. Thus, therapists or parents can use them to teach children to look at what
they are pointing to. In a typical therapy scenario, three or four bulbs are located
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around the therapy room, and the therapist would point toward one of the bulbs.
If the child under therapy does not follow the pointing direction, the therapist can
stimulate him/her by switching on the desired bulb. If this is not enough to attract
the child, the therapist can activate the bulb’s designed voice system to attract the
child. If the child still does not pay attention, the combination of the light and sound
is used to attract the child toward the bulb that is pointed by the therapist. Using this
approach, the child is stimulated through multiple media, which is expected to yield
greater impact than with the traditional methods. Initial results, through a single
subject experiment design on two children with ASD, show significant improvement
in their joint attention [11].

Another example is a wearable EMG device designed to recognize facial
expressions [34]. This helps automatic emotion detection in the process of teaching
emotion understanding. The automatic emotion detection allows robots to detect
a child’s emotion and respond accordingly in the emotion understanding therapy
scenarios.

Microsoft Kinect is an off-the-shelf motion capture device and has been widely
used in ASD intervention process [26, 27]. Such motion capture devices are either
used with avatars implemented in computer games and programs [26], or with
robots in therapy sessions [26, 27]. Since children with ASD are often fascinated
by technology, they tend to interact with such devices easily. One of the interesting
findings presented by Meghdari’s team [27] is that such interactive games, using
motion capture devices, can provide a medium for child–parent play which can
improve the relation between children with ASD and their parents.

LENA system [35] has also been used to count the number of words used by
children with ASD with or without therapy to show the importance of vocal therapy
on these children. This use of LENA system shows the possible application of such
devices for evaluation and assessment.

The standard approach in ASD rehabilitation assessment is to observe children
and rank them in all the relevant areas of impairment, which is time consuming
and very subjective. Furthermore, the expert-based evaluation is usually performed
every 6 months or so. In contrast, the use of such devices would allow regular
assessment at lower price and with easier implementation.

5 Conclusion

In this chapter, a set of mechatronic devices for screening and rehabilitation of
children with ASD is discussed. The prevalence of ASD and its difficulties in
screening and therapy processes necessitates development of new mechatronic
devices which are accurate and robust enough to be used by caregivers and the
general public. The design of screening methods and devices should be focused
on early age stages of children’s life (under 2 years of age). Initial attempts at
developing such devices and methods have begun, such as the voice-based ASD
screening [22]. An important characteristic of mechatronic devices, designed to
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serve as an ASD screening system, can be their use in children’s natural setup by
parents. This would extend their use beyond medical centers and make these devices
usable all around the world. This is of key importance since there are many countries
that do not have widespread medical service centers and experts to diagnose ASD
as early as possible.

Additionally, the important phase after the diagnosis step is therapy, which is very
costly and requires high commitment and engagement from families. Furthermore,
extensive therapy is needed to increase the efficacy of treatment while intervention
support devices can be helpful to therapists in easing up the long therapy process.
On the other hand, these systems may enable parents to perform therapy at home
on their own, as well maintain the ability to reduce the cost and overhead of ASD
therapy significantly. The inclusion of smart phones and related applications, which
benefit from the sensors and actuators embedded in these devices, can further reduce
the cost and increase the friendliness of the systems for parents and caregivers.
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Chapter 14
Electrochemically Derived Oxide
Nanoform-Based Gas Sensor Devices:
Challenges and Prospects with MEMS
Integration

P. Bhattacharyya, K. Dutta, and P.P. Chattopadhyay

Abstract Since their invention, advents in structural evolution of semiconducting
metal oxide-based chemical sensors relied much on the controllable surface to vol-
ume ratio of different nanoforms as the governing factor for sensing performance.
Among the established synthesis techniques, electrochemical anodization has been
found to be the promising one to develop the porous sensing layer with precise con-
trollability and repeatability. The method is used either to create controlled porosity
on an existing oxide surface or to grow porous oxide from corresponding metal.
Recently, the technique has been successfully extended for development of sophis-
ticated oxide structures like nanotubes, nanowires, and nanodots. The scope of the
present overview concerns electrochemical anodization process, encompassing the
effect of texture influencing factors, followed by the sensing performance of such
films/nanoforms. Potentiality of different device structures (like resistive, Schottky,
Metal–Insulator–Metal (MIM) and Metal–Insulator Semiconductor (MIS)) employ-
ing such electrochemically grown layer of oxide nanoforms, as the sensing element,
have been elaborately explored. The sensor characteristics like response magnitude,
response time and recovery time for the oxidizing and reducing chemical species
have been critically discussed with particular emphasis on respective advantages
and bottlenecks of the device structures. Finally, the chapter summarizes the salient
features, prospects, and challenges of the electrochemically grown nanostructures
for possible integration with MEMS technology.
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1 Introduction

Semiconductor oxide-based chemical sensors during their evolution from primitive
“Taguchi” type sensor to sophisticated MEMS based ones, have embraced different
nanoforms as the sensing layer owing to the unique features of such nanostructures.
For a large variety of target species, the sensing performance is predominantly
governed by “adsorption and desorption” kinetics on the oxide surface of these
chemoresistive sensors [1–3]. Porosity of the sensing layers play a pivotal and
decisive role for the efficient (detection capability to very low ppm level with high
sensitivity) and fast detection of gaseous/vapor species. For compact films (having
less porosity) the gas interaction phenomena is restricted only to a few upper atomic
layers of the film and cannot penetrate into the deep, which eventually leads to
lower electron contribution capacity (as a result of gas interaction process) and
therefore towards lower sensitivity [3, 4]. On the other hand, for porous sensing
layer, usually the sensitivity is higher as the gas interaction takes place both on
the surface and within the pores. Moreover, it has recently been established that
the porosity-originated nanoforms like nanotubes [5–19], nanowires [20, 21] and
nanodots [22] are extremely efficient gas-sensing structures owing to their high
surface to volume ratio. Figure 14.1 briefly describes the different nanoforms as
the gas sensors.

Electrochemical anodization has already been established as an effective and
efficient route for fabrication of ordered nanopores and nanoforms on semiconduct-
ing oxide surface [5–35]. The method, depending upon the type and the relative
concentration of electrolyte(s), bias current/voltage, temperature of bath, anodiza-
tion time etc., offers a large variety of structures with different dimensionality

Nanoparticle

Nanosheet

Nanopores Nanorod NanotubeNanowire/Nanofibre

Fig. 14.1 Different types of nanoforms employed for gas sensing
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and distribution having wide range of structural and electronic property variations.
Usually, there are two methods for such pore formation. In the first approach,
a semiconducting oxide grown/deposited by other means (non-electrochemical)
is used as the starting material and electrochemical anodization is subsequently
employed to create desired structure on that [24]. In the second approach, the native
metal is used as anode in such a way that the structure grows on the metal itself
(oxide formation combined with pore creation) [4, 22].

Different gas sensor device configuration, (as listed in Table 14.2) employing
anodically grown semiconducting metal oxide sensing layer, have been critically
reviewed. In the penultimate section, the prospects and challenges of integrating
such nanoforms (electrochemically derived) with the MEMS technology is dis-
cussed with a comprehensive conclusion summarizing present status and future
trends of the technology.

2 Electrochemical Anodization: Mechanism and Attributes

Anodization is a special case of electrochemical method to oxidize the metals. In
this case, an oxide film can be grown on certain metal or etch the surface of certain
oxide material employing an anodizing cell where the metal work-piece acts as the
anode and an electrochemically inert conducting element (like Pt, graphite, etc.) as
the cathode. The electrolyte(s) is chosen in such a manner that it reacts chemically
with the anode under the influence of an applied bias. A reference electrode, usually
saturated calomel (also inert to electrolyte), is used (optionally) to minimize the
effect of the localized cells [4, 24, 27, 36–38].

For nanostructured sensing layer preparation, electrolyte is selected in a fashion
that the grown/existing oxides can be dissolved in the electrolyte at a slower rate
than the rate of oxide formation on anode [39]. The surface morphology/roughness,
distribution, shape, and size of the nanoforms are highly dependent on different
electrolytic medium as well as on the metal. Moreover, bias voltage, temperature,
anodization time and the use of ultraviolet ray during anodization have a great
impact on surface morphology of the resultant film [16, 18, 24].

2.1 Mechanism

Nanostructured (viz. nanoporous and nanotubes) array formation by the anodic
oxidation technique is the result of three concomitant processes; (i) electrochemical
oxidation, (ii) field-assisted dissolution and (iii) chemical dissolution [40–43]. Due
to the application of a constant potential, the metal oxide layer starts to grow on
the metallic surface and transforms slowly into a dense layer when the current
through the electrolyte gets saturated [44]. Due to applied field between the anode
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and cathode, metal ions (M2nC) are diffused into the solution by the field driven ion
diffusion process as shown by Eq. (14.1) [1].

M ! M2nC C 2ne� (14.1)

2nH2O ! 2nHC C 2nOH� (14.2)

Oxide layer (MOn) is deposited on the metal substrate by the chemical reaction
between diffused M2nC ion and OH� or O2� ions, according to the anode reactions
shown in Eqs. (14.3) and (14.4) [44]. MOn is also formed from M(OH)2n by the
condensation reaction [Eq. (14.5)] [42].

Anode Reactions:

M2nC C nO2� ! MOn (14.3)

M2nC C 2nOH� ! M.OH/2n (14.4)

M.OH/2n ! MOn C nH2O (14.5)

Hydrogen evaluation in the cathode surface is shown by Eq. (14.6).
Cathode Reaction:

2nHC C 2ne� ! nH2 " (14.6)

Initially a very high current under the influence of large applied bias passes through
the anode and subsequently oxide formation is initiated as shown in Fig. 14.2a.
However, with the passage of time as the thickness and the compactness of the
grown oxide layer increases, the resistivity of the anode increases thereby reducing

Fig. 14.2 Schematic of the nanopore and nanotube structure formation by the electrochemical
anodization process (above: 3D view and below: corresponding 2D view), (a) oxide growth (b) pit
formation (c) ordered nanopore formation (d) nanotube formation
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the current through the cell which is manifested as a decreasing trend in the current
with time as authenticated by different researchers [19, 40, 44]. Grown oxide layer
on the metal surface is not uniform due to the presence of defects, local stress, etc.
When the applied potential crosses the dielectric breakdown voltage of the grown
oxide layer, sparking happens at the weak point (comparatively thin layer) of the
film and the pores are created at the weak points of the oxide layer [40, 41, 45]. This
type of pore formation is the result of field-assisted dissolution. Simultaneously,
localized small pits are created due to the chemical dissolution process. This is
a low-field phenomenon which is mostly responsible for nanostructure formation
(Fig. 14.2b). Localized pits behave like the centers for pore creation and distributed
almost homogeneously over the TiO2 surface [44] as shown in Fig. 14.2b. These
pits start to grow towards the bottom direction (towards metal substrate) and form
the porous structure. Fluorine ions (F�) have the ability of permanent chemical
attacks (dissolution) over the grown metal oxides (like TiO2, V2O5, ZrO2, etc)
and form highly soluble

�
MF2�6



complex and also bear major responsibility for

ordered pit formation on the oxide surface [42]. Beside the grown metal oxide
(MOn) layer, the metal hydrated layer (M(OH)2n) and metal cations (M2nC) are also
affected directly by the F� ions and forms soluble

�
MF2�6



complex according to

the following reactions [Eqs. (14.7)–(14.9)] [44, 46]. Due to this reason, fluoride-
based electrolytes like NH4F, HF, etc. are popular ones for ordered nanostructure
formation. Porous structure formation followed by the nanotube array synthesis is
depicted pictorially in Fig. 14.2c, d.

MOn C mF� C 2nH� ! MFn�
m C nH2O (14.7)

M.OH/2n C mF� ! MFn�
m C nOH� (14.8)

M2nC C mF� ! MFn�
m (14.9)

Fluorine-free electrolytes like (NH4)2SO4 [39] and H2SO4 [24] are also well
investigated for porous structure formation. Sulfate ions (SO2 –

4 ) attack the grown
metal oxide and hydrated layer in the anodic surface and dissolve the oxide layer
and create the pore on the oxide surface according to the Eqs. (14.10) and (14.11).

MOn C mSO�
4 ! M.SO4/m C nO2� (14.10)

M.OH/2n C mSO�
4 ! M.SO4/m C nOH� (14.11)

UV-assisted electrochemical anodization is another important technique for excess
number of pore generation on the grown oxide surface. The electrochemical etching
process upon UV illumination is due to the generation of excess holes and electrons
in the valance band followed by the excitation of electrons to the conduction
band of the active oxide insulator [24, 47]. These generated charge carriers
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enhance the ionic conduction through the electrolyte and increase the oxide etching
rate under a constant potentiostatic bias, thereby producing the porous structure.
Reaction between Metal oxide (or hydrated layer) and sulfate ions [(SO4)2�] by the
generation of excess holes are shown in Eqs. (14.12) and (14.13).

MOn C mSO�
4 C 2nhC ! M.SO4/m C nO2 (14.12)

MOn C mSO�
4 C 4hC ! M.SO4/m C nH2O C n

2
O2 (14.13)

2.2 Effect of Anodization Parameters on Surface Morphology

In the field of chemical sensor, anodically grown metal oxides, like TiO2, ZnO,
WO3, SnO2, Al2O3 and Nb2O5, have so far been investigated to sense different
target species like H2, NO2, CO, CH4, HCHO, CH3COCH3, NH3, H2S, C2H5OH
and CCl4 [3–5, 7, 8, 13, 15, 17, 35, 48]. In all such reports, variation of the
anodization parameters, viz. electrolyte (concentrations and compositions), time,
applied bias, bath temperature etc. and their effects on the morphological and
the structural aspects have been observed. The classification of different types of
nanoforms, synthesized through the single step anodization is shown in Fig. 14.3.
Detailed discussion of such governing factors on oxide morphology is presented
in the following subsections. However, it is revealed that, most of the reports are
focused on TiO2 [5–19, 23–26, 33] and ZnO [20, 27, 36–38].

Microarc Oxidation
(high voltage and short time)

Single step
Electrochemical Anodization

Nanoporous NanotubeNanodot

Etching of pre-deposited oxide

With assistance of alumina template
(followed by selective removal) With F–

F– free

Acidic ElectrolyteAlkalline Electrolyte

Acidic Electrolyte (F– free)

Without UV
UV assisted

Fig. 14.3 Possible nanoforms via single step anodization with key process variations
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2.2.1 Anode Material

In most of the cases, anodization process is performed using metallic substrate
directly, as anode, to synthesize the respective oxide of that metal [5–21, 23, 28]. In
indirect approach, a metal oxide layer is deposited on the non-metallic substrate
(Si wafer, ITO, FTO, etc.) using different methods, prior to electrochemical
etching procedure [22, 24]. Some of the authors reported metal bi-layer (double
metal layer) as the anode (sputtered on Si wafer) to facilitate specific nanoform
development or doping [22]. Types of oxide nanoforms are highly dependent on
the starting material. It is observed that, most of the transition metal (Zn, Al, Ti,
Nb, etc.) anodically oxidized into porous oxide layer [24–31, 33, 36–38]; whereas,
nanotubular structure is particularly evident for titanium, hafnium and zirconium [5–
19, 23, 49–51]. Titania nanotube is well investigated nanoform due to its chemical
stability whereas zirconia nanotube is yet to be established as a reliable gas sensing
element. Rani et al. [28] reported that, the pore dimension is larger in case of
Nb2O5 than that of TiO2, other parameters being same. Apart from these two
nanoforms, equally spaced nanodots were resulted from anodization of metal bi-
layer (with constant voltage anodization followed by second step anodization with
voltage sweep to dissolve the oxide of top layer) [22]. It is found that, variation
of current density determines the porosity as well as the pore diameter; while
anodization time is responsible for thickness variation of the grown oxide layer [30].
Figure 14.4 depicts different nanostructures grown via electrochemical anodization
incorporating different anode material.

Fig. 14.4 Different anodic oxide nanoforms: (a) nanoporous ZnO, (b) nanoporous Nb2O5, (c)
nanoporous SnO2, (d) nanoporous Al2O3, (e) nanoporous TiO2, (f) TiO2 nanotube, (g) ZrO2

nanotube (showing thickness of the film in inset), and (h) HfO2 nanotube (reprinted with
permission from [3, 19, 25, 27, 28, 35, 50, 51])
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2.2.2 Electrolyte

Electrolyte (compositions and concentrations) used in electrochemical anodization
determines the resultant morphology as well as properties of the anodically grown
metal oxides [16, 19]. To synthesise metal oxides via electrochemical method, alka-
line and acidic, both types of electrolytes are used. The effect of such electrolyte(s)
on the morphology of the resultant film is discussed in the following subsections.

Acidic/Alkaline Electrolyte

Literatures review established that, alkaline electrolyte can only be used to synthe-
size nanoporous oxide layer [25, 26]; whereas acidic ones enable nanopore as well
as nanotube formation depending on the process parameters (like anode material,
applied voltage, anions present in electrolyte etc.) [5–29, 33, 34]. Hyodo et al. [29],
experimentally showed the effect of electrolyte (acidic/alkaline) on variation of the
pore dimension and the pore distribution of the grown oxide layer. It is also noticed
that, alkaline (0.5 M NaOH) medium results in pores with poor ordering compared
to its acidic (0.5 M H2SO4) counterpart [25, 29]. Moreover, average distance
between the two pores is larger in case of alkaline electrolyte; i.e., relatively less
porous oxide film with reduced surface roughness is evident for alkaline electrolyte
[29]. The dimension and the ordering of pores are crucial for tuning gas sensing
performance. Hence the use of acidic electrolyte is more popular than alkaline ones
for gas sensor applications [4, 15, 16, 19, 27, 28, 31–34, 36, 38].

Weak and Strong Electrolytes

Depending on acidity, acidic electrolytes are further subdivided into strong
(viz. H2SO4, HF, NH4F) and weak (viz. H3PO4) electrolytes. Strong electrolytes
are responsible for lower dimension of pores in large numbers whereas weak
electrolytes result in fewer number of pores with larger diameters [29]. Besides, the
use of fluorine containing strong electrolytes substantially promotes the formation
of nanotubular structure [5–19]. In case of nanotube growth, mixing of the weak
electrolyte (H3PO4) with the strong ones (HF/NH4F) results in better wall separation
(improvement in free-standing nature of the nanotube) between two nanotubes
than those produced with only strong electrolyte (results in wall connected
nanotubes) [52]. Hazra et al. [40] proposed the formation mechanism for such
wall separated nanotubes, under the influence of mixed electrolyte (weak C strong
one), considering continuous repulsion effect of cations (negatively charged) and
their radial movement towards the electrolyte/oxide interface region. In addition,
some reports are also focused on synthesis of nanotubular structure by anodic
oxidation by using fluoride-free electrolyte (with Cl� ion), though the application
of these materials as gas sensor is yet to be reported [53, 54].
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Aqueous/Non-aqueous Electrolytes

In general water is used as the solvent or as the medium of the electrolyte. This
is also the main source of the oxygen required for oxidation of the respective
anode material in electrochemical process [3, 4, 10, 11, 13, 21, 22, 24–27, 29–
32, 34–36, 38, 48, 49, 55]. Besides, non-aqueous organic solvents like, ethylene
glycol, glycerol, ethanol etc. are also used for this purpose [5–9, 12, 15–20, 28, 33,
50, 51]. Use of such medium improves control over the oxygen supply to anode
during anodization and hence, variations in the amount of water in the organic
electrolyte (ethylene glycol, glycerin, etc.) produce variations in the amount of
oxygen vacancies, which is one of the key determining factors for tuning gas sensing
performance [15, 16, 19]. It is also observed that, uneven outer wall (presence of
annular ring) of nanotube is evident when aqueous electrolyte is used and in case of
non-aqueous (mainly organic) electrolyte relatively smooth walls can be achieved
[15, 52].

2.2.3 Bath Temperature

According to “Stoke-Einstein theory,” diffusion coefficient (D) of a sphere like
particle (of diameter a) depends linearly on ambient temperature (T in Kelvin) and
viscosity (
) of the medium [56];

D D kT

6�
a
(14.14)

Increase in bath temperature, increases the ionic activity within the electrolyte. As a
result, the oxidation process as well as the dissolution process increases. Combined
effect of these two processes, varies the distribution, the size and the density of
pores [26, 31]. To the contrary, nanotube wall thickness is decreased for increase
in bath temperature [16]. Variation of anodization parameters and their effect on
TiO2 nanotube morphology was extensively studied by Hazra et al. [16] and the
corresponding FESEM images are shown in Fig. 14.5.

2.2.4 Electrode Potential

Anodization is usually carried out in potentiostatic mode in most of the cases
[5–24, 27, 28, 33, 34]. However, anodic oxidation applying current density was
also investigated by some researchers [25, 26, 29–32]. Variation of potential drop
between the anode and the counter electrode (“cathode” in case of two-electrode cell
and “reference electrode” in three-electrode cell) results in variation of nanotube
diameter in a linear fashion [10]. Jun et al. [48] combined high voltage for short
duration (termed as microarc oxidation or MAO) to prepare porous titania film
which exhibited different orientations of pore distributions.
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Fig. 14.5 Morphological variation of TiO2 nanotube depending upon different anodization param-
eters: [A] Water content: (a) 0, (b) 2, (c) 5, and (d) 100 vol.% water in ethylene glycol-based
0.5 wt% NH4F solution (room temperature for 2 h); [B] Anodization duration: (a) 4, (b) 8, (c)
12, and (d) 16 h (2 vol.% water in ethylene glycol-based 0.5 wt% NH4F solution); [C] Bath
temperature: (a) 42, (b) 57, (c) 72 and (d) 87 ıC (2 vol.% water in ethylene glycol-based 0.5 wt%
NH4F solution) (reprinted with permission from [16])

2.2.5 Anodization Time

Increased anodization time increases the oxidation process towards oxide–metal
interface which eventually increases the thickness of the grown oxide layer [16,
18]. Bhowmik et al. [18] illustrated that the length of the nanotube increased from
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�208 nm to �2.4 �m when the anodization time increased from 1 to 16 h. It is also
observed that, the effective surface area increased as a function of tube length; but
defect states got reduced for longer nanotube array [18]. The study shows that, the
duration of electrochemical process increases effective surface area, which is desired
for better sensing performance. However, it reduces the defect states present in the
oxide, which deteriorates the sensing ability [18]. Hence, judicious optimization
of anodization time is required for efficient tradeoff between the above competing
factors.

2.2.6 UV Radiation

Application of ultra violet (UV) ray during anodization, increases the etching
capability of the electrolyte which results in thinner oxide layer with larger pore
diameter [24]. Further, in case of electrochemical etching of the pre-deposited oxide,
enhanced vertical axis etch (without branching) was achieved with UV radiation
which eventually manifests itself as nanorod-like structure [24].

Thus, by controlling different anodization parameters, the morphological fea-
tures of the grown oxide layer can be varied easily. Table 14.1, comprehensively
depicts the scenario of anodic growth/etching of metal oxides for potential applica-
tion as gas sensor.

3 Sensing Performance of Different Nanoforms (Electronic
Interaction Between Sensor and Target Species)

For chemical sensors, the surface morphology, surface to volume ratio to be specific,
plays the most critical role in determining sensing performance [3, 15, 30]. Besides,
the amount and the nature of defects determine the reactivity of the sensing surface
with the target species [15, 16]. Hence, better sensing performance is achievable
with judicious optimization among the amount of defects and the surface area. Also
doping, by the catalytic metals, influences the sensor performance significantly [27].

The amount and time requirement for change of conductivity of the sensing
surface due to chemisorptions of target species is represented as sensitivity and
response time, respectively [1]. To improve these parameters, researchers impro-
vised different device structures.

Planar/resistive type device (Fig. 14.6a) is the mostly used and the simplest
device structure where two electrodes are either deposited on the top or at the
bottom of the sensing layer [1, 19, 35]. For obvious reason, the distance between
the electrodes determines the electron transportation path length and hence response
time. In general, the resistance/current between these two electrodes is measured in
presence and in absence of target species and the difference in resistance/current is
quantitatively represented as the response magnitude.



308 P. Bhattacharyya et al.

T
ab

le
14

.1
D

if
fe

re
nt

an
od

iz
at

io
n

co
nd

iti
on

s
re

su
lti

ng
in

di
ff

er
en

t
na

no
fo

rm
s

of
va

ri
ou

s
m

et
al

ox
id

es

A
no

di
za

ti
on

sp
ec

ifi
ca

ti
on

St
ru

ct
ur

al
m

or
ph

ol
og

y
A

no
de

m
at

er
ia

l
E

le
ct

ro
ly

te
E

le
ct

ri
ca

li
np

ut
D

ur
at

io
n

B
at

h
te

m
p

(ı

C
)

R
ef

er
en

ce

M
ic

ro
po

ro
us

N
b

A
q.

H
3
PO

4
10

0
m

A
/c

m
2

30
m

in
20

[2
9]

Si
nt

er
ed

pa
rt

ic
le

s
N

b
A

q.
N

aO
H

[2
9]

T
i

A
q.

N
aO

H
[2

5,
26

]
N

on
-o

rd
er

ed
na

no
po

ro
us

N
b

A
q.

H
2
SO

4
[2

9]
T

i
A

q.
H

2
SO

4
[2

5,
26

,3
2]

5,
20

an
d

30
[3

1]
A

q.
H

2
SO

4
20

0
V

10
m

in
–

[4
8]

A
q.

H
2
SO

4
20

an
d

50
m

A
/c

m
2

30
m

in
–

[3
0]

A
q.

H
F

10
0

m
A

/c
m

2
30

m
in

20
[3

2]
Z

n
A

q.
O

xa
li

c
ac

id
10

V
–

R
T

[4
,2

7,
36

,3
8]

N
on

-o
rd

er
ed

na
no

cr
ys

ta
ll

in
e

T
i

A
q.

H
2
SO

4
10

V
30

m
in

R
T

[2
4]

O
rd

er
ed

na
no

po
ro

us
Sn

/S
iO

2
/S

i
A

q.
O

xa
li

c
ac

id
6

V
15

–9
0

s
5–

25
[3

]
T

i
E

G
.N

H
4
F

5
V

60
m

in
R

T
[3

3]
N

b
E

G
.N

H
4
F

10
V

30
/6

0
m

in
50

[2
8]

W
A

q.
N

aF
20

V
10

,1
2.

5,
15

m
in

–
[3

4]
H

ig
hl

y
or

de
re

d
na

no
po

ro
us

A
dh

es
iv

e
ba

ck
ed

A
lT

ap
e

A
q.

H
2
SO

4
15

V
12

0
m

in
–

[3
5]

N
an

op
or

ou
s

an
d

na
no

w
ir

e
sk

el
et

on
W

A
q.

N
aF

60
V

30
m

in
2

[5
5]



14 Electrochemically Derived Oxide Nanoform-Based Gas Sensor Devices. . . 309

C
or

al
-l

ik
e

po
ro

us
A

q.
N

aF
&

H
F

40
V

60
s

–
[2

1]
O

rd
er

ed
na

no
do

ts
W

/T
i/

Si
A

q.
H

2
C

2
O

4
an

d
N

H
4
F

10
0

V
–

–
[2

2]
N

an
ow

ir
es

Z
n

E
.O

xa
li

c
ac

id
15

–8
0

V
–

R
T

[2
0]

N
an

ot
ub

e
ar

ra
y

T
i

A
q.

H
F

12
–2

0
V

25
m

in
–

[1
0]

A
q.

H
F

20
V

45
m

in
20

[1
1]

A
q.

H
F

3–
20

V
–

0–
15

[1
3]

E
G

.N
H

4
F

45
V

30
m

in
25

[5
]

E
G

.N
H

4
F

60
V

60
m

in
–

[6
]

18
0

m
in

R
T

[7
]

E
G

.N
H

4
FC

H
2
O

20
V

12
0

m
in

R
T

[1
5,

16
,1

9]
20

V
4–

16
h

R
T

[1
6,

18
]

20
V

12
0

m
in

42
–8

7
[1

6]
G

.N
H

4
F

O
C

to
30

V
3

h
–

[9
]

G
.N

H
4
F

20
,3

0,
40

,5
0,

60
an

d
10

0
V

3
h

–
[1

2]
Z

r
E

G
.N

H
4
FC

H
2
O

30
V

5
m

in
20

[5
1]

H
f

E
G

.N
H

4
FC

H
2
O

20
V

20
m

in
20

[5
0]

N
an

op
or

ou
s

an
d

na
no

tu
be

A
q.

H
2
SO

4
C

N
aF

10
–6

0
V

60
m

in
R

T
[4

9]
Pu

lv
er

iz
ed

na
no

tu
be

T
i

E
G

.N
H

4
F

30
V

U
p

to
I A

D
0

A
R

T
[8

]

A
q.

aq
ue

ou
s,

E
G

.e
th

yl
en

e
gl

yc
ol

,G
.g

ly
ce

ro
l,

E
.e

th
an

ol
,R

T
ro

om
te

m
pe

ra
tu

re
,I

A
an

od
iz

at
io

n
cu

rr
en

t,
O

C
op

en
ci

rc
ui

t



310 P. Bhattacharyya et al.

Fig. 14.6 Schematic of (a) resistive/planar and (b) metal insulator metal (MIM) gas sensor device
configuration

On the other hand, in Metal-Insulator-Metal (MIM) configuration (Fig. 14.6b),
the sensing layer is sandwiched between the two electrodes [18]. Generally, oxide
forming metal of the sensing layer is used as one of the electrodes (usually
Ohmic and bottom one). Thus in such cases, the electron transportation path
is approximately equal to the thickness of the grown oxide which is eventually
less than that in case of the planar device. From device structure perspective,
Metal-Insulator (active)-Metal or MIM structure is more efficient for gas sensor
application, as it offers much faster response time compared to the planar ones. It
was supported experimentally by several researchers [24, 27].

Micro Electro Mechanical System or MEMS, based on silicon technology, finds
suitability in the field of gas sensor as the silicon substrate serves as common
platform for the sensor device as well as the electronic circuitry (required for
processing the sensor signal) [57]. Also, facility of batch fabrication of such system
lowers the cost substantially. Moreover, due to such miniaturized structure (reduced
thermal mass of the substrate) and excellent thermal insulation between the heated
active area and the substrate results in lower power consumption of MEMS-based
integrated devices compared to the bulk substrate-based discrete ones. Integration of
such MEMS technology with anodically grown oxide as the sensing layer paves the
path of low power sensors with high packing density and sufficiently high sensitivity
and fast response. In the Fig. 14.7, an illustration of MEMS-based sensor fabrication
steps (with anodically grown WO3 nanodot as sensing layer) is presented [22].

Based on the device structure, the response time and the recovery time are
determined. In short, smaller transport path will result in faster response time and
recovery time while increase in effective sensing surface (due to electrochemical
means) will determine the sensitivity/response magnitude towards a particular target
species. In this section, sensing performances of the anodically grown oxide layers,
reported to sense different chemical vapors, will be discussed with emphasis on
the surface morphology which are subdivided again in accordance with the sensor
device structure employing that particular morphology.

The response magnitude is calculated as the relative change in corresponding
electrical parameter (resistance, conductance, current or voltage) in target species
with respect to the value of that parameter at inert ambient (nitrogen, argon or
synthetic air). The response time/recovery time is calculated as the time taken to
reach the 90 % of saturation response after target gas pulse is on/off, respectively.
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Fig. 14.7 Process steps for anodically grown tungsten oxide nanodot-based sensor device on
micromachined platform: (a) Poly-Si heater and isolating layer (SiO2) formation on processed Si
wafer; (b) Sputtering of multilayer metal on this system; (c–d) Anodization process to form desired
nanoforms; (e) removal of the top oxide layer to expose active sensing layer; (f) electrode formation
for electrical characterization and (g) back etching of Si wafer (Reprinted with permission from
[22])

3.1 Nanoporous

Different nanoporous semiconducting materials (TiO2, ZnO, WO3, SnO2, Nb2O5),
grown by electrochemical route, were reported for detection of a large variety
of chemical species (H2, NO2, CO, CH4, HCHO, CH3COCH3, NH3 and H2S)
employing different device configurations.

3.1.1 Planar/Resistive

Using resistive device structure, a large number of publications were reported to
sense hydrogen incorporating electrochemically grown nanoporous oxide as the
sensing layer [24, 30, 33]. The sensing performance is highly dependable on the
sensing material and its pore dimension and distribution. It is established that
the response magnitude is inversely proportional to the pore diameters whereas
the response time varies directly with the same, if all the other parameters (gas
concentration, operating temperature, etc.) remain same [30]. To the contrary,
smaller pore dimension (of TiO2) results in lower but faster response towards higher
concentration of H2 as reported by Sadek et al. [33]. Such discrepancy was possibly
due to the fact that the rutile TiO2 is less sensitive than its anatase counterpart
[30, 33]. Hence, for determining sensing performance, the crystalline nature is also
equally important [30, 33]. It is relevant to mention that the UV-assisted etching of
oxide results in better sensing ability of resistive device [24]. Among all the devices
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containing electrochemical TiO2, this device (which is based on anodically etched
pre-existing oxide) showed the fastest response time (6 s) at 0.1 % hydrogen with
the highest response magnitude (99 %). Apart from H2 sensing, low concentration
CO (30 ppm) sensing performance was also reported by the resistive device based
on TiO2 layer prepared by MAO technique [48]. This device showed a reasonable
response time (125 s) and recovery time (292 s) towards 30 ppm CO at 350 ıC.

Moreover, such nanoporous metal oxides are also capable of sensing the
hazardous species, like methane [27], hydrogen sulfide [3] and ammonia [10].
Methane, the inflammable one, was reported to be sensed by electrochemically
grown ZnO-based device in planar mode [27]. The sensor showed fast response
time (�9 s) with poor response magnitude (�20 %) towards 0.1 % methane at
70 ıC. Jeun and Hong [3] reported on CuO-loaded SnO2 layer sensitive to very low
concentration of hydrogen sulfide at 250 ıC. For an exposure towards 5 ppm H2S,
the device detected the gas with �95 % response magnitude with a response time
of �45 s and recovery time of �55 s. On the other hand, electrochemically derived
porous alumina layer with better pore distribution improved response magnitude
towards ammonia at room temperature (23 ıC) [10]. High response magnitude was
reported in case of porous tungsten oxide for sensing nitrogen dioxide at 150 ıC
[21, 34]. From these reports, it is confirmed that the sensing performance of porous
oxide surface [21] is better than the cracked or the smooth ones [34]. It can be
envisaged that, the smaller grain size [21] enhances adsorption rate of test vapor
at even low concentration (1 ppm). It was also reported that, anodic WO3 showed
selectivity towards NO2, at even lower concentrations, in comparison to100 ppm
NH3 and 500 ppm C2H5OH [21]. A representative transient response characteristic
of resistive nanoporous anodic oxide layer is depicted in Fig. 14.8.

3.1.2 Schottky

The Schottky diode/junction is a special type of rectifying contact which is strongly
depended on the type (work function) of the constituent metals and the semi-

Fig. 14.8 Transient characteristics of resistive device towards different vapors, viz. (a) H2, (b) CO,
and (c) CH4, incorporating nanoporous TiO2 (a, b) and ZnO (c) layer at corresponding optimum
temperature (reprinted with permission from [27, 33, 48])
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conductors [4]. The device schematic is similar to that of the MIM configuration
(Fig. 14.6b) where the bottom electrode serves as Ohmic contact and top electrode
is responsible for schottky (rectifying) nature.

The gas sensors based on Schottky effect were reported in very few papers, where
the sensor was made of electrochemically grown/etched oxide sensing layer [4]. The
sensing performance of doped as well as undoped nanoporous layer were reported
and compared for different electrodes (Pt, Pd–Ag, and Rh) [4]. However, Schottky
junction gas sensors with electrochemically grown sensing layer is a relatively less
investigated area.

3.1.3 MIM

In case of the MIM gas sensor device configuration, for the sensing purpose, the
electrical measurements are usually carried out either in the constant dc voltage
mode or in the constant dc current mode [24–29, 31, 32, 36–38]. These sensors
have been developed to sense hydrogen [24–26, 28, 29, 31, 32] and methane [27,
36–38] using nanoporous metal oxide layer.

In case of hydrogen sensing, it can be envisaged that the porosity of the
anodically grown film determines the sensing performance. Comparative study
shows that the device, incorporating higher porosity titania film, offers higher
response magnitude as well as faster response and recovery characteristics [25,
26, 31]. Iwanaga et al. [31] indicated that the application of reverse bias voltage
for Pd/TiO2/Ti device results in higher sensitivity towards hydrogen. These effects
can easily be understood from the data summarized in Table 14.2. Miyazaki et al.
[32] reported on the effect of ambience on the devices based on oxide grown by
using two different electrolytes (H2SO4 and HF). Metal oxide layer etched by UV-
assisted anodization showed better sensitivity and faster response towards 500 and
1000 ppm H2 than that of non-UV-assisted counterpart. Moreover, the latter one
senses at higher temperature than that of the other [24]. It is reported that the effect
of electrode dimension also influence the sensing properties in case of the MIM
structure as well as in the resistive one (Fig. 14.9a, b).

Except ZnO and TiO2, Nb2O5 was also reported to be sensitive towards hydrogen
employing the MIM device configuration [28, 29]. From these studies, it can be
pointed out that, for H2 sensing, Pd electrode shows higher response magnitude
than the devices with Au and Pt electrodes [29]. It was also confirmed that, the
higher porosity sensing layer was responsible for faster response and recovery [28].
Sensing performance of MIM device towards hydrogen and methane is shown in
Fig. 14.10.

Table 14.2 also reveals that nanoporous TiO2, grown in H2SO4 medium, offered
the highest sensitivity towards hydrogen [25]. Faster response was achieved by
using Pd electrode [24] instead of Pt electrode [25]. Similarly, in case of methane
sensing, low-temperature detection with appreciable response magnitude having fast
response/recovery time was achieved by incorporating Pd-Ag electrode (on ZnO)
and higher anodization voltage during preparation of sensing layer [27].
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Fig. 14.9 Effect of electrode (Pd) dimension: (a) 3 mm and (b) 2 mm in radius, towards H2 with
nanoporous TiO2-based MIM device at 250 ıC (reprinted with permission from [24])

Fig. 14.10 Transient response of MIM-based device towards (a) 0.06–1 % H2 by nanoporous
Nb2O5 layer and (b) 0.01–1 % CH4 by nanoporous ZnO layer (Reprinted with permission from
[27, 28])

3.2 Nanotubes

Due to lengthwise distribution of active adsorption sites on both outer and inner
walls, nanotube possesses higher surface area than that of ordinary nanoporous
structure. Electrochemical anodization is perhaps the most controllable route to
grow tubes having length and diameter in the nanometer range. Different parameters
of anodization have immense effect on tube length, diameter and wall thickness. It
is worth mentioning that, no other oxides nanotubes (NT) other than TiO2, derived
through electrochemical route have been reported so far for gas sensing [5–19].
TiO2 NT-based sensors are sensitive to a large variety of target species including H2

[5, 10, 11], NO2 [6, 7], CO [7], HCHO [8, 9], NH3 [12], C2H5OH [12–16], CCl4
[12], and acetone [17, 18]. Additionally, detection of some aromatic hydrocarbons
(e.g., benzene, toluene and xylene or BTX) was also reported incorporating such
nanotubular configuration [19]. The sensing ability of nanotube-based sensors is
discussed for different device configuration in next subsections.
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3.2.1 Resistive

It has been experimentally authenticated that, the longer nanotubes with shorter
diameters result in higher response magnitude and faster response/recovery char-
acteristics, for H2 and NO2 detection [5–7, 10, 11] as reflected from the data
summarized in Table 14.2. Aiming towards larger surface to volume ratio, the
nanotubular film was pulverized, by ball-milling method, which facilitated better
sensing performance towards lower concentration of species (formaldehyde) as
the gas interaction sites became larger [8, 9]. Humid ambient facilitated the
sensing performance but deteriorated the recovery process for formaldehyde sensing
purpose. Wu et al. [8] also reported that the sensor showed greater sensitivity and
stable baseline resistance if UV ray was irradiated at the time of sensing (HCHO).

The effect of relative humidity on ammonia and ethanol sensing by TiO2

nanotubular layer was also reported by Perillo and Rodríguez [12]. Here, nan-
otubular structure showed faster response as well as recovery with higher response
magnitude towards 400 ppm ethanol in case of low relative humidity; but the lower
humidity showed slower response for ammonia (150 ppm) sensing, keeping other
parameter same. Kılınç et al. [13] reported that the sensitivity towards different
VOCs (5000 ppm of ethanol, dichloromethane, chloroform, carbon tetrachloride,
methanol and isopropyl alcohol) at 200 ıC was better for the device with anodic
TiO2 prepared in aqueous HF electrolyte than the TiO2 layer prepared in EG-based
NH4F electrolyte, due to their respective morphological aspects. A noticeable fact is
that, the device with anodic TiO2 prepared in aqueous HF electrolyte showed faster
recovery than response in case of C2H5OH sensing and in contrast, the same device
showed more recovery time than response time in case of CCl4 sensing.

On the other hand, Hazra et al. [15] and Dutta et al. [19] described that the amount
of water within viscous electrolyte, during electrochemical synthesis, determined
the sensing performance of the titania nanotubular film towards alcohols and BTX
by optimizing surface to volume ratio and intrinsic oxygen vacancies. The transient
characteristic of the optimized TiO2 nanotube array, in terms of oxygen vacancy
and surface to volume ratio, is shown in Fig. 14.11. Based on such optimized
condition of electrolyte, effect of variation of length and wall thickness of nanotube
on alcohol sensing was investigated in details by Hazra et al. [16]. It is observed
that, variation of the tube length was not so effective whereas, a reduction in wall
thickness resulted in higher sensitivity. Bhattacharyya et al. [17] reported on the
effect of catalytic metal (Ni and Pd) modification on acetone sensing performance of
TiO2 nanotubes, where it was concluded that modification is a route for betterment
of response magnitude and modification with Pd nanoparticle is better than that of
Ni counterpart.

3.2.2 MIM

To achieve faster response (than that of resistive one), the MIM structure was
introduced for metal oxide-based chemical sensor. Hydrogen sensing performance
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Fig. 14.11 Sensing performance of TiO2 nanotube array-based resistive device towards (a) 1–
400 ppm benzene and (b) 10–1000 ppm of different alcohols (reprinted with permission from
[16, 19])

Fig. 14.12 Sensing performance of nanotubular TiO2-based MIM device towards hydrogen: (a)
Transient response at 150 ıC and (b) variation of sensitivity with change in gas concentration at
different temperatures (reprinted with permission from [11])

of the device (Fig. 14.12), based on nanotubular TiO2 layer, operating in MIM
configuration was reported by Şennik et al. [11]. At 150 ıC, the device sensed
1000 ppm H2 with �27 % response magnitude and 600 s response time. It was
pointed out that, at lower temperature (25 ıC) the base line drift was observed
for transient characteristics (H2 sensing) whereas this drift was absent for higher
temperature (150 ıC). A detailed study on effect of length variation on acetone
sensing was investigated by Bhowmik et al. [18]. It was revealed that the response
magnitude increased with increase in tube length. On the other hand, increase in tube
length resulted in elongated electron transport path for which response/recovery
characteristics got slower in such vertical device configuration [18].

Comparison between titania nanotube-based planar and vertical device reveals
that the latter one is low-power consuming device configuration as optimum sensing
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temperature and actuating voltage is also lower towards ethanol sensing [15].
Response/recovery characteristic is faster for MIM configuration but at the cost of
lower response magnitude.

3.3 Nanowires

Electrochemical anodization sometimes results in wire like structure of metal oxides
with appreciably high surface to volume ratio. This structure is well separated and
loosely connected to bulk.

The devices with ZnO nanowires [20] and WO3 nanowires [55] were investigated
in resistive configuration to sense CO, CH3COCH3, H2, O2, and NO. It was reported
that ZnO nanowire-based device is more sensitive to 100 ppm acetone than 500 ppm
CO at 500 ıC [20]. Kukkola et al. [55] presented a review on anodic tungsten oxide
with same surface morphologies targeting different species. It was revealed that
10 ppm of CO, H2, and O2 and 2 ppm of NO sensing was possible with acceptable
response magnitude. CO was sensed with synthetic air and argon (separately) as the
carrier at 200 ıC. The response magnitude was more in case of argon than that in the
air. The highest response towards 40 ppm CO in air ambient was achieved at 120 ıC
with unacceptably long recovery of almost 10 min. It was further revealed that the
argon ambient helped the device to be more sensitive to a particular H2 concentration
than for the air, but in expense of slower recovery. However, the device offered
different sensing characteristics towards NO when the test gas was tested with
argon and air background, separately. For argon the sensor conductance decreased
while the same increased for air. Oxidizing nature of air is probably responsible for
such behavior. 170 ıC was reported to be the optimum temperature for the highest
response for sensing 40 ppm of O2. In Fig. 14.13, the gas sensing properties of the
device is presented for a better understanding of this discussion.

3.4 Nanodots

Apart from pores, tubes and wires, discrete nanodots of metal oxide were also
investigated for potential chemical sensor applications [22]. The nanodots were
developed electrochemically through the pores of anodic alumina patterning/tem-
plate.

The sensing performance of the device, based on WO3 nanodots, towards
hydrogen was reported by Calavia et al. [22]. Incorporation of the microheater on
the same platform facilitated the tuning of temperature-dependent sensitivity and
selectivity. The response magnitude was reported to be 98.73 % towards 1000 ppm
H2 at 200 ıC. Temperature dependence of response magnitude and the microscopic
view of the device are shown in Fig. 14.14a, b.
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Fig. 14.13 Sensing performance of WO3 nanowire-based sensor towards (a) CO, (b) H2, (c) NO,
and (d) O2 in air and argon as carrier gas (reprinted with permission from [55])

Fig. 14.14 WO3 nanodot-based device (a) Optical microscope image of the sensor microchip and
(b) its sensing performance towards 1000 ppm H2 at various operating temperatures (reprinted
with permission from [22])

A literature review on the electrochemically derived metal oxide-based chemical
sensor has been presented in this section with some illustrative sensing characteris-
tics and corresponding surface morphology.

From Table 14.2, it can be noticed that devices with WO3 layer sensed low
concentration of NO2 at relatively lower operating temperature whereas devices
with TiO2 sensing layer offered higher operating temperature for sensing higher
concentration of the same species [7, 21, 34]. Moreover, grain size plays a significant
role as lower energy (i.e., lower thermal energy) is required for sensing same target
molecules for the sensing layer having lower dimension of grains [58]. Lower
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grain size of WO3, than that of TiO2, in the above case authenticated the above
statement [7, 21, 34]. Again, comparing the sensing performance of TiO2 and WO3

towards hydrogen, latter offered lower response magnitude and slower response [8,
22]. Probably, discontinuous layer of WO3 (in form of discrete nanodots) caused
longer electron transport path (effective) which lead to sluggish response/recovery
characteristics. For CO sensing performance, it was reported that ZnO responded
more rapidly than TiO2 towards the target gas, but at the cost of higher lowest
detection level [20, 32, 48]. Use of catalytic metals as electrode improves the
response time for ZnO-based devices. Lower concentration of ammonia was sensed
by TiO2 nanotubular layer with faster recovery, in comparison to Al2O3 [12,
35]. Possibly, higher surface area of TiO2 nanotube provided higher amount of
interaction sites than that of nanoporous alumina. Thus it can be observed that,
salient features of nanostructuring (tuned by the parameters of electrochemical
anodization) eventually determine the resultant sensing performance.

4 Integration with MEMS: Challenges and Prospects

4.1 Purpose, Schemes, and Scientific Issues
Concerning Integration

For reliable sensor device performance, it is essential that, the optimum operating
temperature for sensing should be maintained throughout the testing in presence of
a particular species. To achieve this, microheater embedded gas sensor system is an
effective means where apart from micro heater, the signal conditioning circuitry may
also be integrated on the same platform [59]. Micromachining technique offers such
type of heater fabrication on a thin membrane and additionally provides common
platform for signal processing unit (such as dc voltage/current source, conditional
amplifier, LED, alarm etc.).

Incorporation of metal oxide-based sensor devices on micromachined membrane
have been extensively reviewed with detailed process steps of different approaches,
except electrochemical anodization by Simon et al. [60] and Bhattacharyya [57].
It has been demonstrated that, the micromachining of Si substrate is prior step for
deposition of sensing (metal oxide) layer by either liquid deposition technique or
chemical/physical vapor deposition technique. Depending upon the micromachining
technique, desired membrane structure is achieved either by front side etching
(suspended membrane) or by backside etching (closed membrane). The difference
of these two approaches has been elucidated in aforesaid reviews [57, 60].

Bhattacharyya [57] further described the present technological scenario of
microheater fabrication where it was pointed out that, the wet etching (suitable
for bulk micromachining) is usually avoided in sophisticated minimized devices
as the dry etching offers higher resolution than that of wet one. In this regard,
sacrificial layer of SiO2 or phosposilicate glass is used for selective etching purpose
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(surface micromachining technique) [57]. Besides, a detailed understanding of
heat transfer from the microheater to the sensing layer and to the ambience, is
also a pivotal factor for successful device performance [60]. However, in case
of electrochemically grown metal oxides (as sensing layer), some deviations are
encountered while incorporating this with micromachining (MEMS) technology. In
most of the cases, for synthesizing oxide nanoforms through anodization, different
metals are used as the substrate [5–21, 23, 28]. However, standard micromachining
technique, employed for MEMS fabrication, deals with silicon substrate and as a
result of such substrate a metal layer needs to be pre-deposited on Si/SiO2 substrate
for subsequent anodization. Usually, thermal evaporation, e-beam evaporation
sputtering etc. are employed to deposit such metals [3, 20, 22]. The challenges
and prospects of integrating such electrochemically grown oxide nanoforms with
standard micromachined substrate have been discussed in the subsequent sections.

4.2 Challenges

4.2.1 Selective Window for Anodization

As already discussed in the earlier sections, the anodization procedure must be
carried out after deposition of the metal layer on the substrate/membrane and elec-
trochemical process may jeopardize the substrate/membrane structure. On the other
hand, sputtering on membrane (achieved after micromachining) is disadvantageous
as particles with high kinetic energy at higher temperature may cause mechanical
fracture in the membrane [61]. Therefore, to prevent any mechanical stress, during
metal deposition, micromachining is carried out at the last stage of the fabrication.
Moreover, during electrochemical anodization the electrolyte should be chosen
carefully such that, it should not chemically react with the other parts of the device.
To achieve this, usually, a protective layer (usually PTFE [22]) is used to ensure
a selective window where the metal needs to be oxidized. Metal masking is not
possible in such cases. But, it should also be ensured that, removal of the protecting
barrier should be easy and that must not indulge any physical or chemical change of
the sensing layer. In this regard, Calavia et al. [22] demonstrated the usefulness of
polytetrafluoroethylene (PTFE) as the masking material, which provides isolation
of Si wafer (and related layers like SiO2, Si3N4, etc.) from the anodizing electrolyte
and oxidizes the underlying metal through a circular window on metal layer.

4.2.2 Metal Thickness and Adhesion

It is already pointed out that the anodizing metal should be deposited on Si/SiO2

wafer prior to anodization. In such cases, metal thickness should be critically
considered while optimizing the anodization parameters. As per earlier discussions,
the thickness of the nanotubes/nanorods depends on the anodization time, type and
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constituents of electrolyte etc. Therefore, selection of these parameters as well as
final tube/rod lengths depends on the metal layer thickness. In the worst case, the
electrolyte may etch/anodize the whole metal layer thickness and the sensing layer
(metal oxide) may no longer adhere to the substrate. In turn, the use of selective
anodization window fails to serve its purpose. Moreover, even if sufficiently thick
metal layer is deposited on the substrate with poor adhesion (to the substrate), there
is also a chance that the sensing layer (after anodization) will not adhere to MEMS
platform. Hence, metal adhesion on substrate (Si or SiO2 or other insulating layer)
is of prime concern, beside the thickness. To overcome this, controlled substrate
heating, during metal deposition, is one of the way which ensures better adhesion of
metal layer on the substrate [62]. In another approach, adhesive metal (Ti, Cr, etc.)
layer(s) (comparatively thinner) is pre-deposited on the substrate and subsequently
metal layer (to be anodized) is deposited with relatively better adhesion [22].

4.2.3 Selective Window for Metallization

For MEMS-based gas sensor development, with electrochemically anodized metal
oxides as the sensing layer, metallizations at three different stages are required,
viz. (i) for microheater fabrication, (ii) contact electrode fabrication and (iii) as
a base material of anodized oxide-sensing layer synthesis. Depending upon the
device geometry, the microheater and electrodes can either be situated on the same
layer (horizontal approach) or on the different layers (vertical approach) [57, 60].
However, it is to be ensured that there is no unwanted short circuit of these metal
lines deposited for the above three purposes. To ensure this, usually, these metals
are also deposited in a selective manner using shadow metal mask during metal
deposition. Further, the process becomes relatively simplified (from metallization
perspective) if the polysilicon heater is employed in place of the metal heater.

4.2.4 Selective Window for Si Etching

The membrane formation is accomplished after the anodization process and here
also, a protective layer should be provided relinquishing the probability of unwanted
etching of the undesired part. If the etching is carried out from the backside of
the wafer, the front side nanostructured sensing layer has to be protected from the
Si etchants. During the protective masking, retaining the nanoform (structural and
electronic properties) under the coverage (and subsequent removal) of protective
layer is a crucial challenge. Clearly, for surface micromachining or front side
etching, such protective layer employment is even more challenging.
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4.2.5 Dry Etching Preference

Etching of the Si substrate to produce the membrane is one of the most tricky fab-
rication steps in micromachining system where the membrane allows easy and low-
loss transportation of heat to the active (sensing) area. Etching of silicon substrate
is categorized as isotropic and anisotropic one, depending upon the directionality of
etching [59]. In short, the isotropic etching is responsible for semicircular etching
whereas anisotropic etching is the basis of vertical etching (high-aspect ratio). On
the other hand, the etching technique can further be categorized into dry etching
and wet etching, depending on the type of etchant [59]. In general, wet etching is
usually an isotropic one and the etch rate depends on the materials to be etched
and physical parameters like temperature. Potassium hydroxide (KOH) ethylene
diaminepyrochatechol (EDP) and tetramethyl ammonium hydroxide (TMAH) is
used as wet etchant which etches according to crystallographic direction [59, 60]
and popular etch stops are SiO2 or Si3N4 for this purpose [60]. But, in case with
anodized oxide sensing layer, these etchants may be chemically corrosive to the
oxide layer (sensing) which may jeopardize the sensing properties significantly.

To the contrary, dry etching is featured with smaller undercut and higher
anisotropy but compromises with the material selectivity, in comparison to its
wet counterpart [59]. Depending on etching mechanism, physical dry etching (ion
milling) etches with low etch rate with chemically inert gas (argon) whereas,
chemical dry etching (high pressure plasma) is used with highly reactive species
(XeF2) improving the etch rate substantially [59]. Combination of the physical
and chemical method called reactive ion etching (RIE) is very popular and well-
equipped means in modern MEMS technology [57]. Anisotropy may be enhanced
through deep reactive ion etching (DRIE) [57, 59]. Protection of sensing layer
is necessary as dry etching is generally performed from the front side. RIE and
DRIE automatically allow such masking as the ion activated area needs to be
predefined prior to etching [59]. Hence, it will be suitable for anodized oxide-based
sensor device with micromachined Si substrate. Calavia et al. [22] successfully
demonstrated micromachined platform having anodized WO3 nanodots on the top
of the membrane employing wet etching technique. Most possibly, selective etching
property of wet etchant (KOH for the case), in their case, does not affect the oxide
layer chemically or physically as the process ensures lower temperature (<60 ıC).
Thus, if such etchants can be identified for individual of anodized oxide sensing
layer and bulk micromachining is not an issue of importance; then wet etching
can also be employed for anodized film-based gas sensor development with MEMS
platform.

4.3 Prospects

It can be envisaged that the challenges associated in integrating the electro-
chemically anodized nanostructured sensing layer with the micromachined sili-
con substrate calls for multidimensional optimization of process steps, process
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parameters and process reagents. For selective processing at different levels, mask
design becomes complicated and total number of process steps involved also
increases significantly. In spite of that, due to unprecedented advantages of the
electrochemically grown nanostructured sensing layer, modern chemical sensor
researchers attempted to integrate the same with MEMS platform [22]. Complexity
regarding them at different stages of metallization and subsequent etching can be
partially circumvented by employing polysilicon heater in place of metal ones [57].
On the other hand, for better adhesion of the metal layers with desired thickness
(for electrode and base metal for anodization) a few nanometer thick Ti/Cr adhesive
layer is usually pre-deposited [22, 57]. Selective anodization is carried out such
that the sensing layer is situated at the center of the active area/membrane. For
such anodization, often aluminum template is used. PTFE or similar materials
are usually employed to protect the other part of device during anodization [22].
Micromachining is carried out at the last step of process flow and temperature of
etchant is precisely maintained so that it does not react with anodized sensing layer.
Moreover, judicious selection of the dry/wet etchants is also necessary.

5 Concluding Remarks

A critical and thorough review on vapor/gas sensing properties of a wide range of
electrochemically derived metal oxide nanoforms as the sensing layer employing
different device configuration has been conducted in this chapter. The challenges,
prospects, and possible measures to mitigate the limiting issues (for integrate elec-
trochemically derived sensing layer with MEMS platform) have been elucidated.
An approach to understand the mechanism behind the oxide growth has been
represented followed by the effect of anodization parameters on oxide proper-
ties. Variations of electrochemical parameters (like anodization time, temperature,
applied electric field, constituents and concentrations of electrolyte etc.) eventually
control the morphology as well as the intrinsic properties of the grown oxide(s).
It is also observed that, depending on the native metal, the porosity and the
dimension of the nanoforms varies even if other anodization parameters remain
unchanged. Besides, crystalline phase, grain size, and stoichiometry of metal oxides
directly influence the sensing performance of the device. Considering the sensing
performance of all the nanoforms, it is observed that, nanotube array, due to their
highest specific surface area is capable of sensing the target species with better
efficiency than that of the other nanoforms. Literature review suggests that, different
device configuration has been incorporated among which MIM device structure is
a promising one as it offers faster response/recovery compared to its conventional
resistive counterpart. On the other hand, micromachined platform is suitable for
in-built low-power heater assembly which maintains the optimum operating tem-
perature at the test field, along with the chance to integrate the supporting electronic
circuitry on the same platform. But, such integration of anodized sensing layer with
the micromachined platform involves a large number of process steps which must be
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dealt with proper expertise. These additional steps increase the cost of final product
as well as complexity, but with better device performance (e.g., better sensitivity,
speed, and power). Therefore, successful attempts are made recently to integrate
electrochemically grown efficient sensing layer with the efficient platform fabricated
through micromachining.
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Chapter 15
Minimally Invasive Medical Devices
and Healthcare Devices Using Microfabrication
Technology

Y. Haga, T. Matsunaga, T. Kobayashi, and N. Tsuruoka

Abstract Medical tools for use in the human body, such as catheters and endo-
scopic tools, usually need to be thin and small. With the progress of minimally
invasive diagnostics and treatment techniques, these medical tools must not only be
thin or small, but must also be capable of performing several functions. To meet
these demands, microfabrication techniques such as MEMS (micro electromechan-
ical systems) technology and related microfabrication technologies are effective.
A MEMS device can incorporate several functions, such as sensor, actuator, and
microelectronics. We have developed several microdevices for minimally invasive
diagnostics and therapies using MEMS and related microfabrication technologies.
An ultraminiature fiber-optic pressure sensor and intraluminal MRI (magnetic
resonance imaging) probe have been developed for use in the human body. Active
bending catheters and endoscopes using micro actuators have been developed for
steering their tips without using traction of wires from outside the body. Small
wearable healthcare devices which are attached on the surface of the human body
have also been developed using the microfabrication technologies. A wearable blood
pressure monitoring system using ultrasound and a microperfusion system using a
metal needle with micro flow channel for measurement of subepidermal biological
substances have been developed.
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1 Introduction

Micro electromechanical systems (MEMS) is one of microsystems technology for
building micromechanical structures on wafers using photofabrication techniques,
for example, photolithography, etching, patterning, and bonding. One of advantages
of the MEMS process is batch fabrication which enables disposable use of the
device. The advantage is suitability for minimally invasive therapy because almost
the tools for use in the human body are disposable.

Minimally invasive examinations and therapies with endoscopes and catheters
are already widely performed, and enable effective treatment without large incision
and damage to the patients. There are mainly three kinds of tools to perform
minimally invasive therapy:

• Catheters, flexible thin tubes which are inserted in the blood vessels or digestive
tracts for intraluminal examinations and surgery.

• Rigid endoscopes, which are inserted through small incisions of the skin.
• Flexible endoscopes, which are inserted into natural openings of the human body.

In the case of the catheter, precise position control and effective imaging method
are required for precise intravascular surgeries, for example, RF catheter ablation
and embolization of cerebral aneurysms. Precise endoscopic surgery techniques
are required for advanced endoscopic treatment procedure, for example, ESD
(Endoscopic Submucosal Dissection) as treatment of cancer.

To meet the requirements, microsystem technologies are effective. Using these
technologies, several small medical devices and systems with several functions for
use in the human body can be realized.

Other applications of thin and small devices with several functions are healthcare
applications. Small wearable healthcare devices which are attached on the surface of
the human body have also been developed using the microfabrication technologies.

2 Microdevices Developed for Minimally Invasive
Diagnostics and Treatment

Using these microfabrication technologies, we have developed several small and
thin medical devices and systems with several functions for use in the human body.

2.1 Ultraminiature Fiber-Optic Pressure Sensor

Small pressure sensors are effective for accurate local pressure measurement in
small blood vessels of small children or animals, and in stenosed diseased areas.
Fiber-optic pressure sensors have the advantages of high potential of miniaturiza-
tion. Figure 15.1 shows a sensor system [1]. White light passes through the fiber
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Fig. 15.1 Sensor system of ultraminiature fiber-optic pressure sensor [1]

Fig. 15.2 Fabricated sensor
head [1]

to the sensor and light reflected by the sensor element passes back through the
same optical fiber and is finally detected by a spectrometer. As a sensor element,
a small thin SiO2 diaphragm is fabricated and attached at the end of the optical
fiber as shown in Fig. 15.2. The thickness of the SiO2 diaphragm is 700 nm. A total
reflection mirror is fabricated on the backside of the diaphragm and a half mirror is
also formed at the end of the optical fiber. The diaphragm is deformed by applied
blood pressure and white light is interferometrically modulated according to the
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gap change between the two mirrors. As the sensor head is small enough, several
sensor elements are batch fabricated at one fabrication process on a silicon wafer
and each sensor element is attached to the fiber end in a glass capillary. For use
in blood vessels, the fiber-optic pressure sensor is covered with a metal coil and
a biocompatible polymer tube. Experiments on animals have been carried out and
blood pressure in porcine artery was successfully measured.

2.2 Endoscopic Hood with Hydraulically Variable Tip
Diameter for Endoscopic Submucosal Dissection

Endoscopic submucosal dissection (ESD) is performed widely for treatment of early
stage cancer in the digestive tract. Early cancer is accurately dissected en bloc by
ESD regardless of its size, but it is a technically demanding procedure with a risk of
complication. Hood with hydraulically variable tip diameter has been developed for
lifting up the incised mucosa and attaining large field of endoscopic view to reduce
the operation time and the risk of perforation [2].

The tip parts and the base part are made of acrylic resin using a 3D printer. The
hood has its tip divided into two or three parts, and the tip parts and the base parts
are joined by polymer sheets. A thin silicone tube which acts as a hydraulic actuator
is embedded inside the hood. When water is injected inside the silicone tube using
a medical syringe, the polymer sheets deform by the inflation of silicone tube, and
the tip parts are pulled open, hence the tip diameter of the hood changes.

The hood with variable tip diameter is mounted at the tip of the endoscope
(Fig. 15.3) and inserted into the incision when its tip diameter is small. Then, the

Fig. 15.3 Fabricated endoscopic hood with hydraulically variable tip diameter mounted at the tip
of the endoscope [2]
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Fig. 15.4 Actuated endoscopic hood with hydraulically variable tip diameter, three tips type (left)
and two tips type (right) [2]

lesion is lifted by expanding the tip diameter, widening the visible incision area as
shown in Fig. 15.4.

2.3 Active Catheter/Active Endoscope Using Shape Memory
Alloy Actuators

For controllable steering of the catheter or the endoscope, TiNi alloy shape memory
alloy (SMA) micro actuators can be used. The SMA is heated and actuated by
supplying electrical current to the SMA wire when electrical resistance of the SMA
wire is relatively high if the wire diameter is small. Then the SMAs can be easily
actuated as small artificial muscles. By changing the deformation shape of the SMA
and configuration of the mechanism, several motions can be realized [3]. Not only
bending motion but also torsional and extensional motions can be realized as shown
in Fig. 15.5.

Multidirectional bending mechanism using SMA wires has been developed
and utilized for an active bending electric endoscope [4]. Three SMA wires are
positioned with a spacing of 120ı around the inner tube. When one or two SMA
wires are actuated, they contract and bend the mechanism in a certain direction. To
prevent deterioration of bending angle caused by inactive SMA wires, the inactive
SMA wires shift inward without strain as shown in Fig. 15.6.
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Fig. 15.5 Conceptual structure of active mechanisms using SMA [3]

Fig. 15.6 Multidirectional
bending mechanism using
SMA wires [4]

An active bending electric endoscope using the multidirectional bending mech-
anism has been fabricated as shown in Fig. 15.7 [4]. The endoscope consists of
an imager component, a bending component, and a shaft component. The imager
component has a CMOS imager, and three LEDs. The bending part consists of
three SMA wires, a restraining coil made of stainless steel wire with a square cross
section, and four links for adequate positioning of the SMA wires. The bending
angle of the active bending mechanism was 50ı (radius of curvature 40 mm) at
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Fig. 15.7 Fabricated active bending electric endoscope using SMA wires [4]

Fig. 15.8 Fabricated endoscope in bowel model (a) and acquired image of the bowel model using
equipped CMOS imager (b) [4]

300 mA when one SMA wire was actuated. Fabricated active bending electric
endoscope in small bowel model and acquired image of inside the bowel model
using equipped CMOS imager are shown in Fig. 15.8.

2.4 High-Resolution Intraluminal Magnetic Resonance
Imaging Probe

Intraluminal MRI (magnetic resonance imaging) probe holds promise to achieve
high-resolution image of small pathological lesion such as the vessel plaque and
pancreas cancer comparing to conventional MRI scanner.

By placing a receive coil in the human body, NMR (nuclear magnetic resonance)
signals from the tissue surrounding the receive coil are detected sensitively.

For making the receive coils, we have developed a MEMS process applicable to
cylindrical substrates. A point exposure system has been developed using maskless
photolithography on cylindrical substrates; a sputtering system with a rotational
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Fig. 15.9 MRI probe (single layer saddle coil) [5]

mechanism and a photoresist spray coating system have been fabricated and utilized.
Arbitrary thick photoresist pattern can be fabricated on the cylindrical substrates
using the equipments. Thick metal pattern is electroplated using the thick photoresist
pattern as a mold as shown in Fig. 15.9 [5].

Fabricated small receive coil probe is inserted into blood vessel. Acquired image
of extracted porcine subclavian artery is shown in Fig. 15.10. Multilayer coil pattern
is effective for improvement of sensitivity by increasing inductance of the coil.
Multilayer coil pattern fabricated by repeating the process mentioned above is
shown in Fig. 15.11.

3 Healthcare Devices Using Microsystem Technology

3.1 Wearable Blood Pressure Sensor Sheet Using Ultrasonic
Measurement of Vessel Diameter

For wearable blood pressure monitoring without cuff, ultrasonic transducer array
which measures change of blood vessel diameter has been developed as shown in
Fig. 15.12 [6]. The transducer array is placed on the skin of the wrist above radial
artery.

When stiffness of the vessel wall is constant, diameter of the blood vessel
changes according to internal blood pressure in the blood vessel. The diameter
change can be measured using delay time of reflected ultrasonic pulse echo signal.
After initial calibration of maximum and minimum diameter of the blood vessel
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Fig. 15.10 Extracted porcine subclavian artery (left) and acquired MRI image (right) [5]

Fig. 15.11 Multilayer coil

using systolic blood pressure and diastolic blood pressure measured by conventional
blood pressure cuff, blood pressure can be estimated using diameter change.

Figure 15.11 shows structure and fabricated ultrasonic transducer array. Array
of the transducer is useful for alignment of ultrasonic transducer and radial artery.
Using the device, displacements of the posterior and anterior vessel walls were
measured, respectively. Diameter of blood vessel is calculated by subtraction of two
wall displacements.
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Fig. 15.12 Wearable blood pressure sensor sheet using ultrasonic measurement of vessel
diameter [6]

Fig. 15.13 Microperfusion for measurement of biological substances in subepidermal tissue [7]

3.2 Microperfusion Needle for Measurement of Biological
Substances in Subepidermal Tissue

Concentrations of biological substances are useful as indicators of physiological
and pathological states. In order to monitor biological substances, thin metal
needle which has fluid channel with perforated membrane has been developed
as microperfusion needle as shown in Fig. 15.13. Biological substances from
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Fig. 15.14 Fabricated microperfusion needle (fluid channel is fabricated on surface of acupunc-
ture metal needle) [7]

subepidermal tissue are extracted by perfusion of saline. Concentrations of some
low molecular weight substances in blood, for example, blood glucose and blood
lactate, are well correlated to concentrations in subcutaneous tissue.

For microperfusion, fluid channel with perforated membrane is fabricated on the
surface of the 200 �m diameter metal needle as shown in Fig. 15.14 [7] using the
non-planer photofabrication process mentioned in Sect. 2.4. Since this device uses
thin metal acupuncture needle as base substrate, the needle has enough rigidity for
insertion through the skin and can be inserted in the skin without pain.

The device can be used for several applications, for example, adequate exercise
load level indicator using lactate monitoring, alcohol sensor, and glucose sensor
for diabetes management. The efficacy of the fabricated needle was examined by
measuring lactate and glucose concentrations of mice. Concentrations in perfused
saline were well correlated to concentrations in blood.

4 Conclusion

Various biomedical microsystems for minimally invasive diagnosis and treatment
and for healthcare applications have been mentioned. Minimally invasive diagnosis
and treatment and healthcare are promising applications of microsystem technolo-
gies, not only because the technologies make conventional procedures easier and
more precise, but also because there is a demand for technology which can enable
improved diagnosis and treatment.
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Chapter 16
Flexible Electronic Devices for Biomedical
Applications

Pooria Mostafalu, Amir Sanati Nezhad, Mehdi Nikkhah, and Mohsen Akbari

Abstract Recent advances in material sciences and microfabrication technologies
have enabled creating flexible electronic systems that are able to integrate with
soft tissues with curvilinear and dynamic surfaces. Remarkable features of these
flexible devices have opened an array of opportunities in controlling disease
conditions, improving surgical procedures, and continuous health monitoring. The
overarching goal of this chapter is to provide an overview of current advances in
the field of flexible electronics with emphasize on biomedical applications. We will
primarily discuss the fabrication strategies and materials for the development of
physical-, chemical-, and biosensors. In the second part, the emerging applications
of flexible electronics in wound healing, wearable electronics, implantable devices,
and surgical tools as well as point-of-care diagnostic devices, will be explored.
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1 Introduction

Flexible electronics is referred to the technology of integrating electronic circuits on
stretchable substrates. The introduction of this technology goes back to 1960s when
the flexible solar cell arrays were fabricated by forming thin layers (�100 �m) of
crystal silicon wafer cells on a plastic substrate [1]. Flexible electronic devices offer
several advantages over their rigid counterparts: they are lighter, portable, and could
be manufactured using less expensive methods. Additionally, these devices are
foldable and deformable, which make them excellent for applications that require
smaller footprints or possess surfaces with curvilinear and irregular morphology.
For instance, flexible solar cells are now being widely used to power satellites as
they are lightweight and can be rolled up during the launch time and expanded after
the satellite is placed in its orbit [2, 3]. Because of these alluring properties, this
technology has been rapidly grown and found extensive applications in automotive
industry [4], energy harvesting [5, 6], paper-like displays [7–9], robotics [10, 11],
and medical devices [12–14].

Flexible electronics can be integrated with biological tissues by conforming to
their soft and curvilinear shapes [13–15]. These systems can be bent, twisted, and
wrapped around irregularly shaped objects without compromising their function-
alities [13]. Due to these unique properties, innovative flexible electronic systems
have been developed to measure electrophysiological signals [14, 16–19] and
deliver therapeutic agents into or onto the human body [20, 21]. Additionally,
recent advances in developing novel synthetic and naturally derived biomaterials
enabled tailoring the substrate mechanical properties and controlling the rate of
adsorption of different components of electronic systems in a programmable manner
for implantable applications.

This chapter provides an overview of the recent advances in flexible electronic
systems from the perspectives of their applications in biomedical applications. The
first part of the chapter discusses flexible biomaterials including biocompatible
substrates and conductive materials that have been utilized for this technology.
We will explore different fabrication methods for creating flexible electrodes and
will discuss their applications in the development of physical-, chemical-, and
biosensors. The second part of this chapter will be dedicated to the emerging
applications of the flexible electronics in wound healing, implantable devices,
wearable electronics, and point-of-care diagnostic devices for early detection of
human diseases. The chapter finally presents a perspective on the technology of
flexible electronics and provides insights for the development of novel systems for
emerging applications in biomedical engineering.
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2 Flexible Electronics

2.1 Fabrication Strategies and Materials

Modern electronic devices are composed of a circuitry system made of
semiconductors and a substrate that may be encapsulated in epoxy-based materials
to protect delicate components. In flexible electronic systems, all components
should comply with arbitrary deformations such as bending, stretching, twisting,
and compression without losing their performance. One of the major strategies for
fabricating flexible electronics is to manufacture complete circuits on a carrier
substrate using conventional methods including lithography-based patterning
techniques or chemical etching procedures, and further transferring the patterns
onto a flexible substrate [22, 23]. In a study by Choi et al., silicon nanomembranes
were fabricated from silicon-on-insulator wafers using reactive ion etching
and the structures were subsequently transferred and bonded to a pre-strained
polydimethylsiloxane (PDMS) substrate [22] (Fig. 16.1a). This construct exhibited
biaxial and reversible stretching and compression with a linear response to applied
forces. To improve the stretchability of the structures, they were formed into a
noncoplanar mesh architecture to move freely out of the plane [23] (Fig. 16.1b, c).
With such configuration, strains up to 100 % were achieved. Other structures such
as noncoplanar serpentine [23] and coiled spring layouts [24] have also been used
to achieve higher stretchability. Although this process enables the fabrication of
high-performance devices with sophisticated structures on flexible substrates, it is
expensive and can only cover small surface areas. Moreover, the manufacturing pro-
cess is challenging due to small dimensions and mechanical fragility of the features.

An alternative approach for the development of flexible electronics is to fabricate
the circuits directly on a flexible substrate. This approach requires conductive
materials that can be grown on a foreign substrate and stretched without losing
their functionalities. Existing techniques for direct patterning of conductive
polymers include low-temperature assembly [25–27], solution processing and
direct deposition [28, 29], contact printing using PDMS stamps [17, 30, 31],
screen printing [32, 33], micro- and nanomoulding [12, 34, 35], and embedded
3D printing [36]. Typical organic/inorganic materials used in these techniques
include eutectic gallium indium (eGaIn) [37, 38], carbon-based materials [39, 40],
nanowires or nanotubes [39, 41], silver [42], and ionic fluids such as hydrogels and
ionogels [43, 44]. A major advantage of these methods is their scalability that allows
manufacturing of large-area electronic surfaces with high density. For instance, a
3D printing approach was utilized to directly embed a conductive material within
a flexible substrate [36]. This method was used to create strain sensors for human-
motion detection (Fig. 16.2a–c) [36].

Roll-to-roll fabrication of large-scale flexible electronic systems was demon-
strated by direct deposition of monolayers of graphene films onto flexible copper
substrates [29] and conductive polymers ITO:PET substrate [45] (Fig. 16.2d–f).
However, any of these materials has its own limitations. For example, the fabrication
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Fig. 16.1 The stretchable features transferred and bonded to elastic substrates. (a) Fabrication
and transfer of wavy features on PDMS. Reprinted with permission from [22]. Copyright 2007
by American Society of Chemistry. (b) Fabrication process of noncoplanar stretchable electronics.
The circuit mesh was fabricated on a silicon wafer and then transported to a pre-strained PDMS
substrate and encapsulated within PDMS. (c) Flexible device underwent various stretching modes
including diagonal stretch, twisting, and bending. Reprinted with permission from [23] Copyright
2008 by Proceedings of National Academy of Sciences

routs of using liquid metals are complex as they possess high surface tension and
complex surface phenomenon [46]. On the other hand, ionic fluids and conductive
inks can be patterned easier, but they have non-uniform electrical resistivity because
of particle network disruption at high strains [36] or changes in water content as a
result of evaporation or hygroscopic effects [47].

Flexible electronics with the ability of conforming to curvilinear surfaces require
patterning of electronic components on stretchable substrates [48]. Metallic free-
standing microstrips have been successfully utilized for brain mapping [14].
However, having a flexible substrate improves the mechanical stability of the
device and enables fabrication of advanced drug delivery systems and smart wound
dressings by encapsulating drug carriers in the substrate. Paper and PDMS are
probably the most used substrates in flexible electronic devices [13, 23, 49, 50].
These materials are biocompatible, low cost, and permeable to air. In particular, the
nanoporous structure of paper makes it an excellent candidate for rapid diagnostic
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Fig. 16.2 Manufacturing of flexible electronics. (a) Embedded 3D printing of conductive ink into
an elastic substrate. (b) Image of a stretched multilayer strain and pressure sensors fabricated by
embedded 3D printing technique. (c) A glove with strain sensors made by embedded 3D printing.
Reprinted with permission from [36]. Copyright 2014 by WILEY-VCH Verlag GmbH & Co. (d)
Roll-to-roll fabrication of a large-scale flexible electronic device with (e) excellent flexibility.
(f) A touch screen panel resulted from the graphene-based stretchable electronic. Reprinted with
permission from [29]. Copyright 2010 by Macmillan Publishers Limited. (g) A patterned electrode
on an electrospun PGS-PCL mat. (h) Scanning electron microscopy image of the electrode on the
mat. (i) Flexible electrode before (left) and after (right) degradation of the PGS-PCL substrate in
500 mM NaOH. Reprinted with permission from [32]. Copyright 2014 by WILEY-VCH Verlag
GmbH & Co

tests. However, paper is not elastic and loses its mechanical integrity in aqueous
environments. PDMS is a soft elastomer that has been extensively used in food and
cosmetic industry. PDMS can be processed easily to create stamps for transferring
conductive materials on different substrates [51]. Due to the existence of –OH
groups on the PDMS surface, strong covalent bonds (Si–O–Si) between the pattern
on the top and the substrate can be formed. Other materials such as silk [52],
polyester [15], poly(imide) [53], poly(4-vinylpyridine) [54], paper, poly(lactic-
co-glycolic) acid (PLGA) [55], and poly(caprolactone)-poly(glycerol sebacate)
(PGS-PCL) [32] have also been used as substrate materials. A notable example
is an electrospun PGS-PCL mat used to fabricate bio-resorbable temperature
and strain sensors and heaters by screen-printing of silver ink and iron oxide
(Fig. 16.2g–i) [32]. These fibrous substrates offer several advantages such as high
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biodegradability, considerable suturability, high in-plan thermal conductivity, and
high permeability to air and body fluids [32, 56, 57]. Similar to paper substrates,
electrically conductive materials can be patterned on these substrates using screen
printing, inkjet printing, and contact printing.

Overall, elastic electronics that are able to form a conformal contact with non-
flat surfaces require an elastic substrate and stretchable conductive materials. The
fabrication process should maintain the contact between the conductive layer and the
substrate without losing its performance. For biomedical applications, the material
should also be biocompatible and does not induce allergic reactions. Implantable
electronics should degrade into non-toxic compounds in a controlled manner.
Moreover, these materials should be compatible with the existing fabrication
processes and enable the fabrication of large-scale devices.

2.2 Physical Sensors

Physical parameters such as temperature, stress, strain, and pressure are important
indicators of different diseased conditions in various organs and tissues [58–60].

2.2.1 Temperature Sensors

Temperature is an important marker for monitoring the body’s health as its
variation can be an indicator of inflammation or bacterial infection [58, 59].
Moreover, precise measurement of significant changes in temperature is central
for improving the accuracy of other chemical and physical sensors [61]. For the
majority of temperature sensors, the principle operation is based on the variation
of the resistance as a function of temperature change. Resistive metallic sensors
are the most common types of sensors, for this purpose [61]. Platinum is the
best material among readily available metals that provides a linear temperature-
resistance coefficient and is compatible with conventional microelectromechanical
systems (MEMS) technology [15, 62–64]. Other materials such as graphite, silver,
and carbon nanotubes (CNTs) have also been widely used for the fabrication of
flexible temperature sensors [65–68].

2.2.2 Strain Sensors

Strain sensors are used for measuring the amount of displacement in a moving
object. The basic of strain sensors relies on the piezoresistive properties of a
conductor, where the electrical conductivity varies with applied strains mostly in
a linear fashion [15, 39]. A mechanotransduction system inspired from kidney
cells relies on the mechanical interlocking of metal coated nanofibers [12]. Such
nanofibers can be made from high-aspect ratio Pt-coater polymeric nanofibers
grown on thin layers of PDMS substrates (Fig. 16.3a). This configuration can be
used to measure strains as small as human heart beats and as large as the impact of a
water droplet on a super-hydrophobic surface with reproducibility of 10,000 cycles
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Fig. 16.3 Flexible physical sensors. (a) Schematic of the strain sensor made from high-aspect ratio
Pt-coater polymeric nanofibers grown on thin layers of PDMS, which was used for (b, c) human
heart beat measurement. Reprinted with permission from [12]. Copyright 2012 by Macmillan
Publishers Limited. (d) Schematic of a multicore-shell capacitive strain sensor for human motion
measurement. (e) Multicore-shell strain sensors fabricated in two different lengths. (f) A stain
sensor integrated with a fabric across the knee for human motion measurement. Reprinted with
permission from [69]. Copyright 2015 by WILEY-VCH Verlag GmbH & Co. Ultrasensitive flexible
pressure sensors capable of measuring ultralight weights of a (g) fly and (h, i) miniaturized tripod.
Reprinted with permission from [35]. Copyright 2010 by Macmillan Publishers Limited

(Fig. 16.3b, c) [12]. Embedded 3D printing of a viscoelastic conductive material
into an elastomer using a nozzle has been also used to create flexible strain sensors
capable of measuring strains up to 450 % [36]. Capacitive sensors are another class
of strain sensors, which have been recently used to measure strains up to 700 %
[69]. These sensors are composed of a dielectric layer sandwiched between two
conductive layers. The strain signal is determined by measuring the alteration in
the thickness of the layers as a function of applied deformation [43, 69, 70]. In
particular, strain sensors that are made from fibre materials can be integrated into
smart fabrics and further used for the measurement of human motion (Fig. 16.3d–f).

2.2.3 Pressure Sensors

Pressure measurement is essential for applications in soft robotics, smart artificial
hands, and electronic skin (e-skin) that imitates the functions of human skin [8,
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35]. To sense the applied pressure on a large surface, fabrication of an array of
flexible pressure sensors capable of mimicking the tactile sensing of natural skin
is required. Organic field-effect transistors (FETs) integrated with rubber pressure
sensors are the most cost-effective methods for fabrication of large-scale flexible
pressure sensors [10, 11]. Organic transistors are inherently flexible and offer several
advantages including the ability to be manufactured on plastic films at ambient
temperatures using inexpensive methods [53, 71, 72]. Higher sensitivities can be
achieved by using a compressible rubber in the dielectric layer (Fig. 16.3g–i) [35].

Integration of the sensors with other electronic components such as power
supplies and communication elements is central for long-term measurement of
the physical markers [15]. An important factor in designing such systems is
to ensure long-live and robust electrical contacts that do not cause discomfort
and irritation for the skin. In a notable study, a multifunctional sensing system
composed of temperature, strain, and electrophysiological sensors, light-emitting
diodes, transistors, resistors, wireless power coils, along with a high frequency
communications [15]. This sophisticated system was integrated on a 30 �m gas
permeable polyester sheet and was able to undergo different stretching forces
without losing its functionalities. Such advanced technology can be further used
to measure the electrical signals generated by heart, brain, and skeletal muscles for
gathering information about the human body health in long term.

2.3 Chemical and Biological Sensors

Flexible chemical- and biological sensors designed for the detection of biological
parameters such as pH, biomarkers, enzymes, chemokines, toxic or explosive
agents, or environmental pollutants. These sensors have been used for a wide range
of applications including healthcare, military, sport, and environmental monitoring
[73]. Development of miniaturized and minimally invasive biosensors for the detec-
tion of biomarkers and cytokines continues to be an important application of flexible
biosensors [73]. Among a variety of different detection systems, electrochemical
detection techniques such as amperometric and voltammetric methods have received
a broad attention. Various flexible materials including polyethylene terephthalate
(PET), polyethylene naphthalate (PEN), Mylar, Parylene, and Kapton have been
used as the substrate for electrode patterning [74]. Graphene is an exceptional
candidate as an electrode for flexible biosensors due to its high deformability,
conductivity, and transparency [17]. Also its high surface area helps to provide
high sensitivity for a large number of markers [75]. To use graphene for biosensing
applications, its surface can be functionalized with various biomolecules, e.g.,
antibodies and linkers through covalent, non-covalent, or ionic bonds [76]. In the
most common application of graphene for biosensing, the surface is functionalized
with reduced graphene oxide (rGO) [77, 78].
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2.3.1 pH Sensors

pH is one of the critical parameters affecting many reactions in the body and is
an indicator of the bacterial infection especially in chronic wounds [79]. The pH
of digestive tract also changes in gastrointestinal diseases such as inflammatory
bowel and gastroesophageal reflux diseases or infection from Helicobacter pylori
[80, 81]. Traditional pH sensors are glass-based potentiometric devices that reveal
open circuit voltage with respect to the pH of the solution based on Nernst equation
[82]. These devices are rigid and bulky, and cannot be used for wearable and in vivo
applications. Solid-state pH sensors contain two electrodes, a working electrode
and a reference electrode. Working electrode is fabricated by deposition of metal
oxide such as platinum oxide, iridium oxide, and ruthenium oxide on flexible
substrates [83–86]. These metals can be deposited using physical metal deposition
including sputtering, e-beam evaporation, electroplating, screen printing, and sol–
gel coating [85, 86]. The thickness of the deposited layer is small and does not
affect the flexibility of the device. Conductive polymers such as polyaniline (PANI)
or polypyrrole (PPy) are other materials that could be used as working electrodes in
pH sensors [87, 88]. Their chemical structure allows protonation and deprotonation
in acidic and basic environments to generate the potential voltage between working
and reference electrodes [89]. Solid-state pH sensors demonstrated a linear response
within the pH range of 2.0–12.0 with a sensitivity of 58.73 ˙ 0.41 mV/pH and a
rapid response time of 0.5–5 s depending on the solution pH [90].

2.3.2 Glucose Sensors

The ability to monitor the glucose level in vivo over a long period of time enables
intensive control of blood glucose concentrations in diabetic patients. Additionally,
such long-lasting implantable sensors reduce the frequency of implantation and
replacement, which can lead to less discomfort for patients. A flexible thick-
film biosensor was developed using Nafion/GOx/carbon enzyme-functionalized
electrodes for in vivo detection of glucose (Fig. 16.4a) [91]. The mechanical defor-
mation testing demonstrated reliable performance for such flexible enzyme/polymer
electrode (Fig. 16.4b). It was also shown that the sensitivity of the sensor substan-
tially enhanced following the strain application. A potential reason could be the
increase in biocatalytic area for the reaction though the response was stabilized
after a few bending cycles. However, the alteration in sensitivity under mechanical
loading was not observed for other agents such as hydrogen peroxide, catechol,
and potassium ferrocyanide. Another glucose sensor with flexible structure and
suitable optical transparency was constructed by immobilizing graphene oxide
(GO) with glutaraldehyde solution onto the Indium/Tin Oxide (ITO)-electrode [92].
The sensor was able to measure glucose ranges from 0.06 to 1.24 mmol/L with
accurate reproducibility [92]. In another study, a glucose sensor was fabricated using
membrane-entrapped GO on a flexible polyimide substrate and integrated with a pH
sensor based on a PVC-based neutral carrier membrane [91]. By incorporation of



350 P. Mostafalu et al.

Glucose Oxidase

sensitive areaa

c

d f
ID: 700μm

e

b

Electrical leads

Blood flow

Glucose sensor

Temperature sensor

Flow rate sensor

Cross section

Blood vessel

Spirally-rolled

Spirally-rolled polymer tube Silicone tube Electrical cable
with multiple microsensors

polymer tube

Microsensors
outside the tube

Microsensors
inside the

Blood vessel Spiral micro tube

Samples flow

Glucose semi-permeable

Sensor membrane bending

Enzyme + Electrolyte
layer

angle according to different
diameter tubesθ

Epoxy-polyurethane
membrane

Kapton film

Glucose sensor Overlapped Electroplated
coil outsideregion partinside

Au WE Ag/AgCI RE Au CE

<Cross section view>

through the tube

along the tube

Au CE
Ag/AgCI RE
Au WE

enzyme matrix

Fig. 16.4 Flexible biosensors. (a) Bare electrodes on a flexible Mylar substrate. (b) Electrodes
during a 180ı inward bend. Reprinted with permission from [91]. Copyright 2010 by Elsevier. (c)
Schematic of a rolled glucose sensor and (d) image of the sensor. Reprinted with permission from
[98]. Copyright 2007 by Elsevier. (e) Glucose biosensor integrated into catheter. (f) The fabricated
glucose biosensors in rolled configuration. Reprinted with permission from [99]. Copyright 2008
by Elsevier

several pretreatment and heat curing steps as well as an electrochemical precon-
ditioning step, the sensor performed with minimal background noise and settling
time. The biosensor was designed for the short-term monitoring of glucose and
pH in intensive care units particularly for neurosurgical applications. This sensor
had profound performance with high specificity in detection of glucose in buffer
solutions, serum, and whole blood [91].

Nanotechnology has contributed significantly to the improvement of the sensi-
tivity and specificity of flexible biosensors. CNTs have shown promising results
for the development of electrochemical biosensors due to several specific prop-
erties including strong electrocatalytic activity, minimized surface fouling, and
high flexibility [3], and therefore have been used for the detection of electroac-
tive species such as hydrogen peroxide and reduced nicotinamide adenine dinu-
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cleotide (NADH). A flexible glucose sensor was fabricated using immobilization
of glucose oxidase (GOx) enzyme over plasma-functionalized multiwalled carbon
nanotube (MWCNT) films on gold coated PDMS substrate [93]. The GO/MWCN-
T/Au/PDMS electrode exhibited highly sensitive performance within the detection
limit of glucose in human body. Oxygen plasma-functionalized CNTs significantly
enhanced electrocatalytic activity and electron transfer due to production of oxygen-
contained groups over CNT surface, verified by X-ray photoelectron spectroscopy
[18].

Temporary transfer tattoos with electrochemical-based function and compliant
with the skin have been used for electrochemical analysis of physiologically relevant
agents such as ascorbic and uric acids with high sensitivity [73]. The ability of
these tattoos to withstand extensive mechanical loading and chemical degradation
in the skin has provided reliable transdermal wearable biosensors. However, there
are still challenges in the integration of electrodes onto both textile substrates and
the adhesion to the epidermis. Also further improvements are required to integrate
power sources to the biosensors to enable communication and data transfer via
wireless infrastructure, to assess interaction of liquids at the printed electrode-
epidermis interface, and to improve absorption of moisture on the surface [94].

A more advanced model of flexible biosensors is called “flexible rolled biosen-
sors”, suitable for integration into catheters for minimally invasive amperometric
detection of biomarkers [95–97]. A stretchable biosensor patterned on a polyimide
substrate was developed for rapid and sensitive detection of dynamic changes in
glucose, norepinephrine, and dopamine [95]. To integrate such biosensors into
medical catheters, textile-based thick-film sensors with highly porous substrates
were effectively utilized to survive large deformations [96]. Such textile-based
biosensor was further developed to achieve a flexible and low-cost solid-state sensor
[97]. Since the flexible fabrics had hydrophobic properties, they prevented hysteresis
behaviour and therefore enabled repeatable electrochemical sensing [97].

In a notable study, a novel glucose sensor was demonstrated by patterning
electrodes on Kapton material, followed by spirally rolling it into polymer micro
tube [98]. The comparison between the spirally rolled glucose biosensor with its
planar counterpart showed that the rolled sensor provided reliable sensitivities
under various working temperatures (Fig. 16.4c, d) [98]. This biosensor can be
effectively used for in vivo monitoring of glucose using microcatheters. In a more
complex system, bio-chemical and physical sensors were integrated into a flexible
polymer tube mounted within a catheter for measuring physiological (temperature,
pressure, and flow rate) and biochemical data (glucose concentration) (Fig. 16.4e, f)
[99]. The sensors were assembled on the inside and outside wall of the polymer
without the need to external wiring. The fabricated sensors demonstrated acceptable
performance in planar and spiral configurations as one step forward to develop
patient-specific “smart” catheters.
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2.3.3 Other Biosensors

Flexible biosensors are crucial for the fast, simple, reliable, and in-field detection
of biological and toxic agents on the battlefield for security applications [100–
102]. In particular, electrochemical biosensors have offered a unique opportunity for
field screening to identify various explosives or toxic agents [101]. Nitroaromatic
explosives (e.g., 2,4,6-trinitrotoluene, TNT) with redox activity have made them
ideal for electrochemical-based detection [100]. Various materials such as cotton,
polyester, and Gore-Tex with different hydrophobicity have been used as flexible
substrates for electrochemical detection of such agents [73]. Among these materials,
fabrics made from Gore-Tex have shown a profound waterproof properties that
are suitable for stable detection of nitroaromatic explosives such as TNT and
2,4-dinitrotoluene (DNT) in both the liquid- and gas phases [73]. The ability to
print electrodes in multiplexed arrays has enabled the fabrication of multiplexed
electrochemical sensor [102].

In addition to the application for gas-based detection of explosives, the
stretchable biosensors have shown their ability in diagnosis of security threats
and environmental contaminants in aqueous solutions [101, 103]. For instance,
isolation and transport of sea water samples to the laboratories for further analysis
is costly, labour-intensive, and time-consuming, indicating the need for portable
devices for on-site analysis of water samples [101]. Moreover, in military activities
with a requirement of hands-free operation, a built-in biosensor facilitates their
performance and provides the user with a real-time assessment of the environment.
For such applications, neoprene-based electrochemical electrodes have been
integrated into flexible substrates to provide effective wearable electrochemical-
based biosensors for on-site assessment of the presence of contaminants and
hazards, such as copper and phenolic pollutants [101]. Toward achieving a
fully integrated electrochemical portable biosensor, integration with miniaturized
potentiostats [103] has been utilized to detect phenols with the possibility of visual
indication and warning system alarming the divers and surfers about toxic level
of the environment. The future application of these fully miniaturized sensors is
to integrate them into suits worn by divers, surfers, and swimmers, for continuous
monitoring and security hazards.

3 Emerging Applications

3.1 Wound Healing

A large number of compromised and chronic non-healing wounds in our ageing
population have imposed a significant health and economic burden [104]. This
problem is intensified when combined with other complications such as diabetes,
vascular disease, and long-term immobility [105]. The current trend in the global
wound care market is now expected to raise from $15.6 billion in 2014 to $18.3
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billion in 2019 [104]. Therefore, developing novel therapeutic approaches for
treating skin wounds has been one of the most active areas of research during the
past few decades. The existing approaches for management of skin wound vary
from simple coverage of the wound with a sterile patch [106] to smart wound
patches capable of measuring the wound environment [81], and releasing the drug
on demand [21]. An ideal wound patch should be oxygen permeable, maintain the
moist environment of the wound, prevent bacteria and fungi growth, and cover the
entire wound area without imposing discomfort and irritation.

Quantitative monitoring of the wound environment during the healing process
is of great importance in effective management of the wounds [15, 107, 108]. For
example, the ability to measure pH of the wound provides useful information about
the stage of the healing process and the possibility of bacterial infection. Another
parameter that affects the wound healing process is hydration [107], as the ability to
control the moisture balance at the wound surface, central for a successful healing.
The hydration of the wound surface can be assessed by measuring the wound
temperature and humidity sensors [108]. Measurement of other important markers
such as oxygen level, cytokine release, the level of hormones and enzymes at the
wound site also provides useful information about the healing process [85].

Multifunctional skin-like electronics capable of covering the wound area have
been recently emerged as a promising approach for wound management applications
[16, 108]. These electronic systems are composed of metallic microstrips that
precisely measure the temperature and thermal conductivity of the wound
(Fig. 16.5a, b) [108]. The material characteristics and mechanical properties
of the substrate that holds the electronic circuit can be tuned to comfortably
cover the wounded area. Electronic devices can also be fabricated in the form
of sutures. These “smart” sutures were instrumented with high quality inorganic
and biocompatible semiconductors to perform sophisticated sensing and therapeutic
actions (Fig. 16.5c, d) [16]. The materials used in these sutures can be biodegradable
or permanent [109], while the sutures can be loaded with drugs, growth factors, or
stem cells for promoting the wound healing process [110]. Smart sutures can be
assembled into complex mesh-like patches using textile technologies for treatment
of large-scale wounds.

One of the main design parameters for a wound dressing is the ability to maintain
the wound in a moist environment [111]. Hydrogels are 3D polymeric materials
containing high water content, and thus are suitable materials for wound dressings
[112]. Hydrogels can be impregnated with drugs and growth factors to modulate the
vascular formation and also inhibit bacterial growth at the wound site. In addition,
other biocompatible materials such as glycerol can improve the flexibility of the
hydrogel-based materials and improve their ability to maintain water content over
long periods of time [21]. Conductive materials such as gold can be patterned on
hydrogel substrates to create electronic circuits for sensing and actuating purposes.
For example, a heating element was patterned on an alginate/glycerol sheet using
screen printing method to stimulate thermo-responsive drug-loaded microparticles
that were embedded within the alginate sheet (Fig. 16.5e, f). This system can be used
for on-demand release of antibiotics and growth factors in a programmed manner.
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Fig. 16.5 Flexible electronics for wound healing application. (a) An epidermal electronics system
capable of measuring the wound temperature during the healing process. Infrared images show
the temperature distribution over 30 days. (b) Temperature distribution measured by the flexible
electronic system. Reprinted with permission from [108]. Copyright 2014 by WILEY-VCH
Verlag GmbH & Co. KGaA. (c) Smart sutures made from strips of biocompatible semicon-
ductors on a polyester fabric. (d) Smart suture measuring wrapped around a finger and the
temperature. Reprinted with permission from [16]. Copyright 2012 by WILEY-VCH Verlag
GmbH & Co. KGaA. (e) An integrated hydrogel-based flexible electronic system capable of
releasing drugs and small molecules on demand. (f) A flexible hydrogel-based substrate with
encapsulate thermo-responsive microparticles (inset). Release profile of the particles at different
temperatures. Reprinted with permission from [21]. Copyright 2015 by WILEY-VCH Verlag
GmbH & Co. KGaA

3.2 Implantable Devices and Surgical Tools

Implantable devices are battery-powered electronics that are placed into the body
for diagnostics and therapeutic applications. These devices are able to measure
several body parameters such as temperature, oxygen content, and pH level,
and determine electrophysiological mapping of heart and brain [113]. Current
implantable electronics including pacemakers, deep brain stimulators, and epilepsy
management devices are composed of electrodes that are in contact with the targeted
tissue and a control unit system that monitors each electrode individually [14, 114].
These electrodes are fabricated on flexible substrates such as silicon-based materials
[114] or directly patterned on the tissue by a sacrificial substrate that was dissolvable
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Fig. 16.6 Flexible implantable devices and surgical tools. (a) Electrode arrays implanted directly
onto a soft brain tissue. (b) Measured brain activity signals using the flexible electrode array.
Reprinted with permission from [14]. Copyright 2012 by Macmillan Publishers Limited. (c)
Fractal-like design for fabrication of stretchable batteries. Reprinted with permission from [120].
Copyright 2013 by Nature Publishing Group. (d) A balloon catheter system with integrated
electrodes for measuring blood flow in real-time and to perform ablation. Reprinted with
permission from [19]. Copyright 2015 by Elsevier

in vivo (Fig. 16.6a) [14]. The advantages of these electronic systems are their
ability to conform on dynamic and 3D surfaces such as heart or brain and provide
electrophysiological mapping of the tissues by means of an array of micropatterned
electrodes (Fig. 16.6b) [14]. For example, 2016 silicon nanomembrane transistors
were fabricated on a thin plastic sheet and implanted on the surface of a beating
porcine heart to record its electrophysiological signals [114]. Unlike conventional
electrodes, this technology did not require repositioning of electrodes, and therefore
provided a high-resolution and real-time map of the heart.

Miniaturized integrated batteries are essential to supply the power required for
long-term function of the implantable devices [115]. The batteries should be able to
generate high energy or power densities in a small footprint. Two-dimensional (2D)
thin-film batteries supplied high power densities; however, they need large footprints
to deliver high energies required for activating some of the electronic components
[115]. It has been shown that colloidally templated 3D mesostructured electrodes
could improve the efficacy of power density production by delivering significant
energy due to high surface to volume ratios [116]. This technology can take
advantage of 3D holographic patterning techniques to allow precise control over
the microstructure of the electrodes. Stretchable batteries can be fabricated from
stretchable electrodes using wavy and wrinkled designs from conductive materials
such as polypyrrole [117]. The fabrication methods are similar to the methods used
for patterning of sensors on elastomeric substrates. Other design configurations
such as origami [118], serpentine [119], and fractal-like [120] patterns have also
been recently developed to achieve high power densities and larger stretchability
(Fig. 16.6c).
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Catheter-based diagnostic and treatment approaches are non-invasive methods
that rely on the local delivery of sensing elements and therapeutic payloads.
Catheters, instrumented with recording and stimulating electrodes, are flexible
and therefore can interface with the soft tissues within the human body. Balloon-
based catheters with multiple electrodes have been developed to map the electrical
activity of the heart and perform ablation therapy [13]. The fabrication strategy
includes patterning of ultrathin conductive layers and inorganic nanomaterials on
inflated elastomeric balloon substrates using plasma treatment, transfer printing, and
interfacial adhesives [13, 121, 122]. Another application of balloon-based catheters
is to manage vascular diseases such as coronary artery diseases using an approach
referred as percutaneous transluminal coronary angioplasty [121]. These catheter-
based methods are usually combined with drug-eluting stents for local delivery
of therapeutic agents [123]. To improve the functionality of these balloons, blood
sensors and actuators have also been integrated into the electronic system to monitor
the blood vessel health in real time (Fig. 16.6d) [19]. These sophisticated platforms
enable performing surgeries faster with less instrumentation and higher vascular
intervention efficiency.

3.3 Wearable Devices

Wearable systems are defined as a new class of the health monitoring and therapeutic
platform that can be embedded into the user clothing or accessory [124]. These
systems enable collection of physiological information over a long term without
introducing inconvenience to the patient [124]. This ambulatory technology allows
real-time monitoring of the key markers in patients with chronic conditions, not
necessarily in the hospital. Miniaturization, lightweight, and conformability of
the components are the key requirements of wearable systems. These systems
contain different electronic and sensing components integrated into a single flexible
platform such as bandage and wristband [125, 126].

In the past few years, several wearable devices have been introduced for monitor-
ing of the heart rate [127] [128], the blood pressure [129, 130], electrocardiography
[131], and physical activity [39, 132]. In a notable study, a wearable strain sensor
was fabricated from aligned thin films of CNTs on PDMS as an elastic substrate
[39, 133]. CNTs were aligned perpendicular to the strain axis. This system was able
to measure strains up to 280 % and was used to assimilate various dynamic motion
of the human (Fig. 16.7a–c).

To enhance the adaptability on a rough skin surface, the same group developed
a dry adhesive patch for in vitro diagnostics [134]. They presented a simple method
for fabricating an enhanced dry adhesive skin patch by utilizing modulus-tenable
composite micropillars made of stiff and soft PDMS materials (Fig. 16.7d–f). The
method consisted of direct replica moulding of rigid bottom micropillars (curing
agent 15 wt%) and selective inking of soft tip layer (curing agent 5 wt%). Such
monolithically integrated composite micropillars provided a large normal adhesion
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Fig. 16.7 Flexible wearable devices. (a–c) Wearable stretchable human-motion detector, strain-
gauge sensors and signal patterns of attachment on knee and a glove. Reprinted with permission
from [133]. Copyright 2011 by Nature Publishing Group. (b) Enhanced skin adhesive patch with
composite micropillars with (d) a schematic illustration and scanning electron microscopy (SEM)
image of heterogeneous micropillars. (e) Plot of the enhancement of adhesion, and (f) ECG
signal measurement with an electrode attached on the skin. Reprinted with permission from [134].
Copyright 2013 by WILEY-VCH Verlag GmbH & Co. KGaA

force up to 1.8 N cm2 (maximum: 2 N cm2) on the human skin as well as
high durability (30 cycles) without notable degradations. Using the composite
micropillars electrocardiograms (ECGs) were successfully recorded in real time for
the time period of 48 h with minimal side effects [134].

Wearable chemical sensors are also recently introduced. Smart bandage with
embedded oxygen sensors and readout electronics allows continuous monitoring of
chronic wound oxygenation (Fig. 16.7g, h) [135, 136]. In addition, electrochemical
sensors with screen-printed electrodes on underwater garments are proposed for
monitoring of environmental pollutants [137].

Another important application of the wearable devices is the electronic artificial
skin (e-skin) [8, 10, 35, 40, 41, 138]. Development of an artificial skin capable
of detecting external environmental stimulus is a great interest for the humanoid
robotics and prosthetics [10, 35, 41]. E-skin should be implemented on a highly
flexible and soft substrate to mimic the human skin. Currently, there has been a great
deal of research focusing on the development of e-skin including physical sensors,
such as pressure and temperature sensors. The e-skin design generally contains two
components, an active layer containing organic transistors, switches, etc. covers the
flexible substrate. The second layer includes physical sensors to measure pressure
and temperature, and to collect the environmental information. Information of the
second layer is read by the first layer as an active layer [41]. Someya et al. presented
a net shape e-skin including flexible pressure and temperature sensors implemented
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on a polyamide substrate in contact with organic transistors [10, 11]. The platform
was conformable to 3D surfaces and enabled the e-skin to extend by 25 %.

3.4 Point-of-Care Devices

The cost of public healthcare is significantly increasing in the modern societies.
Point-of-care devices and portable instruments can play essential role to shift from
expensive healthcare to low cost care [139]. These devices can be used in diagnosis,
prevention, and treatment of diseases to improve the clinical outcome in health
care. Such devices are expected to be rapid, cost-effective, portable, multifunctional,
with integrated sample preparation, detection and processing systems. Stretchable
sensors with high flexibility and sensitivity, and possibility of real-time detection
can be miniaturized and function under considerable physical deformation with the
potential application in development of point-of-care devices.

A flexible paper-based electrochemical portable biosensor was fabricated based
on free-standing graphene coated with nanocomposites of Pt/Au alloy and MnO2

for the purpose of non-enzymatic amperometric detection of biomolecules [140]
(Fig. 16.8a, b). The fabricated sensor offered enhanced sensing with high sensitivity,
low detection limit, high reproducibility and stability under mechanical stress,
with an acceptable selectivity. An impedance-based electrochemical biosensor was
further fabricated by growing CNTs on flexible polyimide substrate, where the
CNTs surface was coated with anti-human serum albumin (AHSA) for specific
detection of HSA and with the potential application in the implant-based detection
[141] (Fig. 16.8c).

Another flexible electrochemical biosensor was made of a graphene paper
covered with Au/Pt core–shell nanoparticles for real-time monitoring the reactive
oxygen species (ROS) and reactive nitrogen species (RNS), particularly nitric oxide
[142]. The integration of metal nanostructures and graphene paper into functional
electrodes was optimized to achieve a high electrocatalytic activity and sensitivity
with a wide linear range and a low detection limit. Other flexible-based substrate
electrochemical biosensors were developed by printing silver electrodes over PET
substrate to detect D-proline, sarcosine, cadmium sulphide (CdS), and potassium
chloride (KCl) [143]. Hg2C ions exist in low concentrations in biological and
environmental samples have extreme toxicity effects for both human health and
environment, and may lead to fatal diseases like minamata disease, cyanosis,
nephrotic syndrome pulmonary, or edema [144]. A liquid-ion gated FET was
integrated into PEN-based flexible graphene apta-sensor with excellent mechanical
properties for highly sensitive and selective detection of Hg (Fig. 16.8d) [73].
The sensor exhibited a rapid response of less than 1 s when the Hg2C ion
concentration was altered. Additionally, its performance was selective in a mixed
solution containing several other metal ions as well as the real blood samples.
The sensor was rapidly considered as an effective alternative for silicon-based
electronics. Lactic acid is another agent important for environmental monitoring and
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Fig. 16.8 Flexible sensors for point-of-care diagnosis applications. (a) Graphene nanosheets. (b)
The schematic representation of the electrochemical set-up. Reprinted with permission from [140].
Copyright 2013 by Elsevier. (c) Flexible CNT electrode with a SEM image of the electrode coated
with CNTs. Reprinted with permission from [141]. Copyright 2013 by Elsevier. (d) Flexible
and transparent graphene-based biosensor deposited the gold electrodes [73]. Reprinted with
permission from [73]. Copyright 2013 by ACS Publications

for clinical assessment. Therefore, the development of a flexible biosensor for POC-
based detection of lactate is essential. Recently, a flexible graphene-based biosensor
was developed to detect lactate under different mechanical bending conditions with
the sensitivity of 0.1–20 �M. The performance of the sensor was shown dependent
on the bending angle and the number of bending cycles [145].

Stretchable biosensors have also been used for early detection of cancer biomark-
ers from blood samples [146]. A FET-type apta-sensor was fabricated based
on N-doped graphene using conducting polymers with heteroatoms as the car-
bonization precursor over a flexible substrate. The PPy-NDFLG conjugated with
antivascular endothelial growth factor (VEGF) RNA aptamer was embedded into
a liquid-ion gated FET sensing area to detect VEGF as angiogenesis biomarker
useful for the detection of metastasis and growth of human tumour. The sensor
demonstrated enhanced reusability and mechanical bendability required for a sensor
for point-of-care application.

Wireless communication is an inevitable component of point-of-care devices
for long-term monitoring of physiological signals. A wireless biosensor printed
on a stretchable substrate with integrated antennas and interconnections between
components was utilized to monitor biomarkers. A wireless biosensor with inkjet
conductors printed over polyurethane substrate was also successfully utilized to
detect organophosphate (OP) and p-nitrophenol hydrolysis with the measured
reading range of 14 m distance from the body [147].
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4 Summary and Conclusions

The advances highlighted in this chapter shed light on the exciting opportunities
offered by the flexible electronics technology. These directions emerge from the
unique characteristics of flexible electronic systems that allow integrating electronic
components into soft tissues with irregular surfaces. Novel fabrication methods
combined with advanced stretchable biomaterials enabled developing complex
electronic devices that can monitor physical and biological signals within the body
or from outer layers of skin and transport these valuable information to central unit
for further analysis. Integration of the sensors with other electronic components such
as power supply and communication elements is essential for prolong measurement
of the physical markers. An important factor in designing such systems is to ensure
long-live and robust electrical contacts that do not cause discomfort and irritation
for the tissue. More advanced flexible biosensors have been developed that can
be mounted on medical catheters for minimally invasive detection of biomarkers.
These sensors can be delivered to the site of interest intravascularly, measure the
markers and if needed release proper treatment locally. Another exciting application
of flexible electronics is the development of smart dressings capable of on-demand
release of antibacterial agents and growth factors at the site of injury. Flexible
electronics can also be wearable to collect the physiological information over a
long term without the patient inconvenience. This ambulatory technology allows
real-time monitoring of the key markers in patients with chronic conditions, not
necessarily in the hospitals. A major application of flexible electronics is in
development of point-of-care devices and portable instruments that are essential for
improving the quality of public health in low resource settings. These devices can
be used in diagnosis, prevention, and treatment of diseases to improve the clinical
outcome in health care. All together, flexible electronics technology holds a great
promise for a wide range of biomedical applications. However, advances in the
integration of wireless communication systems, substrate materials with tuneable
degradation and mechanical properties, and manufacturing technologies that allow
large-scale fabrication of electronic devices are necessary.
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Chapter 17
MEMS Devices in Agriculture

Antonio Valente

Abstract This chapter is dedicated to Micro-electro-mechanical Systems (MEMS)
devices developed for primary use in agriculture. We can see MEMS devices in
ink jet printers (printer heads), automobiles (e.g., airbag accelerometer), projectors
(digital micromirror device for DLP projectors), mobile devices (e.g., gyroscopes
for smartphones, tablets, etc.), healthcare applications (e.g., lab-on-a-chip for the
detection of multiple tropical infectious diseases), among others. Although it is
expected to grow, the use of MEMS devices used in agriculture still comes down to
a few cases in research centers. However, due to demand for improved agricultural
processes and the future widespread use of the Internet of Things (IoT), a high
demand for small size, low cost, low power, and easily mass produced devices is
expected. This context suggests the use of MEMS devices for both sensing elements,
and for energy harvesters. In this chapter, only the sensor elements whose major
use is agriculture will be addressed. From this perspective, the main parameters
used in agriculture will be addressed taking into account research and development
ever held in MEMS devices for measuring these parameters. These key parameters
are grouped into classes: environment, soil, agricultural crops, and livestock. For
almost all of the parameters shown, MEMS devices showed encouraging results.
Most work with MEMS for agriculture has been done in laboratories so far.
However, transitioning to field applications seems feasible. Potential advantages
of MEMS are: small size, economical production (specially in large scale), built-
in electronics (for auto-calibration, self-testing, digital compensation, and digital
communications), and low power consumption—ideal for the use in Precision
Agriculture complemented by Internet of Things. In short, this chapter will allow
researchers developing MEMS devices to have a knowledge of what has already
been developed for agriculture and to have an idea of future needs in this field.
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1 Introduction

The term “Micro-electro-mechanical Systems” (MEMS) was first introduced in
1986. Since then millions of devices were made and commercialized in the world.
Nowadays, we can see MEMS devices in inkjet printers (printer heads), accelerom-
eters and gyroscopes (modern cars airbags, cell phones, drones, game controllers,
digital cameras, gadgets, among others), microphones, pressure sensors, media
projectors (DLP), data communication (optical switch), bio-MEMS applications in
health care (Lab-on-Chip), and many other examples. It is possible to see in this
short enumeration that the main areas are automotive, consumer goods, and health.
The use of MEMS in agriculture is almost by secondary appearance (e.g., drones
used in agriculture have MEMS accelerometers).

With the introduction of precision agriculture (PA) concept—management within
fields by zones rather than whole fields for increased profitability—and the new
communication era with Internet-of-Things (IoT) the use of MEMS devices in
agriculture is increasing. Someone said [54],

Through the ages agriculture production systems have benefited from the
incorporation of technological advances primarily developed for other indus-
tries. The industrial age brought mechanization and synthesized fertilizers,
the technological age offered genetic engineering and now the information
age brings the potential for Precision Agriculture.

and MEMS devices are definitively part of the new information age.
MEMS market is expected to almost double from a $11 billion business in 2014

to $21 billion in 2020 (a two-digit annual growth, Fig. 17.1).

If the Internet of Things (IoT) is going to drive the next round of electronics
industry growth, it will depend in large part on the MEMS and sensor
technology that will enable all those smart objects to interact with the real
world. But the ramp of new MEMS designs to volume production may take
too long and cost too much to meet IoT market expectations, unless the
industry figures out ways to accelerate MEMS development [17].

In this report from Doe [17] in EETimes (http://www.eetimes.com/) the MEMS
market is expected to grow due to better bio-chemical, bio-medical sensors, and
energy harvesters. Beside these last type of devices it is expected, due to a demand
on effective farming and a boom of IoT application in agriculture, that the MEMS
industry also incorporates sensors developed exclusively to be used in agriculture.

http://www.eetimes.com/
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In this chapter it is just considered the MEMS devices primarily developed for
agriculture applications—environment, agricultural crops, soil, and livestock.

2 Main Parameters in Agriculture

For clarity the main parameters in Agriculture were grouped into environment and
soil, as part of agricultural conditions, and agricultural crops and livestock, as part
of agricultural products. All these parameters are summarized in Table 17.1.

2.1 Environment

This group of parameters is not an exclusive use in agriculture. Especially, air
temperature and humidity are largely used in industry since they are very important
for control systems and human comfort. The other addressed parameters are wind
direction and velocity, and solar radiation. Although all the spectrum of solar radi-
ation is important for agriculture, only the most important one (photosynthetically
Active Radiation—PAR) will be addressed.



370 A. Valente

Table 17.1 List of main parameters used in agriculture

Type Classes Parameters

Agricultural Environment Air temperature

Conditions Air humidity

Wind direction

Wind velocity

Solar radiation

Soil Soil moisture content

Water flux

Electrical conductivity

Soil pH

Soil temperature and thermal properties

Agricultural Agricultural Sap flow

Products Crops Leaf wetness

Fruit width

Stem width

Livestock Estrus detection

Body temperature

2.1.1 Air Temperature and Humidity

Humidity sensors can be classified into categories: capacitive type, which uses a
hygroscopic dielectric material between two electrodes forming a capacitor [41]—
Fig. 17.2 illustrates an example of this type of sensor; resistive type, where changes
in the resistance of sensor element with response to the changes in humidity [59]—
Fig. 17.3 illustrates an example of this type of sensor; thermal conductivity type,
by taking the difference between the thermal conductivity of dry and wet air (water
vapor) [48]; hygrometric type, transduction from air humidity via the mechanical
domain [9]; gravimetric type, the change of frequency in thin plates of piezoelectric
quartz, coated with a hygroscopic layer, acts as a measure for the humidity [53];
and optical type, e.g. use of the absorption wavelength of water [1]. At the present
time, hygroscopic type1 (capacitive and resistive) humidity sensors are categorized
into three classes, including ceramic type (semiconductor), organic polymer-based
sensors, and organic/inorganic hybrid sensors (polymer/ceramic) [21]. The most
used hygroscopic material for humidity sensors is Al2O3 (aluminium oxide),
although some other oxide-based sensing material could be used (e.g., TiO2—
Titanium dioxide, SiO2—silicon dioxide, etc.) [14]. Some of these types of sensors

1Utilize changes in the physical and electrical properties of the sensitive elements when exposed
to the different atmospheric humidity conditions of the surrounding environment, and provide
a measure of the humidity due to some amount of adsorption and desorption of water vapor
molecules.
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(between hygroscope layer and lower electrode)

Fig. 17.2 Capacity type humidity sensor

Hygroscopic layer

Platinium comb electrodes

Ceramic substrate

Connection terminals

Fig. 17.3 Resistive type humidity sensor

have integrated air temperature sensors, to compensate for temperature dependence
or inherent to the method used (case of thermal conductivity type). Therefore, there
is no need to use an extra temperature sensor.

MEMS Humidity Sensor

Nowadays, almost all humidity sensors have built-in electronics for calibration,
temperature compensation, and have digital communication to read the measured
values (humidity and also temperature) and, sometimes, to write parameters. A good
review of some miniaturized humidity sensors is presented by Rittersma [57].
Fang et al. [20] recently introduced a new MEMS-based temperature and humidity
sensor based thermal conductivity.
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2.1.2 Wind Direction and Velocity

To measure wind speed almost all the sensors used in agriculture are mechanical
anemometers, usually consisting of propellers or cups to measure the wind speed
and vanes to detect the wind direction. Another type of wind speed sensors is the
sonic (also named ultrasonic) anemometer which operates by measuring the time
taken for a pulse of sound to travel between a pair of transducers. This time depends
on the distance between the transducers, the speed of sound, and the air speed
along the axis of the transducers. Arranging three pairs of transducers on three
different axis, three dimensional wind speed and hence direction and wind angle is
obtained [15]. Ultrasonic anemometers represent a valid alternative to mechanical
sensors being faster, practically immune to wear and more robust [35], but they are,
normally, more expensive.

MEMS Wind Sensor

Due to the advances in MEMS, recently have appeared MEMS-based wind sensors.
MEMS-based wind sensor has the advantages of small size, light weight, and low
cost. Recently some kinds of wind sensor have been designed based on mechanical
principle or thermal principle. Mechanical wind sensor normally uses a cantilever
that bends with relation to wind speed [18]. In wind sensors based on thermal
principle a heated element is exposed to the wind and the quantity of air velocity is
determined by the heat loss. When several heat elements and temperature sensors
are arranged in order, both the wind speed and direction can be obtained. The
power consumption of thermal anemometers, compared with the other kinds of wind
sensors, was a problem solved by MEMS miniaturization and thermal insulation
by micro-machining techniques. Zhu et al. [67] have presented an overview and
development of 2-D micromachined thermal wind sensors. Thermal wind sensors
have two main geometries: in-plane (shown in Fig. 17.4), where the sensor elements
are placed in the substrate surface and the airflow is in-plane[68, 69]; out-of-plane
(shown in Fig. 17.5), where the sensor elements are placed perpendicular to the
substrate surface, normally using a tube, and the airflow is out-of-plane [13, 39, 66].
An out-of-plane airflow sensor has shown greater sensitivity than an in-plane one by
elevating the thermal element away from the bottom of the airflow boundary layer
and therefore the thermal element is exposed to greater flow speed [13].

2.1.3 Solar Radiation

Solar radiation is a radiant (electromagnetic) energy from the sun. It provides light
and heat to the Earth and energy for photosynthesis. This radiant energy is necessary
for the metabolism of the environment and their inhabitants. The three relevant
bands, or ranges, along the solar radiation spectrum are ultraviolet, visible (PAR),
and infrared [24].
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Fig. 17.4 In-plane thermal
wind sensor by Zhu et al. [68]

Fig. 17.5 Out-of-plane thermal wind sensor by Yang et al. [66]

Photosynthetically active radiation is the light wavelength range that is best for
photosynthesis to occur. Photosynthesis is a process that requires light energy and
optimally occurs in the 400–700 nanometer (nm) range. This range is also known
as visible light [24].

Several types of photodiode are suitable for light measurement in the visible
range. These include silicon (Si), selenium, cadmium sulfide, lead sulfide, lead
selenide, and gallium arsenide phosphide (GaAsP) photodiodes. Of these, Si (e.g.,
S1087 Si photodiode from Hamamatsu [27]) and GaAsP photodiodes are the most
useful. A Si photodiode (blue enhanced) is used in the LI-COR quantum sensor (LI-
190 SA or SB), which is one of the most widely used for monitoring photosynthetic
active radiation [23]. To have an ideal response, as shown in Fig. 17.6, all PAR
sensors have an optical filter. Fielder et al. [23] developed a low-cost PAR sensor.
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MEMS Solar Radiation Sensor

Not considering photodiode or phototransistor a MEMS device and since almost
solar radiation sensors used in agriculture have a photodiode/phototransistor and a
filter (normally acrylic), there is no MEMS solar radiation sensor for agriculture.
It is possible to be made a MEMS device with a Si (or GaAsP) photodiode with a
Fabry–Perrot filter (e.g., [31, 32]) in the range of visible light (400–700 nm), or a
broader spectrum, to be used in photosynthetic active radiation detection.

2.2 Soil

There are two important soil parameters used in agriculture: soil moisture content
and electrical conductivity measurements. Recently, soil pH is becoming a param-
eter to measure crop productivity and a tool to determine areas where adequate or
excessive fertilization has taken place. The other parameters listed in Table 17.1
are commonly included when some of the methods are used by the sensors to
read soil moisture content and electrical conductivity. One of the methods used for
reading the soil moisture content is single (or dual) probe heat-pulse method (SPHP
or DPHP). With the use of these methods (thermal-based methods), in addition
to soil moisture it is also possible to obtain: soil temperature, water flux (with
DPHP method), soil thermal properties (thermal conductivity, thermal diffusivity,
and specific heat capacity) [2, 4–7, 10, 11, 22, 26, 28, 55]. It is also possible with
the use of the same probe (needle-like and conductive) to do electrical conductivity
readings [33, 44, 45, 65]. The measurement of pH in soil is normally achieved with
the use of ion-sensitive field effect transistor (ISFET). ISFET consists of an ion-
sensitive electrode (in this case for pH) and a FET. Palaparthy et al. [52] report
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some polymers sensitive to pH that can be used on a MEMS device. The change in
physical and chemical properties of the polymer material can be converted to stress
on the MEMS device.

MEMS Soil Sensors

Although the needed great size of the sphere of influence of sensor readings for soil
parameters (compared to the dimensions of some constituents of the soil—stones,
grains of sand, clay aggregates, among others), some researchers have developed
MEMS sensors to obtain soil moisture. An early example uses CMOS devices
built into needles [64] in the order of millimeters, but should not be considered
a MEMS device par excellence. Other authors use the sensors or methods used
for air humidity and apply them (with different encapsulation—porous medium)
to measure soil moisture [34, 50]. In this case they are measuring soil moisture
tension (usually measured with a tensiometer2) and not soil moisture content.
Also, Liu et al. [38] have developed a moisture microsensor based on poly(3,4-
ethylenedioxythiophene) polystyrene sulfonate (PEDOT-PSS) conductive polymer,
showed in Fig. 17.7. The change in electrical characteristics of the PEDOT-PSS
polymer film is used to determine gravimetric water content in soils.

2.3 Agricultural Crops

Automated monitoring of plant responses can offer interesting opportunities for
growers to improve climate regulation in order to obtain optimal plant growth and
quality [3]. For woody and semi-herbaceous plants, such as trees or fruit vegetables,
a range of different plant monitoring devices have been shown to be applicable,
e.g. sap flow gauges to measure sap flow [63], displacement transducers to measure
stem diameter fluctuations [37, 63] (also applied to fruit width), and detect surface
moisture on leaves. Due to the inherent dimensions of the devices used for the

Fig. 17.7 Moisture
microsensor based on
conductive polymer Liu
et al. [38], © 2008, with
permission from Elsevier

2Instrument to measure moisture tension [56].
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Fig. 17.8 Sensor for
measuring stem width, the
Ecomatik Diameter
Dendrometer
small—DD-S [19]

Fig. 17.9 Sensor for
measuring fruit width, the
Dinamax plant growth
sensor [16]

parameters to be measured, there are few MEMS devices for these purposes. The
parameters they measure are sap flow (or stem water potential) and leaf wetness.

2.3.1 Stem or Fruit Width

The sensor for stem and/or fruit width measures the mechanical displacement
occurred at a cuff placed around the stem (e.g., Ecomatik Diameter Dendrometer
small—DD-S [19], showed in Fig. 17.8) or the fruit (e.g., Dinamax plant growth
sensors [16], as seen in Fig. 17.9). Normally, these devices use linear variable
differential transformer (LVDT) for displacement measurements that leads to stem
or fruit width. Khairi et al. [36] report a device to measure stem width based on
strain gauges.
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2.3.2 Sap Flow

The sap flow parameter is important to sense the plant water use. Common methods
used for sap flow use heat as a tracer for sap movement, but they are fundamentally
different in their operating principles. Two methods are commonly employed, the
stem heat balance [58] and trunk sector heat balance [12] methods use the heat
balance principle; the stem is heated electrically and the heat balance is solved
for the amount of heat taken up by the moving sap stream, which is then used to
calculate the mass flow of sap in the stem. In the heat-pulse method, rather than
using continuous heating, short pulses of heat are applied and the mass flow of sap is
determined from the velocity of the heat pulses moving along the stem. In addition,
rates of sap flow can be determined empirically, using the thermal dissipation
technique, from the temperature of sapwood near a continuously powered heater
implanted in the stem [62].

2.3.3 Leaf Wetness

Leaf wetness sensors are used to detect the presence of surface moisture. Some leaf
wetness sensors are used to study the effects of metered vegetative wetting. Others
are used to determine the best planting time for crops. Leaf wetness sensors can also
be used to monitor the conditions which result in fungal development and growth
on plant surfaces. A leaf moisture sensor consists of a chemically treated and gold-
plated circuit which changes its electrical resistance in proportion to the moisture
which accumulates on the sensing surface [60].

MEMS Leaf Wetness

Using the mentioned methods which use heat or electrical resistance becomes very
difficult to use MEMS due to the dimensions involved. Another method that can be
used is based on sensing the water potential. This kind of sensor developed by Pagay
et al. [50] uses microtensiometer [51] (moisture tension by using a pressure sensor)
placed in the leaves to sense wetness or embedded in the stems of woody plants to
sense stem water potential (Fig. 17.10).

2.4 Live Stock

For livestock one of the most important parameters is estrus detection, i.e, to monitor
and record the event of estrus to perform artificial insemination. For example,
detecting estrus and successful impregnating of a cow is an important factor in the
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Fig. 17.10 Sensor for
measuring water potential
by Pagay et al. [50]

dairy farm [47]. Also, physiological parameters, such as body temperature, are key
indicators of heat stress and disease in live stock [30]. Helwatka et al. [29] show a
more detailed list of sensors for animal health monitoring.

2.4.1 Estrus Detection

Estrus detection methods most commonly employed by dairy farmers are: visual
observation; automatic detection like pedometry, body and milk temperature, and
vaginal mucus resistance; chin ball markers; Kamar estrus mount detectors; teaser
animals; and progesterone tests. Of course, only the methods that use electronic
devices (excluding video observation with digital image processing) are important
for this chapter—pedometry, body and milk temperature, and vaginal mucus
resistance. Pedometry is made by using accelerometers attached to the cow’s leg,
and measures the number of steps per hour [61].

MEMS Estrus Detection

The use of MEMS devices is important due to miniaturization required for
implantable devices. These type of devices are used for body temperature and
vaginal mucus resistance. Morais et al. [43] and following their achievements [42]
developed a implantable (vaginal) microsystem device for electrical resistance and
temperature measurements in dairy cows, suitable for estrus detection (Fig. 17.11).

2.4.2 Body Temperature

For body temperature in livestock (including poultry) the most common method
has been to make spot measurements with a mercury rectal thermometer, and more
recently with electronic device, continuous measurements are commonly taken
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Fig. 17.11 Implantable microsystem device for electrical resistance and temperature measure-
ments. Reprinted from [43], © 2006, with permission from Elsevier

either rectally or tympanically. Rectal probes are easy to insert, and are generally
non-invasive. The disadvantage of rectal probes in cattle is that they can only be
inserted for a short period of time (5 days) without causing tissue irritation. In
poultry, an additional disadvantage is that the birds movement is restricted, and the
probe tends to fall out. Tympanic probes can be inserted into the ear canal without
anesthetizing the animal by using a headgate or a squeeze chute [8].

MEMS Body Temperature

Normally, the body temperature parameter in MEMS implantable devices used
in livestock is part of a multisensor device and not a stand alone parameter.
The device presented by Morais et al. [43] for estrus detection also uses body
temperature (as part of the measuring process and a stand-alone parameter), and
Futagawa et al. [25] have developed an implantable device to sense cellulose content
in the rumen. They used electrical conductivity (electrodes placed on a silicon
substrate) and a temperature sensor consisted of a p-n junction diode fabricated
using complementary metal oxide semiconductor (CMOS) technology (Fig. 17.12).

2.5 Other MEMS Devices

Recently, some new MEMS devices are appearing in the agricultural domain. They
don’t fit into the classes of Table 17.1 but they are an example of MEMS use in
agriculture. One device is a complete weather monitoring system and the other is a
device for studying mechanisms of root growth.
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Fig. 17.12 Photograph of the multimodal sensor chip integrated with EC and temperature sensors
used in health control of cows [25], © 2011, with permission from John Wiley and Sons

Fig. 17.13 The wireless remote weather monitoring system by Ma et al. [40]

2.5.1 MEMS Weather Monitoring System

Recently, Ma et al. [40] proposed a wireless remote weather monitoring system
based on MEMS and wireless sensor network (WSN) technologies comprising
sensors for the measurement of temperature, humidity, pressure, wind speed and
direction, integrated on a single chip. As shown in Fig. 17.13, the developed sensors
comprise a platinum (Pt) resistance temperature detector, a humidity sensor with
gold inter-digit electrodes, a Pt-piezoresistor-based pressure sensor, and a flow
sensor to determine the direction and velocity of airflow integrated onto a single
chip [40].
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2.5.2 MEMS to Monitor Root Grow

Ozoe et al. [49] have reported an on-chip analytical method for studying physical
mechanisms of plant root growth in soil environments. To quantitatively eval-
uate physical interaction between root and soil, they developed a silicon-based
microchannel device integrated with force displacement sensor which mimics a
barrier in soil.

3 Conclusions

In this chapter was presented several MEMS devices where the main application is
agriculture. These applications start from humidity sensor, wind speed and velocity,
and solar radiation for the environment. Also, in agricultural conditions, applications
of MEMS devices to sense soil moisture were showed. For agricultural products like
crops and live stock here presented MEMS devices for water potential in stem, to
sense moisture in leaves, to detect estrus, and to get livestock body temperature.
The range of MEMS devices shown demonstrates that the use of these devices have
promising applicability to sense physical parameters commonly used in agriculture,
but more work has to be done in order to realize their full potential. Most work with
MEMS for agriculture has been done in laboratories thus far. However, transitioning
to in situ applications seems feasible. Potential advantages of MEMS are: small
size, economical production (specially in large scale), built-in electronics (for auto-
calibration, self-testing, digital compensation, and digital communications), and low
power consumption (ideal for IoT).
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Chapter 18
MEMS Pressure-Flow-Temperature Sensor
for Hydraulic Systems

Charles Groepper, Perry Y. Li, Tianhong Cui, and Kim A. Stelson

Abstract The design, fabrication, and testing of a multifunctional MEMS sensor
for use in hydraulic systems is presented. All sensing capabilities are packaged in
a single component that can be integrated into a hydraulic system, providing an
accurate, low-cost, smaller, and more efficient alternative to individual sensors. The
PQT sensor measures pressure, flow, and temperature. Temperature measurement
uses a polysilicon thermister. Pressure measurement uses piezoresistive strain
elements. Flow is calculated from the differential pressure measurement in an
existing flow geometry of the hydraulic system. Design is facilitated by CFD and
FEM analysis and the MEMS fabrication and measurement calibration procedure
are described in detail. Independent testing of each of the component on the device
showed each has good accuracy. The MEMS device was incorporated into a typical
fluid power component, an elbow, demonstrating the practicality of the design.

Keywords Integrated sensor • Smart hydraulics • Flow bend sensor • Dimen-
sional analysis • Computational fluid mechanics (CFD)

1 Introduction

Many machines use hydraulics as a means of energy transmission to take advantage
of hydraulics’ capability to deliver high power and high force or torque in small
packages. Some examples include metal presses, injection molding machines,
assembly line robots, construction and agricultural equipment, off-road vehicles,
and cranes. To control hydraulic machines accurately and to monitor machine
health, real time measurements of pressure (P), flow (Q), and temperature (T) are
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needed. Pressure determines force or torque, flow determines speed and temperature
determines fluid viscosity and indicates system efficiency. Measuring these variables
is especially important for the emerging area of smart hydraulics where intelligent
functions are achieved using sensing, control, and diagnostics. Traditionally, the
measurement of P, Q, and T is accomplished by adding discrete sensing components
to the fluid power system. This increases weight, size, and cost of the system. In this
paper, an alternative approach which integrates small, multifunction MEMS sensors
into existing fluid power components to measure the pressure, flow, and temperature
is described. While pressure and temperature sensing using MEMS devices is
not new, an innovation is the use of pressure information in the existing flow
geometry of the application to measure flow. In other flow measurement approaches,
additional devices are added to the flow path inevitably changing the flow and
increasing pressure drop and inefficiency. For example, an orifice meter adds an
orifice to the flow path and measures flow from the pressure drop; a turbine meter
adds a turbine to the flow path and measures flow from the turbine speed; a Coriolis
flow meter adds a vibrating flow bend and measures flow from the oscillating
motion of the bend. The approach here does not create additional pressure drops
and is hence more energy efficient. Since the pressure-flow relation depends on
fluid viscosity and density and both are functions of temperature, the effect of
viscosity and density variation due to temperature changes can be compensated by
incorporating temperature sensing into the system. By integrating the sensor into
the hydraulic system, a lower cost and more compact solution is created. The sensor
is also robust since it does not rely on moving parts.

MEMS pressure and temperature sensing is a mature technology [1–5] and have
found many applications. For example, ultra-high sensitive pressure sensors are
used as tactile sensors for a robot hand in [6]; by combining with piezoelectric
technology, pressure sensors can become self-powered [7] and implantable in
medical equipment [8]. Low power and energy-efficient CMOS temperature sensors
have been used for temperature compensation in MEMS frequency references
[9] and for Radio Frequency Identification (RFID) tags [10]. Fully printed high-
sensitivity multifunctional artificial whisker sensors have also been developed by
integrating strain and temperature sensors using printable nanocomposite ink [11].

In contrast, the development of MEMS based flow rate sensors for the macro-
domain is lacking. Currently, the primary thrust of MEMS flow measurement
research is for microfluidic systems and is not appropriate for macro scale flow
rate in typical hydraulic systems. Examples include graphene and carbon nanotube
based approaches in [12, 13] and the integrated sensor for detecting flow rate as well
as gas and liquid compositions in [14]. Other flow sensors use thermal and magnetic
effects that are very restrictive to the choice of fluid and are inappropriate for typical
hydraulic applications [15].

The primary challenge with the proposed flow sensing method is the establish-
ment of the pressure-flow correlations in the existing geometry of the application.
In this work, we illustrate our sensor concept by utilizing a flow bend (or elbow) for
flow measurement due to their presence in nearly all systems. Other geometries that
can be used include sudden expansions and contractions that also have a relationship
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between pressures at various locations and flow. In the literature, the use of elbows to
measure flow dates from the early 1920s focuses mainly on the use of large elbows
for measuring water flow in irrigation systems where turbulent flow conditions
are expected [16–28]. In typical hydraulic applications, the flow is laminar, and
further research is needed to evaluate the use of an elbow for flow measurement in
laminar flow. Since the design will infer flow rate from the measurement of small
pressure differences, a reliable calibration scheme for the pressure-flow relationship
is essential to achieve good accuracy.

In this work, piezoresistive strain type MEMS pressure sensors will be used
for sensing absolute pressure and differential pressures (for measuring flow). Such
sensors have previously been developed and are commercially available for both
large and small pressure ranges (e.g., 0–5000 Pa in [1] and 0–50 MPa in [29]).
For temperature sensing, thermally sensitive semiconductor resistors will be used.
Previous work done by Steinhart and Hart [3] has characterized the temperature
behavior of semiconductor resistors using a simple logarithmic polynomial curve fit
calibration equation. Following this approach will allow temperature measurement
to be easily integrated into the sensor design.

The integrated pressure, flow, and temperature (PQT) sensing method is shown
in Fig. 18.1. Development of the sensor follows these steps:

1. validate the flow rate measurement principle through the use of analysis,
computation fluid dynamics (CFD) and experiments;

2. develop a calibration procedure that takes into account the variation of the fluid
viscosity and density with temperature.

3. design and fabricate a single die multifunction MEMS based sensor
4. integrate the MEMS sensor into an assumed flow geometry and characterize the

resulting PQT sensor.

Thermister
Temperature Measurement

Differential Pressure Sensor
Flow Rate Measurement

Gauge Pressure Sensor
System Pressure Measurement

Fig. 18.1 A pressure-flow-temperature sensor integrated into a component
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The remainder of this chapter is organized as follows. In Sect. 2, the use of a
flow elbow for flow measurement is confirmed by analysis, numerical computation,
and experiments. Section 3 presents two calibration approaches. The design and
fabrication of the MEMS sensor is presented in Sect. 4. Performance evaluation of
the MEMS sensor integrated into a flow elbow is reported in Sect. 5. Concluding
remarks are given in Sect. 6.

2 Using Pressure Difference Across an Elbow
to Measure Flow

Most hydraulic systems include several flow bends in the flow path. In this section,
we illustrate how a 90 ı flow bend (i.e., an elbow), such as the one shown in
Fig. 18.2 can be used for flow rate measurement. First, the Euler equation based
on simplifying flow assumptions is presented in Sect. 2.1. This is followed by
computational fluid dynamics (CFD) analysis which allows for investigation of
important design and flow features.

2.1 Analytical Relation

Consider the 2D center cross-section of the elbow with radius of curvature S and
pipe radius r as shown in Fig. 18.2. Assume that the flow is inviscid and is uniform
across the radial cross section. Applying the momentum equation for a differential
fluid element in the direction normal to the streamline results in the Euler equation
for the pressure p.n/ [30]:

1




@p.n/

@n
D v2

n
(18.1)

Fig. 18.2 A cross-section of
an elbow flow conduit
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where n is the distance of the fluid element from the center of curvature and v is the
fluid velocity. Assuming that the flow velocity v is uniform over the cross-section
of the elbow, the flow rate is Q D �r2v. Equation (18.2) can be integrated from the
inner radius (n D S � r) to the outer radius (n D S C r) to obtain:

Q D �r2
s

P2 � P1

 ln

�
SCr
S�r


 (18.2)

Despite the simplifying assumptions of inviscid flow and a constant velocity profile
across the pipe, Eq. (18.2) shows a clear dependence of the pressure difference
between the inner and outer radii of the elbow on flow rate. This suggests that the
pressure difference between the inner and outer radii can be used to measure flow
rate.

2.2 CFD Analysis

In this section, we present a CFD analysis of the flow in an elbow. In addition to
pressure profile versus flow relationships, effects of entrance and exit lengths, fluid
viscosity and secondary flow can be studied. In this study, mapped brick meshes
are used. This meshing method is known to offer fast solution times and control
over element placement. The meshes have also been refined sufficiently to ensure
accurate results. Approximately, 120,000 nodes are used. Computation is done using
the ANSYS CFX software. The hydraulic fluid is Mobil DTE 25.

2.2.1 Pressure-Flow Relation

A CFD computation was conducted on flow elbows with nominal sizes of 1/8,”
1/4,” and 3/8.” Their respective inner pipe radii r, are 5.2, 6.5, and 8.35 mm.
Their respective radii of curvature S are 7.3, 10.4, and 11.2 mm. Figure 18.3
shows the comparison between the predictions from CFD and the simplified Euler
equation (18.2) for the 1/8” elbow (results for the other two elbows are similar). Note
that the maximum flow is 15.3 LPM. Figure 18.3 shows that despite the simplifying
assumption of the Euler equation, its prediction is quite close to that of the CFD.
Experimental results in Fig. 18.3 were obtained from a standard commercial cast
iron elbow. The threads were removed to ensure a smooth flow surface and pressure
taps were drilled in the elbow using the smallest drill bit (1.6 mm) that can be used
without breakage. Both the CFD and Euler equation predict pressure differences that
are smaller than seen in the experiments. However, the strong trend of increasing
pressure difference as flow increases is apparent in both experiments, the CFD
computation and the Euler equation. Error exists in estimating the pipe diameter.
Also, the actual elbow includes fittings immediately before and after the elbow that
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Fig. 18.3 Comparison between Euler equation, CFD and experimental pressure versus flow rate
results for a 1/8” elbow

Fig. 18.4 A cross section of
the commercial elbow used in
the experiments represented
in Fig. 18.3

induce sudden expansion and contraction. These are not modeled in the simple
analysis or the CFD which have assumed sufficient entry and exit lengths for
fully developed flow to occur. This difference and other geometry differences
highlight the importance of a robust calibration scheme that uses experimental data
(Fig. 18.4).

2.2.2 Entrance Length

It is shown in [31] that the entrance length (in pipe diameters) required to establish
fully developed flow at the elbow for the laminar flow regime is 0:06Re where Re is
the Reynolds number. For a typical mid-range Reynolds number of 650, an entrance
length of 40 pipe diameters is necessary. Such entrance lengths are usually not
present and therefore, fully developed flow should not be expected in the bend in
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Observed Differential Pressure as a Function of Entrance and
Exit Length  for Re=645
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Fig. 18.5 Differential pressure between inner and outer radii normalized by 0:5
v2 at various
entrance lengths. Reynold number of 650 is assumed

most applications. CFD analysis is performed to determine the effect of reducing
the entrance length. For each entrance length, a constant velocity profile (a worst
case scenario) is assumed at the entrance. Figure 18.5 shows that reducing entrance
length reduces the differential pressure between the inner and outer radii of the
elbow. If the entrance length is only 2.5 pipe diameters, the differential pressure
would be 20 % lower than that of a fully developed case.

2.2.3 Pressure/Velocity Distributions and Secondary Flow

Fluid viscosity affects the flow through a curved pipe by slowing down the fluid, thus
creating a non-uniform velocity profile (boundary layer). Also, momentum effects
create the pressure difference between the inner and outer radii of the bend. The fluid
in the stagnant boundary layer is subject to this pressure difference, and a secondary
flow is induced. The study of the magnitude and development of the secondary flow
is important to determine the optimal location for the pressure taps in the elbow.
Placement of the taps in a recirculation zone or otherwise disturbed region will
result in erratic and unreliable behavior.

Figure 18.6 shows the baseline pressure and velocity distributions on the cross
sectional (symmetry) plane of the elbow. Here, a fully developed inlet velocity
profile, with a Reynolds number of 550 is used. Notice that the velocity is clearly
not uniform in the elbow as assumed in Sect. 2.1. However, it is also clear that there
is a distinct pressure differential between the inner and outer radii.
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Fig. 18.6 Velocity distribution (left) and pressure distributions (right). Reynolds number is 550
and the inlet velocity profile is uniform

Fig. 18.7 Definition of the
cross-planes

90.0° Plane 67.5° Plane

+X
+Z

+Y

45.0° Plane
22.5° Plane
0.0° Plane

The z-direction (upward) velocity distributions at different cross-planes normal
to the flow (as defined in Fig. 18.7) are shown in Fig. 18.8. The non-uniform flow
with different signs indicate a circulating secondary flow. Note that the magnitude
of the secondary flow increases towards the middle and latter portion of the
elbow (increasing cross-plane angles). For example, at the 67.5 ı cross-plane, the
magnitude of the z component of the velocity reaches 20 % of the average bulk flow
velocity.

Another way to view the secondary flow fields occurring in the elbow is through
the use of vector plots. With a vector plot, the velocity of each node in the mesh
is represented by the magnitude and direction an arrow. A vector plot showing the
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Fig. 18.8 Secondary flow characteristics as indicated by velocities in the z-direction at various
cross planes. Here, the inside and outside of the elbow, are respectively, at the bottom and top of
each circular section. The z-direction is horizontal from right to left

velocity on the 45 ı cut plane is shown in Fig. 18.9. The circulating secondary flow
can be clearly seen.

2.2.4 Pressure Tap Locations

The analysis so far has assumed that the pressure taps are located on the 45 ı cross-
plane. This location does not provide the maximum differential pressure signal, but
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Fig. 18.9 Vector plot of the secondary flow field at 45 ı

does allow the elbow to be used as a bi-directional meter. If bi-directional service is
not needed, more suitable pressure tap locations offering a higher differential output
signal can be found. To perform the investigation, CFD was used to examine the
pressure distributions along the walls of the elbow. From Fig. 18.10, it is evident
that the location of the outer pressure tap provides the greatest influence on the
differential pressure output signal. The optimum location for the outer tap is 55–60 ı
with respect to the inlet. For the inner tap, the strongest pressure signal is obtained
at approximately 80 ı. However, this is not a suitable location, as the flow separates
from the wall at an angle of 45–50 ı. A more suitable location for the inner pressure
tap is at the local minimum which occurs at an angle of approximately 25–30 ı from
the flow inlet.

The finite diameter of the pressure tap introduces an error that is proportional
to the diameter and length of the tap and to the wall shear at the pressure tap
locations [32]. For this reason, wall shear should also be evaluated to determine
suitable pressure tap locations. Figure 18.11 shows the profiles of the wall shear
magnitude for an elbow with fluid entering from the top. The standard 45 ı plane is
in an area of low wall shear, as are the pressure tap locations of 25 ı on the inner
wall and 55 ı on the outer wall as suggested above to increase pressure signals.
The worst locations for pressure taps from a wall shear standpoint would be on the
outer radius immediately following the elbow, and on the inner radius immediately
preceding the elbow.
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Fig. 18.11 Contour map
showing wall shear
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3 Elbow Flow Sensor Calibration

In this section, we develop a calibration process for the elbow flow sensor. Although
the method is developed for an elbow, it can also be applied to other geometries
that induce repeatable relationships between pressure difference and flow. The
calibration process must take into account temperature dependence, as temperature
affects the fluid viscosity and density.
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Fig. 18.12 Experimentally measured viscosity-temperature (left) and density-temperature rela-
tionships of Mobile 1 DTE 25 hydraulic oil

First, the density-temperature and viscosity-temperature relationships of the
hydraulic fluid are obtained. For example, the experimentally obtained relationships
for the DTE 25 hydraulic oil are shown in Fig. 18.12. Data provided by the
manufacturers can also be used if available and accurate. From Fig. 18.12, it is
seen that the fluid decreases viscosity by three-fold with only a 20 ıC increase in
temperature, whereas density decreases nearly linearly with temperature at a rate of
approximately 2.5 % per 20 ıC.

3.1 Dimensional Analysis

The calibration schemes use the Buckingham Pi dimensional analysis. This
approach allows for compensation of all pertinent variables, which is necessary
to account for temperature effects.

The basic theory of dimensional analysis states that [33]:

If an equation involving k variables is dimensionally homogeneous, it can be reduced to
a relationship among k � r independent dimensionless products, where r is the minimum
number of reference dimensions required to describe the variables.

For the case of laminar flow in an elbow, there are 3 reference dimensions (force-F,
length-L, time-T) and 5 variables: (1) pressure difference �P, (2) density—
, (3)
dynamic viscosity �, (4) flow velocity v, and (5) diameter D.D 2r/, resulting in
5� 3 D 2 dimensionless variables. Here, we have made the simplifying assumption
that the radius of curvature and pipe diameter is proportional to each other. One
possible set of dimensionless variables is to have dependence on �P only in one
variable (�1), dependence on v only in the other (�2), and dependence on 
, �, and
D in either �1 or �2. With this in mind,

�1 WD �P
D2

�2
D
�

vD

�

�2
�
�
�P


v2

�
D R2e � Eu (18.3)



18 MEMS PQT Sensor for Hydraulic Systems 399

0

2000

4000

6000

8000

10000

12000

14000

0 5 10 15

D
iff

er
en

tia
l p

re
ss

ur
e 

(P
a)

Flow Rate (LPM)

Differential Pressure As a Function of Flow Rate

30 deg 53 deg

Fig. 18.13 Raw �P versus flow rate Q for a 3/8” elbow at two temperatures

0.00E+00

2.00E+05

4.00E+05

6.00E+05

8.00E+05

1.00E+06

1.20E+06

1.40E+06

0 200 400 600 800 1000 1200

P
i 1

Pi 2 (Reynolds Number)

Pi 1 as a Function of Pi 2 (Reynolds Number)

Fig. 18.14 Calibration curve using �1 and Re as variables

�2 WD 
vD

�
D Re (18.4)

where Re D 
vD
�

is the Reynolds number and Eu WD �P

v2

is the Euler number. Notice
that �1 does not depend on velocity v as intended, although Re and Eu do depend
on v individually.

The dimensional analysis is applied to the�P versus Q data collected at different
temperatures such as in Fig. 18.13 where the dependence on temperature is clearly
seen. The relation between �1 and �2 (which is also the Reynolds number) is
shown in Fig. 18.14. Note that the temperature dependence in Fig. 18.13 has been
successfully collapsed into a single curve.

The relationship between �1 and Re in Fig. 18.14 can be characterized by a
second order polynomial curve:

�1 D C1R
2
e C C2Re (18.5)
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where C1 and C2 are obtained using least squares method. Rearranging and using
the relationship v D 4Q=.�D2/ results in the quadratic equation:

�P D 16C1
.T/

�2D4
Q2 C 4C2�.T/

�D3
Q (18.6)

where density 
 and dynamic viscosity � are temperature dependent. Given�P, the
flow rate Q can be solved from (18.6) using the quadratic formula.

An alternative dimensionless variable to �1 in Eq. (18.3) is suggested by the
inviscid, 2D analytical Euler equation (18.2). Define the modified Euler number as:

�3 D Eumod WD �P


v2 ln
�

RCr
R�r


 (18.7)

where R is the radius of curvature and r is the radius of the pipe. The analytical
Euler equation (18.2) would predict that Eumod D 1.

Substituting the experimental results in Fig. 18.13 into Eumod and Re in (18.7)
and (18.4) gives the relation as shown in Fig. 18.15. Reciprocal of Re is plotted
instead of Re to emphasize the Euler solution when the fluid is inviscid (i.e., � D
0 ! 1=Re D 0). Although significant scatter is present, a distinct linear relation is
seen. In particular, as 1=Re ! 0, Eumod does extrapolate to 1 as predicted. Thus,
this curve is parameterized as:

Eumod D 1C C3
Re

(18.8)
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where C3 is obtained from linear least squares. Substituting (18.4) into (18.8), we
have

�P


v2 ln
�

RCr
R�r


 D 1C C3



�


vD

�
(18.9)

Rearranging and using the relationship v D Q=.�r2/ results in the quadratic
equation:

�P D 
.T/

�2r4
ln



R C r

R � r

�
Q2 C

�
C3�.T/

2�r3

�
ln



R C r

R � r

�
Q (18.10)

Thus, given �P, Q can be obtained by solving the quadratic equation (18.10). One
advantage of the method using Eumod and Re is that only one calibration parameter,
C3, is needed, compared to two parameters, C1 and C2, if �1 and Re are used.

3.2 Calibrated Elbow Meter Performance

To evaluate the performance of the calibration process, a precision machined elbow
was manufactured and the flow sensing methodology was applied and evaluated.
The elbow was CNC machined from ANSI 1020 steel. It contains two flow
channels, one with an internal diameter of 1/4” (6.35 mm) and the other with
an internal diameter of 3/8” (9.525 mm). Both channels were machined with a
radius to diameter ratio of unity, to allow for direct dimensionless comparisons.
The tolerance on the diameter is ˙0:001” (˙0:025mm). The elbow was designed
such that the entrance length could easily be adjusted using standard off-the-shelf
pipe nipples. For a nipple to be used in the apparatus, the only requirement was a
reaming procedure to match the internal diameters to that of the billet elbow. One
disadvantage to this method was the introduction of a sudden expansion/contraction
region only a few pipe diameters from the curvature. However, extensive CFD
analysis showed the addition of a sudden expansion/contraction region would have
only a marginal effect on the measured pressure differential. A three-dimensional
rendering of the experimental elbow is shown in Fig. 18.16.

The flow rate was measured with a JVA-60KG positive displacement gear meter
(AW company), differential pressure was measured with a Senotec 0–5 psi pressure
gage, system pressure was measured with a BarksDale 425 pressure sensor, and
temperature was measured with K-type thermocouples.

The elbow meter was characterized in terms of its linearity, repeatability, and
average accuracy. With the exception of accuracy, they are reported as a percentage
of the full scale capability of the meter. For the 1/4” (6.35 mm) elbow, the full
scale capability is assumed to be 12.5 LPM, while the 3/8" (9.525 mm) channel
is assumed to have a full scale capability of 15 LPM. Linearity is defined as the
maximum deviation from a straight line fit to the data. Performance of the elbow
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Fig. 18.16 Render of the
precision machined billet
elbow
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Fig. 18.17 Elbow meter performance curve using �1 and Re

meter was evaluated by showing its flow measurement as a function of the actual
flow rate. Repeatability was calculated based on the standard error computed as:
� D pPn

iD1 e2=.n � 2/ where ei is the error of the i � th sample and n is the
number of samples.

When �1 and Re variables are used for calibration, for the 1/4” (6.35 mm) elbow
meter, the performance curve is shown in Fig. 18.17. It exhibits a linearity of 1.7 %
and an average accuracy of 1.5 % over a turndown range of 10:1. The linearity and
average accuracy are improved to 1.5 and 1.3 %, respectively, if the turndown of
the meter is restricted to 8.0:1. For the 3/8” (9.525 mm) elbow meter, it exhibits a
linearity of 6.6 % and an average accuracy error of 7.4 % over a Reynolds number
range of 25–350. If the turndown of this meter is restricted to 8.0:1, the linearity is
6.6 % and the average accuracy improves to 6.1 %.
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Fig. 18.18 Elbow meter performance curve using Eumod and Re

When Eumod and Re variables are used for calibration instead, for the 1/4”
(6.35 mm) elbow meter, the performance curve is shown in Fig. 18.18. It exhibits
a linearity of 3.0 % and an average accuracy of 2.0 % over a turndown ratio of
10:1. If the turndown is restricted to 8.0:1, the performance of the meter improves
with a linearity of 2.3 % and average accuracy of 1.9 %. For the 3/8 ” (9.525 mm)
elbow meter, it exhibits a linearity of 8.3 % and an average accuracy of 9.1 % with a
turndown ratio of 10:1 when calibrated with the second method. If the turndown
is restricted to 8.0:1, the linearity improves to 7.5 % and the average accuracy
improves to 8.4 %.

These results are summarized in Table 18.1. It is apparent that using �1 and
Re as calibration variables exhibits better linearity and accuracy. This is especially
true for low flow rate as is evident in Fig. 18.18. It is also apparent that accuracies
decrease with the larger diameter elbow. This is due to the lower velocity and lower
differential pressure (signal level) for the same flow rate. This suggests that one
should choose a smaller elbow in the application for flow monitoring if available.

Although the performance of the elbow meter is diminished when Eumod and Re

are used as calibration variables, the method depends less on the fluid viscosity.
Therefore, the method is expected to exhibit superior performance results with
greater uncertainty in the viscosity.

4 Fabrication

In this section, the design and fabrication of the integrated MEMS pressure, flow
and temperature (PQT) sensor will be presented. Since flow is measured from
differential pressure signals arising from fluid flow through the elbow geometry,
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the MEMS device must have the capability to measure gauge (system) pressure,
differential pressure, and fluid temperature.

To sense temperature, a resistor is incorporated on the device’s surface to function
as a thermister. Establishment of the temperature-resistance characteristics of this
thermister will enable temperature measurement. The design of the pressure sensing
aspects of the MEMS device is more complex. First, the mechanical aspects of
the sensor diaphragms will be considered. Once the diaphragm size and thickness
has been established, consideration will be given to the optimum placement of the
piezoresistive strain elements. The physical design of a MEMS device is closely
coupled with the design of the fabrication procedure. The design of the physical
components of the sensor will be presented first, followed by the fabrication
sequence.

4.1 Thermister Design

The primary consideration in the design of a thermister is self-heating error,
which appears directly as uncertainty in the temperature measurement. Therefore,
design consideration needs to be given to both the power dissipated by the device
and heat transfer. Measurement of thermister resistance in the PQT application
uses a Wheatstone bridge (Fig. 18.19), with the thermister functioning as a single
resistance element. The amount of energy dissipated by the thermister is a function
of its resistance and the bridge excitation voltage.

In Fig. 18.19, if R4 is the thermister, and the bridge is initially balanced, the power
dissipated is a function of the thermister resistance and the excitation voltage. A
bridge excitation voltage of 5 V is used for the MEMS thermister. If the thermister
has a nominal resistance of 10 k�, the power is 0.625 mW. As a comparison,
thermisters used to measure blood perfusion dissipate 4 mW of power, and can self-
heat to 3 ı or 4 ı greater than ambient. This type of device is typically spherical, and
not in direct contact with the fluid [3]. In this application, the thermister is fabricated
on the surface of the device in a serpentine fashion, has a large surface area in direct
contact with the fluid, and dissipates 85 % less power. Therefore, self-heating errors
can be assumed negligible compared to the expected change in temperature of the
hydraulic fluid.

Fig. 18.19 Standard
wheatstone bridge
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To simplify device fabrication, the thermister is built from doped polysilicon,
the same piezoresistive strain material used for pressure sensing. Polysilicon has a
positive temperature coefficient of resistance (TCR) of 0.08 %/ıC (at doping levels
of 1020 cm3) [34]. Although other materials with order of magnitude higher TCR
exist, they are more complicated to use in device fabrication.

4.2 Pressure Sensor Design

The functional principle for pressure sensing in the MEMS device can be seen in
Fig. 18.20. A diaphragm is subject to a pressure, which causes a small deflection and
strain on the surface. This strain can be converted to an electrical signal through the
use of piezoresistors, or resistors whose resistance changes with applied strain. The
change in resistance can then be converted to an output signal using a Wheatstone
bridge. Through calibration, the bridge output signal is then related to the applied
pressure.

The differential pressure is typically much smaller than the system pressure. The
differential pressure sensor must therefore be much more sensitive than the system
pressure sensor. To achieve the desired sensitivity with reasonable diaphragm
dimensions, the diaphragm must have a thickness on the order of microns. Thickness
control of silicon diaphragms of this size is difficult; therefore, an alternative
material is needed. Because cost is of importance, silicon dioxide has been selected
for use as the diaphragm material. The required sensitivity of the system pressure
sensor is much lower, as it is subject to a much higher pressure difference (�
4:0MPa). This requires a thicker diaphragm, which can easily be fabricated from
the base silicon material. Adjusting the thickness and size of the diaphragms would
allow for design pressures other than those selected for this demonstration.

Fig. 18.20 Piezoresistive pressure sensor principle
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The use of potassium hydroxide (KOH) to etch the bulk of the silicon required
the diaphragms to be made square. Although circular diaphragms have better stress
properties than square diaphragms, the stress advantages do not outweigh the
increased fabrication costs to etch a circular diaphragm.

The pressure sensing theory of operation suggests a logical design path. First, the
mechanical properties of the diaphragm need to be selected to maximize the strain
at the surface, while providing a sufficient factor of safety against breakage. After
the diaphragms have been properly sized, the location and size of the piezoresistors
needs to be selected to maximize the electrical output of the device. Once the size
and location of the piezoresistors are established, the physical location on the die of
each functional component of the device can be selected. Finally, the layout of the
bonding pads and wire traces can be done.

Sizing of the diaphragms was done by modeling them as plates of fixed periphery.
Since the governing differential equation for a plate of this type has no closed
form solution, the Ritz energy method was used to approximate the solution. The
displacement of the differential sensor diaphragm (made of 2�m SiO2) can be seen
in Fig. 18.21.

Comparing with solution given by a full finite element analysis, it is found
that retaining only one term of the series expansion is adequate. The Ritz energy
approximation for the plate of fixed periphery allowed the strain at the surface
of the plate to be known at any location on the surface. The strain at the
top surface of the differential pressure diaphragm can be seen in Fig. 18.22.
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Fig. 18.21 Displacement of differential pressure sensor diagram given by Ritz energy method
approximation to a plate of fixed boundary conditions subject to maximum design pressure
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Fig. 18.23 Serpentine
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Since the fractional change in resistance of the piezoresistor is proportional to
the applied strain, maximizing the applied strain also maximizes the change in
resistance.

The piezoresistors were designed in a serpentine fashion and allowed to vary in
both size and location on the surface of diaphragm. An illustration of such a resistor
layout can be seen in Fig. 18.23.

To maximize the output of the sensor, each of the variables of the piezoresistors
shown in Fig. 18.23 is systematically varied. The change in resistance is estimated
by area averaging. To reduce the number of variables in the solution domain, the
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Fig. 18.24 Bridge output as a function of resistor geometry

length the resistor extended off of the diaphragm, ls, is held constant at 100�m.
Similarly, the width of the spacing, ws, and the width of the resistor, wr , are held
constant at 50�m, a size that could be easily and cheaply fabricated. The output of
a Wheatstone bridge of piezoresistors arranged in a full bridge pattern on the surface
of the system pressure diaphragm is shown in Fig. 18.24. A single turn resistor
which gives the maximum resistor output results in substantially degraded signal-to-
noise ratios [35]. Therefore, a longer resistor with 2 turns and length, lp D 250�m is
chosen. The pressure sensor model underpredicts the output voltage. This is because
the model considers only strain information on the diaphragm, and assumes the
strain is zero at all locations off the diaphragm. The actual physical system does
have strain off of the plate, resulting in a higher output signal.

A similar design procedure was followed for the design of the system pressure
sensor. For this sensor, the diaphragm thickness is 90�m. This requires the
diaphragm size to be 1.6 mm. Because the diaphragm size is larger, 3 resistor turns
are used. After the piezoresistors are placed on the diaphragms, the die layout is
determined. For simplicity, the pressure sensors are placed in the vertical center
of the die, equidistant from the horizontal centerline. This location maximizes the
sealing surface around the system pressure sensor. Large 1:1� 1:1mm contact pads
are chosen to allow connection to the sensor without wire bonding equipment. The
thermister is placed off center between two contact pads to simplify wire trace
layout. Large 80�m wide wire traces are used for the wiring of sensor so they
can be seen with the naked eye. The layout of the device is shown in Fig. 18.25.
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Fig. 18.25 MEMS sensor component and contact pad layout on die

4.3 Sensor Fabrication

Fabrication of the MEMS device uses standard deposition, lithographic and etching
techniques to reduce cost. A basic overview of the MEMS device fabrication
sequence is given in Fig. 18.26.

The fabrication process uses clean 525�m thick [ 1 0 0 ] oriented double polished
wafers. The resistivity or doping of the base silicon does not affect the device
performance as all electrical aspects of the device are created with surface micro-
machining on an insulating oxide layer.

Fabrication starts by wet oxidizing the base wafers to form a 2�m thick layer
of SiO2 on both sides. Wet oxidation is used because it is a faster process, and
also because the resulting films have much less residual stress than films produced
by a dry oxidation process. However, dry oxidation processes result in higher film
qualities, and the factor of safety in the differential diaphragm design was selected
based on the use of the wet process [36, pp. 242–245, 345–349],[37, pp. 388–441].

Following the oxidation of the wafers, a 5000 VA thick layer of in-situ doped
polysilicon was deposited using a standard low pressure chemical vapor deposition
process (LPCVD). The in-situ process was used in lieu of a separate doping
process to reduce cost and to simplify fabrication. Moreover, in-situ doping using
the LPCVD process can be tailored to deposit films with no residual stresses
[38, pp. 20–22]. A recrystallization post deposition annealing step was done to
the polysilicon to reduce the sheet resistance. This process was performed in an
inert N2 environment to reduce the oxidation of the film. Following annealing,
the polysilicon was masked using standard lithographic processes, and the bulk
of the material etched away using reactive ion etching (RIE). The etched material
included that of the backside, where doped polysilicon was not needed. After
etching, the wafer appeared as in step c of the fabrication sequence shown in
Fig. 18.26.

The doped polysilicon piezoresistors were connected using gold contact traces.
Past researchers have noted adhesion difficulty in the application of gold directly to

silicon dioxide. Therefore, a standard adhesion promoting 2000 VA thick chromium
layer was deposited using electron beam evaporation prior to evaporation of a
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Fig. 18.26 Fabrication sequence. (a) Thermal oxidation; (b) LPCVD doped polysilicon; (c)
Pattern polysilicon; (d) Evaporate gold; (e) Pattern gold; (f) Oxide Etch—differential pressure
diaphragm; (g) KOH Etch silicon—differential pressure cavity; (h) Oxide Etch—absolute pressure
diaphragm; (i) KOH Etch silicon—both pressure sensor cavities; (j) Finished Si component; (k)
Cut and drill Pyrex 7740 glass; (l) Anondic bonding of Si to glass

3500 VA thick gold layer. Following deposition, a lithographic step masked the wire
traces and bonding pads, and the bulk of the gold, and chromium was wet etched
from the wafer surface to form both the wire traces and the contact pads. Following
gold deposition and patterning, the wafer now appears as in step e of Fig. 18.26,
with all topside fabrication is completed.

For ease of prototype fabrication, a timed etch stop technique was used to control
the thickness of each of the sensor diaphragms. Therefore, in order to size the
thickness of the system pressure diaphragm correctly, and to etch through the wafer
for the correct sizing of the differential pressure diaphragm, the etching of the
differential cavity was started first. Prior to etching the base silicon material, a hole
was created in the silicon dioxide on the backside to expose it. This was done using
buffered oxide etch (BOE) solution and standard lithographic means. Upon creation
of a window in the oxide, potassium hydroxide (KOH) was used for the bulk etching
of the Si. Since the silicon dioxide is being used as the masking layer for this etch,
care was given to the KOH bath temperature and concentration to ensure sufficient
selectivity [39–41].

Care was also needed to protect the previously fabricated topside features during
the KOH etching of the backside. Through experimentation, a combination of
mechanical and chemical means is determined to provide sufficient protection.
Mechanical protection is provided with a plastic fixture with an o-ring which seals
the topside features in a liquid tight chamber. Since a pinhole or diaphragm breakage
would still result in KOH solution reaching the sensitive topside components, a
chemical barrier was also applied [42]. After bulk micromachining to form the
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pressure sensor diaphragms, the finished Si sensor component was to be anondically
bonded to Pyrex 7740 glass. This process has been successfully applied in the
commercial production of many sensors [43]. However, for the purpose of prototype
testing, an alternative, faster method was used. In this method, the finished Si sensor
is bonded to a blank Si backing plate with allowance for the differential pressure
signal using Loctite epoxy based adhesive. The epoxy is adequate for sealing against
pressures that the sensor would see.

Several challenges were encountered during the fabrication of the MEMS PQT
device. These challenges were substantial enough to slightly alter the planned
fabrication sequence and deserve mention.

The purpose behind fabricating prototype sensors was to demonstrate the
feasibility of the integrated PQT concept. Therefore, fabrication issues such as
repeatability among devices on a wafer were of low concern. This allowed cheaper
masks fabricated from high resolution transparencies to be used. The fabrication
of these masks limits the minimum usable feature size to 50�m, and the feature
size variation from device to device is not negligible. The advantage to using such
masks is a very fast turnaround time, and � 66% saving compared to CNC produced
masks. All masks used in the fabrication of the prototype MEMS sensors were of
the printed transparency type.

Difficulty was found in the fabrication of the differential pressure sensor
diaphragm. Silicon dioxide has considerable compressive residual stress after
deposition [36, 37]. During prototype fabrication, it was determined this residual
stress was high enough to cause breakage of the thin diaphragm once all of the
silicon backing material had been etched away. Several attempts were made to
anneal and relax this residual stress, however they were unsuccessful. Success in
fabricating this diaphragm was found through a combination of deep reactive ion
etching (DRIE) and silicon support. The technique was to follow the standard
etching steps until there was approximately 40�m of material remaining. Then,
DRIE was used to etch away approximately 25�m of material, leaving 15�m
of material to support the SiO2 diaphragms. The use of the DRIE to finish etch
allowed radii to be formed on the corners in the pressure sensor cavities, which
eliminated the sharp edge stress concentrations that would ordinarily have been
present if the KOH etch was finished. The reduction in the stress concentration
along with the support gained by the remaining silicon material was sufficient to
produce operational and sensitive differential pressure sensors.

During the initial phases of fabrication, connection difficulties between the Cr/Au
wires and the piezoresistors were encountered. This difficulty resulted in very low
batch yields, and operational sensors that produced very erratic output signals. The
difficulty was traced to poor cleaning of the polysilicon layer before the e-beam
evaporation of the Cr/Au layers. Since the polysilicon was both annealed, and
patterned using standard lithographic techniques, there was a thin oxide and residual
photoresist present. An intermediate RIE etch prior to the evaporation of the Cr/Au
layers provided the necessary cleaning.
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5 Sensor Testing and Evaluation

5.1 Thermister Evaluation

The performance of the thermister was characterized through comparison with a
K calibration thermocouple using an Analog Devices AD595 thermocouple signal
conditioning chip. For the characterization tests, the MEMS PQT device and the
thermocouple were placed in an oil bath. The bath was heated and allowed to cool,
while both the resistance of the MEMS PQT device and the temperature of the bath
were monitored.

An example calibration curve for several thermal cycles on a single sensor is
shown as Fig. 18.27. Note the temperature–resistance characteristic is linear over
the small temperature. Therefore, a Steinhart-Hart polynomial log fit is unnecessary.
The temperature coefficient of resistance can be obtained from the trend line slope
indicated in Fig. 18.27. From this slope, a temperature coefficient of resistance for
the doped polysilicon used in the MEMS PQT device is calculated to be 0.08 %/ıC,
which matches the value given by Madou [34].

When the calibration curve shown in Fig. 18.27 is used, the performance of the
thermister can be evaluated. The result is shown graphically in Fig. 18.28. The
thermister exhibits a linearity of 2.32 %, a repeatability of 0.6 %, and an overall
accuracy of 3.6 %. The percentage accuracy of the device translates to a 1.5 ıC
uncertainty in temperature measurement with the device.

5.2 Differential Pressure Evaluation

Testing of the differential pressure sensor required a holding fixture to be fabricated.
There are two pressure taps in the fixture allowing for a differential signal to be
applied to the MEMS device.
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Fig. 18.29 Pressure-voltage characteristic of the differential pressure sensor

A differential pressure signal was obtained by subjecting one side of the
MEMS differential pressure sensor to atmospheric pressure, while the other side
was subjected to the pressure generated by a variable head of hydraulic oil. The
differential pressure measurement was measured with a high accuracy Sensotec
LVT differential pressure transducer. The results of the offset corrected performance
test can be seen in Fig. 18.29.

The linearity of the device was measured to be 0.38 %, the repeatability 0.13 %
and the accuracy 3.58 %. Further increases in the sensitivity through a reduction
in the amount of silicon support under the differential diaphragm resulted in
undesirable nonlinear output characteristics.

Comparing the experimental results in Fig. 18.29 with the model prediction in
Fig. 18.24, it is seen that the model underpredicted the device output. However, the
results of the model were comparable to the sensor output, which validates the use
of the model for optimizing the output of the sensor.
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5.3 System Pressure Evaluation

Performance testing of the system pressure component of the prototype MEMS
device was very similar to that of the differential pressure tests. For this test, the
output signal of the MEMS device was compared to a commercially available
Barksdale pressure transducer. To avoid breakage of the differential pressure
diaphragms during the tests, a high pressure hydraulic signal was applied to both
sides of the test fixture and MEMS device.

Figure 18.30 shows the performance of the system pressure measurement.
System pressure measurement exhibited a linearity of 0.75 %, a repeatability of
0.33 %, and an accuracy of 4.2 % when the turndown was restricted to 10:1. The
performance is comparable to commercially available pressure transducers. Slightly
degraded performance was noted when measuring small pressure signals outside of
the turndown range.

The results of the tests of the three sensors: thermister, differential pressure
sensor, and system pressure sensor are summarized in Table 18.2.
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Table 18.2 MEMS device performance summary

MEMS device Thermister (%) Diff. pressure (%) System pressure (%)

Linearity 2:32 0:38 0:75

Accuracy 3:6 3:58 4:2

Repeatability 0:60 0:13 0:33
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5.4 Sensor Integration into Elbow Geometry

Integration of the MEMS device into a typical fluid power component is necessary to
prove the validity of the integrated PQT concept. The design is shown in Fig. 18.31.
This design incorporates a standard 1/4 ” (6.35 mm) flow bend with a curvature to
diameter ratio of unity, and the MEMS device. The overall dimensions are 25 mm
� 25 mm � 30 mm. The cavity housing the MEMS sensor in the example is 18 mm
� 18 mm � 6 mm. Pressure taps are placed at 55 ı on the outer radius and at 25 ı on
the inner radius for increased signal sensitivity.

Integrating the MEMS device into the fixture shown in Fig. 18.31 allows all
sensing aspects of the device to be tested simultaneously. Since the temperature
and system pressure sensor have already been evaluated in the previous sections,
the remaining task is to evaluate flow sensing of the sensor. Application of the
calibration procedure developed in Sect. 3 to the design shown in Fig. 18.31 results
in the flow performance curves using the two different sets of calibration variables
as shown in Fig. 18.32. Note that Fig. 18.32 contains experimental data collected
at temperatures of 27.2 ıC, 34.1 ıC, 41.3 ıC, and 43.5 ıC. Linearity, accuracy, and
repeatability using the 2 calibration methods are summarized in Table 18.3.

From Fig. 18.32, both calibration methods are able to collapse data from different
temperatures onto a single curve. From Table 18.3, calibration method using �1

Fig. 18.31 A machined elbow with pressure taps into which the PQT sensor is to be integrated

Table 18.3 MEMS device
flow performance summary

Calibration variables �1, Re (%) Eumod, Re (%)

Linearity 2:83 5:3

Accuracy 2:8 6:0

Repeatability 0:92 1:26
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Fig. 18.32 PQT flow rate performance curves: Top: using �1 and Re as calibration variables;
Bottom: using Eumod and Re as calibration variables

and Re as calibration variables shows better performance than the method that uses
Eumod and Re as calibration variables. This result is consistent with the result in
Sect. 3.

6 Conclusions

The design of a low cost, multifunction MEMS sensor for use in fluid power systems
was presented. The sensor measures system temperature, system pressure, and a
differential pressure for calculating flow rate.

Temperature sensing with the device was accomplished by incorporating a
thermister into the design. For fabrication simplicity, polysilicon was used as
the thermister material. Although this material does not exhibit large resistance
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temperature characteristic of other materials, the fabrication simplicity gained
justified its use.

Pressure sensing with the device was accomplished by using piezoresistive strain
elements arranged in a full bridge fashion. A simple fixed plate diaphragm model
was used to optimize both the mechanical diaphragm properties and the placement
of the piezoresistors on the diaphragm surface.

Flow sensing with the device was accomplished by sensing the difference in
pressure at two locations in an existing hydraulic flow path of the application. This
eliminates the need for additional elements in the flow path and is more energy
efficient. Two calibration methods were developed based on dimensional analysis to
determine the differential pressure-flow relations that compensate for viscosity and
density variation due to temperature changes. The method that uses �1 and Re as
calibration variables is more accurate than the method that uses Eumod and Re.

Independent testing of each of the component on the device showed each has
good functionality and performance characteristics. The uncertainty in the tempera-
ture measurement was determined to be 1.50 C, while the linearity of the system
pressure and differential pressure measurements of the device were determined
to be 0.13 and 0.75 %, respectively. The MEMS device was incorporated into a
typical fluid power component proving the validity of the integrated PQT sensor.
The linearity of the flow portion of the integrated PQT concept was determined to
be 2.83 %. Further details of this work can be found in [44].
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Chapter 19
Vibrating Nanoneedle for Single Cell
Wall Cutting

Md. Habibur Rahman, Abdul Hafiz Mat Sulaiman, Mohd Ridzuan Ahmad,
Masahiro Nakajima, and Toshio Fukuda

Abstract In this chapter, we proposed a piezoelectric-actuated rigid nanoneedle
for single cell wall (SCW) cutting. A fabricated Tungsten (W) nanoneedle was
assembled with a commercial piezoelectric actuator laterally and perpendicularly.
The body of the nanoneedle is cylindrical while the shape of the tip is conical.
Calibration of the assembled device was conducted using both experimental and
numerical approaches. Experimentally, we have obtained a 4.5 �m displacement
of the nanoneedle from an input potential of 100 V towards the Y-axis. Results
also showed that, at lateral configuration, nanoneedle tip is more stable than at
perpendicular configuration. For the perpendicular configuration, we observed a
fractional displacement of 1.2 pm, but in the lateral configuration we did not
experience any fractional displacement. As a result, for a precise cell wall cutting
we choose the lateral configuration of the nanoneedle tip. W303 yeast cell model
was used as a sample for SCW cutting. Yeast cell wall is more likely to behave
as a Mooney–Rivlin hyperelastic material. Two different frequencies of vibrating
nanoneedle were used for cell wall cutting operation: 1 and 10 Hz. For a constant
penetration depth of 1.2 �m, penetration velocity was 7 �m/s and 24 �m/s,
respectively. Investigated results showed that the faster nanoneedle causes less
damage to the cell wall during cutting operation. Additionally, further finite element
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(FE) analysis was performed to observe the effect of tip edge angle for cell wall
cutting. Three different edge angles 10, 15, and 20ı were used to perform cell wall
cutting. SCW penetration force increases with the increasing of tip edge angle and
the diameters of the nanoneedle.

Keywords Vibrating nanoneedle • Single cell cutting • Piezoelectric actuator •
Finite element analysis • Yeast cell model

1 Introduction

The fundamental structure of a living organism is cell. Millions of cells are
combined together to develop a total structure of tissue. Therefore single cell
analysis is very important in tissue engineering. Single cell analysis elucidates
complex cellular functions such as cell’s mechanical, electrical, and chemical
properties.

Conventional medical science researches are based on a population cell analysis
that produces a conclusion from an average data. However, the average data is not
able to illustrate the basic physiological properties of cell such as cell membrane
stiffness, cell wall thickness at different cell growth, and cell proliferations [1].
For instance, abnormal cell growth caused cancer or tumor [2, 3] by which
intracellular and extracellular mechanical properties change significantly [4, 5].
From the biochemical experiments, it might be possible to identify that the cell
growth is abnormal, but to identify the exact mechanical properties of the cell wall
for a healthy and unhealthy cell, it is necessary to analyze cell’s mechanical property
individually.

Traditionally, diamond and glass knives were used for ultrathin cryosectioning
of cells [6, 7]. But due to the sturdy edge of diamond knife and high edge angle
(40–60ı), it generates a very high compression stress on the upper surface of cells.
This may lead the sample’s inner surface to be cracked. Moreover, cryosectioning
has been performed in a very low temperature or in a frozen-hydrated sample. On
the other hand, cell mechanics change with environment temperature [8]. Therefore,
ambiguities arise due to study during or after cell cutting operation.

Conventional diamond nanoknife was replaced with Multiwalled Carbon Nan-
otube (MWCNT)-based nanoknife for cell cutting [9]. A Carbon Nanotube (CNT)
was welded across two tungsten needles to fabricate the nanoknife. Due to very
small diameters of the CNT ( 100 NM), the compression force on the cutting
sample surface has been reduced. Hence, the sample surface bent instead of
cracking during cell cutting. It is seen clearly from the reported scanning electron
microscopic (SEM) image that nanoknife can leave a mark on the Au-coated epon
resin surface, which means it is able to generate very thin slices of the sample
cell. However, electron-beam-induced deposition (EBID) bonding strength between
CNT and Tungsten needles is 0.81 ˙ 0.8 �N. As a result, continuous cell cutting
operation is not possible by CNT nanoknife particularly if sample cell is hard, like
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plant cells, bones, thick walled spores, etc. [10, 11]. Recently, our colleagues have
fabricated a novel nanoknife by FIB etching of a commercial AFM [12] cantilever.
The nanoknife edge angle was 5ı and the knife was supported by a buffering beam.
Operation of cell cutting was performed inside environmental scanning electron
microscopy (ESEM). Saccharomyces Cerevisiae yeast cell was used as a sample
of cell cutting. Cutting force was measured as 60 �N for a yeast cell. However,
this work was limited to single cell slice generation only. The reported data is
not adequate enough to explain the stiffness of the single cell wall (SCW). The
mechanical properties of the cell wall are partially extracted and yet under the
area of near darkness [13]. Unlike the conventional methods of single cell slice
preparation, our aim is to cut the SCW specifically. Therefore, in this chapter, we
presented a piezoelectric-actuated vibrating rigid nanoneedle for SCW cutting. This
approach of SCW cutting can be useful for early disease diagnosis based on cell’s
mechanical properties and also for drug delivery to the individual cell.

2 Proposed Idea

In this work, a vibrating rigid nanoneedle has been developed for SCW cutting.
The vibration of the nanoneedle was controlled by a piezoelectric actuator’s signal
input. Figure 19.1 showed the concept of the SCW cutting operation. The inverse
piezoelectric effect was used to control the vibration of the nanoneedle. According
to the inverse piezoelectric effect, the external electric energy will generate internal
mechanical energy or displacement [14]. Displacement can be controlled by apply-
ing voltage or current [15]. This internal mechanical energy will cause the actuator
to displace from its original position. In our model, the nanoneedle is located at
the tip of a commercially available AFM cantilever (Olympus Corp.). The body of

Fig. 19.1 Single cell wall cutting with piezoelectric-actuated rigid nanoneedle
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the AFM cantilever is attached to the piezoelectric actuator (AE0203D04F, NEC
Corp.). SCW penetration force was related with Hertz–Sneddon model of force vs.
cell wall penetration depth [16].

2.1 Finite Element Model of the Fabricated Rigid Nanoneedle

Finite element (FE) method is a widely accepted tool for modelling and validating
complex biotechnological analyses [17–19]. Commercially available powerful finite
element software ABAQUS 6.10 CAE/CEL was used to model and analyze the cell
wall cutting operation. The physical units of the numerical model were scaled to
millimeters to fit in the modelling tools. Final results were obtained by multiplying
by 10�03 to tally with the actual physical dimension. Nanoneedle is the end-effector
to perform SCW cutting operation. The body shape of the nanoneedle is cylindrical
while the tip shape of the nanoneedle is conical. The conical-shape tip of the
nanoneedle increases its sharpness and this criteria is very important to obtain
precise cell cutting with minimal damage to the cell wall [1].

Previously, Ahmad et al. had fabricated tungsten (W) deposited nanoneedle for
SCW penetration and it was reported that the nanoneedle is able to penetrate the cell
wall successfully [8]. Nanoneedle was fabricated in two different configurations:
lateral and perpendicular. Figure 19.2a shows the lateral configuration of the
fabricated nanoneedle and Fig. 19.2b shows the perpendicular configuration of the
nanoneedle.

In this work, we have integrated the fabricated nanoneedle with lead zirconate
titanate (PZT) actuator to perform cell wall cutting operation. FE method was
used to analyze the data. The dimensions of the modeled nanoneedle are shown in
Fig. 19.3. Figure 19.3a shows the schematic of the nanoneedle where its tip length
is 350 nm and body length is 10 �m. Figure 19.3b illustrates a side view of the
nanoneedle tip, where angle of the tip is 15ı. The diameter of the nanoneedle is
170 nm as shown in Fig. 19.3c. Figure 19.3d shows the FE model of the whole

Fig. 19.2 (a). Lateral configuration of the nanoneedle. (b). Perpendicular configuration of the
nanoneedle
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Fig. 19.3 (a). Schematic diagram of the nanoneedle. (b) Side view of the nanoneedle tip. (c).
Cylindrical top view of the nanoneedle and its diameter. (d). Finite element structure of the
nanoneedle

nanoneedle structure. The material of the nanoneedle is tungsten (W), which is a
strong metal with high stiffness. The Young’s modulus of tungsten is 411 GPa and
its Poisson’s ratio is 0.28 with a molecular mass density of 1.9 g/m3 [20]. On the
other hand, the stiffness of the cell wall is dependent on its basic properties such as
Young’s modulus, Poisson’s ratio, and cell wall thickness. Yeast cell wall thickness
is about 300 nm, Poisson’s ratio 0.5, and Young’s modulus 3.21 MPa, which is very
low compared to the fabricated nanoneedle. In earlier work [8], it is reported that the
fabricated nanoneedle is able to penetrate yeast cell wall without any buckle or any
damage to the needle. In this current work, the same material was used to develop
the nanoneedle, by which, we could claim that, the nanoneedle is rigid in terms of
yeast cell wall cutting.

2.2 Piezoelectric Actuator

In the early history of piezoelectric properties, it was used to generate ultrasonic
sound [21] in order to detect any object. In modern science, piezoelectric properties
have been utilized in many areas, especially in micro- and nano-sensors. Its main
advantages are the micro level displacement and low power consumption of the
piezo material. Lead zirconate titanate (PZT) film was used by Kanda et al. [22] to
measure the sensitivity of a sensor probe. Various types of ultrasonic motors have
been also developed using the PZT film sensor probe. Various types of ultrasonic
motors have been also developed using the PZT film.
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Fig. 19.4 Concept of
piezoelectric and inverse
piezoelectric effect. In inverse
piezoelectric effect electrical
energy converts to
mechanical energy in terms of
displacement

Table 19.1 Finite element model parameters for PZT actuator

Category Parameters Units

Elastic properties E D
0
B@
6061 0:5 5300

8831 0:2 4350

9061 0:3 3300

1
CA� 1010 Pa

Permittivity 2D
0
B@
1:5 0 0

0 1:5 0

0 0 1:3

1
CA � 10�08 F/m

Piezoelectric parameters di;j;k D
0
B@

0 0 0

� 6:5 2:33 6:5

0 0 0

1
CA � 10�8 Cb/m

Piezoelectric ceramic is divided into two categories, i.e., Piezoelectric Effect and
the Inverse Piezoelectric Effect. For developing a sensor and ultrasonic sound wave,
researchers are using piezoelectric effect. On the other hand, the inverse piezo-
electric effect has been used to develop actuators and vibrators [14]. Figure 19.4
shows the concept of piezoelectric effect. In this work, we have applied the inverse
piezoelectric effect to the vibrating nanoneedle. The dimension of the piezoelectric
actuator is 4 mm � 3 mm. Table 19.1 described the PZT properties of the actuator.
These properties contain elastic, dielectric, and piezoelectric parameters for the
actuator. The matrices were developed based on the elastic properties in FE model.
It is clear that piezoelectric inputs were defined in Y direction, which limits the
actuation in Y direction only. As our concern is in the vibration towards Y-axis, we
kept other direction as static.

2.3 Assembling of the Nanoneedle and the PZT Actuator

We have assembled the nanoneedle with PZT actuator by keeping consistency
with the nanoneedle configurations. For lateral configuration of the nanoneedle,
cantilever was attached with the PZT actuator laterally, i.e., angle between PZT
side and cantilever frame is 180ı. Figure 19.5a shows the lateral configuration of
the assembly.
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Fig. 19.5 (a). Assemble of the lateral configuration. (b). Assemble of the perpendicular
configuration

On the other hand, for the perpendicular configuration of the nanoneedle,
cantilever frame was attached with the PZT perpendicularly, i.e., angle between the
PZT actuator and the cantilever is 90ı (Fig. 19.5b). For both of the configurations,
nanoneedle and PZT vibrate in Y-axis, but in the perpendicular configuration,
cantilever body lays on X-axis and as a result, the cantilever remains hanging
with less mechanical support than the lateral configuration. Figure 19.6 depicts the
real-time image of the lateral configuration. Cantilever was attached with the PZT
actuator using electric conductive tap and the inset shows the SEM image of the side
view of the lateral nanoneedle. The purpose of different configurations is to analyze
the steadiness of the nanoneedle when the position of the nanoneedle changes in
design.

3 Calibration of the PZT-Actuated Nanoneedle
for SCW Cutting

We have used both experimental and numerical methods to calibrate the assembled
cell wall cutting device. The displacement of the attached fabricated nanoneedle was
calibrated in terms of high input DC voltage. We have obtained high DC voltage by
connecting three DC power supplies (Agilent Technologies) in series. Images of the
nanoneedle were captured by IX73 inverted microscope, Olympus Corp.
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Fig. 19.6 Lateral configuration of the assembled device. Inset shows the SEM image of the lateral
nanoneedle

3.1 Electrical Potential Analysis of the Actuator

In this research, we used the inverse piezoelectric effect to generate a partial
displacement of the actuator in positive and negative Y-axis. Equation (19.1)
describes the electric displacement in terms of applied voltage and piezoelectric
matrix.

qi;j D "i;k;k C Di;j;kEm (19.1)

where qi,j indicates electric charge displacement, "i,j,k is the permittivity of the
material, Di,j,k piezoelectric properties matrix, and Em is the electric potential. These
parameters are obtained from the datasheet of the PZT actuator and FE model
was developed based on these parameters. Equation (19.2) was extracted from
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the Maxwell’s equation of motion and combined with Eq. (4.3) to illustrate the
mechanical displacement (T). These equations were derived from the IEEE standard
of piezoelectricity [23].

�T D Em:Di;j;k (19.2)

where �T indicates the mechanical displacement difference in terms of applied
voltage for a piezoelectric actuator. Boundary conditions at the edge of the actuator
were applied to obtain a very precise vibration of the actuator. If the material surface
is discontinuous, then the boundary conditions across the surface are illustrated by
Eqs. (19.4)–(19.6).

niT
I
ij D niTij

II (19.3)

uj
I D uj

II (19.4)

niqi
I D niqi

II (19.5)

'I D 'II (19.6)

where I indicates the values of the variables on one side and II represents the other
side of the surface. For traction-free surfaces, the boundary conditions are expressed
in Eq. (19.7).

niTij D 0 (19.7)

The surface without any displacement has the boundary condition Eqs. (19.8)–
(19.10).

uj D 0 (19.8)

niqi D 0 (19.9)

' D 0 (19.10)

These boundary conditions were applied in X and Z directions of the actuator
to constrain the vibration in ˙Y-axis only. Figure 19.7 showed the effect of
applied voltage to the actuator. In our numerical analysis, we obtained a maximum
displacement of 3.5 �m with an input voltage of 150 VDC.

http://dx.doi.org/10.1007/978-3-319-32180-6_4
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Fig. 19.7 Effect of electrical potential to the actuator. (a) Position of the nanoneedle at 0 V.
(b) Position of the nanoneedle at 150 V

3.2 Calibration of the Two Different Configurations
of Assembling the Nanoneedle and PZT

In the previous section, it was showed that PZT actuator and nanoneedle were
assembled in two different configurations, named as lateral and perpendicular
configurations. In this section, we presented the calibration of each configuration
in terms of applied voltage to the displacement.

3.3 Calibration of the Lateral Configuration

The input parameter of the actuator was electrical potential which controls the
movement of the actuator. By adding three power supplies in series, we were able
to manage a DC input voltage of 100 V, and at this input potential, the displacement
of the nanoneedle was measured in real time. The electrical potential was increased
from 0 to 100 V, at the same time the displacement of the nanoneedle tip was being
measured. Figure 19.8a showed the position of the nanoneedle at 0 V and 19.8b at
100 V. A displacement of 4.5 �m was obtained from applied voltage of 100 V.

Actuator datasheet describes the displacement of the actuator is 4.5 ˙ 1.5 �m
at maximum 150 VDC (AE0203D04F, NEC Corp.); suggested result is very much
consistent with the obtained result i.e., 4.5 �m displacement. On the other hand,
we have also performed the FE analysis of the modelled PZT actuator. Figure 19.9
shows the linear relationship between applied voltages with the nanoneedle dis-
placement in Y-axis. The graph was plotted from a point node at the bottom
surface of the actuator. Nodal elements were equally distributed to the entire
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Fig. 19.8 Calibration of the displacement of rigid nanoneedle. (a). Nanoneedle position at 0 V
and (b) at 100 V

Fig. 19.9 Linear relationship between the applied electric potential and displacement of the
nanoneedle

geometry. We measured the maximum displacement at 150 V towards Y-axis is
3.5 �m. Numerically obtained displacement profile is slightly different from the
experimental result; the reason behind this is the inertia of the material and the
discharging time. In FE model, ideal case of PZT actuator was considered. However,
both of the experimental and numerical results are consistent with the datasheet
of the product and stable for the application of the micro indentation in cell wall
cutting.
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Fig. 19.10 Fractional displacement of the nanoneedle tip (for perpendicular configuration).
Fractional displacement of the nanoneedle occurred only at the perpendicular configurations

3.4 Calibration of the Perpendicular Configuration

As the name implies, the position of the nanoneedle is perpendicular to the cantilever
and attached with the PZT perpendicularly. Unlike in lateral configuration, we have
further investigated the displacement of the nanoneedle in Z direction. Since the
nanoneedle has been hung with the cantilever support only, the nanoneedle may
have displacement in X or Z directions. Figure 19.9 showed the nanoneedle tip
displacement in Y direction with input voltages of 150 V, which is same as the
nanoneedle displacement as for the lateral configuration. Later on we observed
the fractional displacement of the nanoneedle tip with time, at the same voltage.
Figure 19.10 shows the spatial displacement of the nanoneedle tip in Z direction in
variation of time.

After comparing the displacement profile of the lateral and perpendicular
configurations, we observed that perpendicular configuration has a fractional dis-
placement of the nanoneedle tip. At the lateral configuration, cantilever body and
the piezoelectric actuator are placed 180ı, i.e., both are in the same plane. On the
other hand, at perpendicular configuration, the cantilever is in 90ı angle to the
actuator body, which caused the cantilever body to be hanging with the actuator
body. Due to the length of the cantilever, there is some moment of inertia generated
during the displacement of the nanoneedle and the cantilever body [24]. This
fractional displacement behavior is not linear as the former configuration. Even
though displacement is very small (1.2 pm), but in terms of cell wall cutting it has
significant effect as it may cause cell wall damage. As a result, we conclude that
lateral configuration is more stable than the perpendicular configuration.
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4 Single Cell Wall Cutting Operations

4.1 FE Model of Yeast Cell

Saccharomyces cerevisiae W303 yeast cell was used as a sample model of a single
cell. Yeast cells are eukaryotic microorganisms in the classification of fungi. The
cell cycle of yeast is similar to human cell cycle [12] and yeast cell has been
used as a sample cell for diagnosis of human disease such as tumor, cancer, and
Parkinson’s disease [25]. FE model of single yeast cell was developed based on the
available mechanical properties of yeast cells. The geometric shape of the yeast
cell is spherical and its diameter varies from 3 to 7 �m [12, 13]. The Young’s
modulus of yeast cell was reported as 3.21 MPa [13] and the Poisson’s ratio of
soft biological material was assumed as 0.5 [26]. In this work, the entire cell model
was separated into two layers; cell wall and cell interior [27]. Figure 19.11 shows
the model of yeast cell. Thickness of the yeast cell wall is about 100–300 nm [13]
and the internal layer is cytoplasm which is the interior of the cell. Cytoplasm is
a fluid-like structure with mass density of 1 g/mL [28]. Yeast cell wall is more
likely to behave as a Mooney–Rivlin nonlinear hyperelastic material, as proposed
by Stenson [29]. This model was extended by Lardner and Pujara [30], keeping the
volume constant. Equation (19.11) illustrates the strain energy (W) function of the
Mooney–Rivlin hyperelastic material used in the cell wall model.

W D C1 .I1 � 3/C C2 .I2 � 3/ (19.11)

Fig. 19.11 Double layer model of yeast cell. Outer part is the cell membrane while the inner part
is filled with cytoplasm (Eulerian materials)
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Fig. 19.12 Hyperelastic behavior of the yeast cell wall model

where C1 and C2, are the material constants with first and second invariant of I1

and I2, respectively. Nominal stress and strain of the yeast cell wall were obtained
from [29] and further modified with [13]. The ultimate failure of cell wall occurs in
68 % of fractional deformations [31]. Figure 19.12 illustrated the material evaluation
(stress vs. strain) of the nonlinear hyperelastic behavior of the yeast cell wall model.
This model has a consistency with the proposed yeast cell wall model of Stenson
[29], by which we could claim that developed yeast cell wall model is valid.

4.2 Effects of Vibration Frequency of Cell Wall Cutting

Since calibration results showed that lateral configuration is more stable in terms of
displacement, we have used the lateral configuration of the nanoneedle to perform
cell wall cutting operation. To investigate the effect of nanoneedle’s vibration fre-
quency to the cell wall damage, two different frequencies of the vibration were used;
firstly at lower frequency (1 Hz) the penetration velocity was 7 �m/s. According to
the piezoelectric theory, electric discharge occurred during compression (negative
displacement). Several experiments were conducted to set the optimum frequency
of the piezoelectric actuator. The maximum vibration frequency that we managed
to vibrate was 15 Hz. Above that frequency, we were not able to observe the
displacement under IX73 Olympus microscopy. As a result, for the highest frequency
we chose to 10 Hz, where nanoneedle velocity was 24 �m/so. At both frequencies,
the nanoneedle was able to cut the cell wall successfully. Figure 19.13 shows the
depth of the damaged cell wall is 1.2 �m from its outer surface and cell wall
thickness is 100–300 nm. This means, the cell wall was permanently penetrated
during cutting operation. There were 12 cycles of penetration to the cell wall. We
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Fig. 19.13 Constant depth of the damaged (tip indentation) cell wall for 12 cycles at 1 Hz
frequency

investigated the total wounded area during cell wall cutting in different frequencies.
The total wounded area was calculated based on Eq. (19.12).

jdj D
q
.x � x1/

2 C .y � y1/
2 C .z � z1/

2 (19.12)

where d is the length of the cutting surface, x, y, z are the initial positions, and x1, y1,
z1 are the final positions of the nanoneedle. The coordinate points can be identified
by inspecting the position of the nodes. From two nodes we can measure the distance
easily. From Fig. 19.14a–d, we observed that the wounded area of the cell surface is
not uniform. In order to avoid the complexity, we calculated the average wounded
area of the cell surface. At 1 Hz (7 �m/s) frequency’s nanoneedle we calculated the
wounded length as 2.6 �m, width 1.07 �m, and the depth 1.2 �m. Surface area and
volume were calculated by Eqs. (19.13) and (19.14), respectively.

A D l � w (19.13)

V D l � w � h (19.14)

where l, w, h represents length, width, and height, respectively. From Eq. (19.13),
the damaged surface area is calculated as 2.78 pm2, and the volume is 3.39�18 m3.
Figure 19.15 shows the gradual profile SCW cutting for 10 Hz vibration of the
nanoneedle. At 10 Hz frequency, the velocity of the nanoneedle was 24�m/s and the
wounded length was calculated as 2.31 �m, width 0.59 �m, and the depth 1.2 �m
by nodal position. The volume of the wounded area was 1.63�18 m3. For both of
frequencies, SCW cutting operations were performed at different tip edge of the
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Fig. 19.14 Single yeast cell wall cutting operations at 1 Hz frequency. (a) At t D 0 s, just
immediate before cutting operation. (b), (c) Single cell wall cutting operations at 3 s and 6 s,
respectively. (d) Cell wall damaged area after cutting operations

Fig. 19.15 Single cell wall cutting operations at 10 Hz vibrating frequency of the nanoneedle.
Time lapse (a–d) illustrates the gradual cutting profile of the single cell wall
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Table 19.2 Summary of the cell wall cutting with different edge angles of nanoneedle at
constant indentation depth of 1.2 �m

Tip opening
angle

Damaged area at 1 Hz
frequency (pm2)

Damaged area at 10 Hz
frequency (pm2)

Penetration
force (nN)

10ı 2 1.3 435
15ı 2.78 2 616
20ı 3.6 2.5 900

nanoneedle. Table 19.2 summarizes that for a constant nanoneedle edge angle, cell
wall damaged area decreases with the increasing of the vibration frequency. For
example, for 15ı tip opening angle, cell wall wounded area is 2.78 pm2 at 1 Hz
frequency’s nanoneedle while it is 2 pm2 for 10 Hz frequency’s nanoneedle, i.e.,
faster nanoneedle causes less damage to the cell wall. At both of the frequencies,
cell wall penetration force remains unchanged for a constant penetration depth of
1.2 �m.

4.3 Effect of Nanoneedle Tip Edge Angle

During cell wall cutting, the nanoneedle was in a direct contact with the cell. Cell
wall penetration force depends on the cell-tip contact area which varies with the
changes of nanoneedle tip edge angle. The behavior of the cell-tip interaction can
be described by the continuum mechanics of elastic contact. In extension to the
Hertz–Sneddon model, the load exerted by the tip is linked to the indentation depth
during cell wall cutting. If the geometrical parameters are known [26] for the conical
nanoneedle tip, this behavior can be expressed by Eq. (19.15).

Fcone D 2
�

tan˛ E
.1�v2/ ı

2 (19.15)

where F is the load exerted by the tip, E the Young’s modulus and � the Poisson’s
ratio of the cell wall, ˛ opening edge angle of a conical tip and ı is the depth of the
damaged cell wall [13]. Figure 19.16 showed the schematic of the tip edge angle
for cell wall cutting. Penetration depth ı indicates the indentation of the nanoneedle
inside the cell wall. From the calibration results, we came to know that PZT actuator
is able to displace up to 4.5 �m, where 1.2 �m penetrated the cell wall and rest
remain outside of the cell. For a 10ı edge angle’s nanoneedle, cell wall penetration
force was 435 nN and penetration force increases with the increasing of nanoneedle
edge angle. Previously Shen et al. reported single cell slicing required a force of
65 �N to make two slices. On the other hand, in this work cutting operations were
performed on the cell wall, as a result force required is much lower than the cell
slicing (maximum 900 nN). As SCW thickness is only 300–400 nm, it is confirmed
that nanoneedle tip successfully penetrated single yeast cell. Higher penetration to
the cell interior requires higher penetration force.
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Fig. 19.16 Effect of nanoneedle edge angle on single cell wall cutting

Fig. 19.17 Schematic diagram of the flat tip nanoneedle for cell wall cutting

4.4 Single Cell Wall Cutting with Flat Tip Nanoneedle

Previously we have reported, for a 316 nm diameter of flat nanoneedle tip, SCW
penetration force is about 290 nN [13] inside environmental scanning electron
microscopy (ESEM). But that work was limited to a particular diameter of the
flat nanoneedle only. In this work, we have investigated the cell wall penetration
force for possibly fabricated different diameters of the flat nanoneedle. Figure 19.17
shows the schematic diagram of the different diameters of flat nanoneedle. The area
of the nanoneedle’s tip increased with the diameter, which causes larger damage
to the cell wall. In this case, the cell wall penetration forces were also increased.
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Table 19.3 Cell wall
penetration force at constant
indentation depth of 1.2 �m

Diameter of nanoneedle (nm) Penetration force (nN)

130 596
170 779
210 965

The Hertz–Sneddon relation between penetration force and indentation depth for a
flat tip nanoneedle is illustrated in Eq. (19.16).

Fcylindrical D 2
E

.1 � v2/aı (19.16)

where, E, a, ı, v are elastic modulus, radius, indentation, and Poisson’s ratio,
respectively. For a 130 nm diameter of flat nanoneedle, SCW penetration force is
596 nN. Table 19.3 summarizes the SCW penetration force for a constant nanonee-
dle indentation of 1.2 �m for different diameters of the cylindrical nanoneedle.
Study was performed for three different sizes of the nanoneedle (130, 170, 210 nm).
With the increasing of nanoneedle diameter, cell wall–nanoneedle contact area
increases, which causes penetration force to be increased as well.

5 Conclusion

SCW cutting operation has been demonstrated successfully in this chapter. A
piezoelectric-actuated rigid nanoneedle was used to control the movement of the
nanoneedle. The nanoneedle and the PZT actuator were assembled in two different
configurations: lateral and perpendicular configurations. We have calibrated the
assembled device in terms of input potential and displacement. In terms of the
nanoneedle tip displacement, lateral configuration is more stable than the perpendic-
ular configuration. As a consequence, we performed cell wall cutting operation with
the lateral configuration of the nanoneedle. Results showed that cell wall penetration
force increases with the nanoneedle tip angle. We have also investigated the effect of
flat tip nanoneedle to cell wall cutting. Larger diameter of the nanoneedle required
a larger cell wall penetration force as tip-to-cell wall contact area increases with the
increase of the diameter of the nanoneedle. In the future, we are going to perform
SCW cutting of diseased cells and the results can be compared with a healthy human
cell which will lead us to differentiate healthy and unhealthy cells based on the SCW
strength.
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Chapter 20
A Robotic Percussive Riveting System
for Aircraft Assembly Automation

Fengfeng (Jeff) Xi, Yu Lin, and Yuwen Li

Abstract Presented in this chapter is a robotic percussive riveting system for
aircraft assembly automation. It is shown here that a successful robot application to
the automation of a process requires in-depth research of the process and interaction
with the robot. For this purpose, a process planning-driven approach is proposed
to guide this development. A typical process planning will involve a list of key
considerations including process sequence, process parameters, process tooling,
and process control. Through this list, a number of key issues are identified for
the robotic percussive riveting process, such as rivet pattern planning, rivet time
determination, rivet tooling design, and rivet insertion control. Furthermore, an
important issue pertinent to robot interaction is identified, i.e., robot fatigue life
under repetitive percussion during riveting. It is demonstrated here that the thorough
research on these issues has effectively created know-how for the successful
development of our robotic percussive riveting system.

Keywords Robotic riveting • Percussive riveting • Robotic assembly • Aircraft
assembly robot • Robotic process planning • Percussive riveting process model-
ing • Robotic riveting tooling design • Rivet insertion visual servoing control •
Robot fatigue analysis

1 Introduction

Riveting and welding represent two primary joining methods for the assembly of
structural components that require strong joint strength. Compared with welding
mainly a fusion method, riveting a mechanical method generates no thermal
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deformation, hence widely used in aircraft assembly for joining high thermal con-
ductive materials such as aluminum sheet metals [1]. There are hundred thousands
of rivets in a regional aircraft and millions in a large continental aircraft. Overall, the
operation of aircraft assembly is divided into three stages: subcomponent assembly,
component assembly, and line assembly. The subcomponent assembly is the first
step to construct the base components for four major sections, namely, fuselage,
wing, cockpit, and empennage. The component assembly is the middle step to join
the subcomponents to form an individual major section. The line assembly is the last
step to assemble a whole aircraft by connecting the four major sections together.

The current riveting process in aerospace manufacturing entails a mix of manual
riveting, semi-automated riveting, and automated riveting. The semi-automated and
automated riveting machines are widely used in North America and Europe, but only
limited to component assembly, such as wing skin panels and fuselage skin panels.
Subcomponent assembly and line assembly are still conducted manually. The labor
incurred producing these subassemblies/assemblies amounts to as much as 50 % of
the total cost. Manual riveting operations are tedious, repetitious, and prone to error,
likely causing health and ergonomic problems [1].

In principle, there are two riveting methods, the first called squeezing (or one-
shot) riveting, where a large upsetting force is applied to deform a rivet instantly.
This method requires a large riveter operating under high pressure beyond the yield
strength of aluminum rivets in a range over 500 lb force. As shown in Fig. 20.1a, this
type of riveter is made of either a hydraulic cylinder or an electromagnetic piston,
very heavy, bulky, and usually needing a lift-assisted device if used for manual
operation. The automated and semi-automated riveting machines employ this type
of riveter; hence they are gigantic and only limited to riveting large, simple, and
relatively flat components. The second method is called percussive (or hammering)
riveting, where a small impulsive force is applied to deform a rivet accumulatively
by a series of hits. As shown in Fig. 20.1b, this method uses a rivet gun in size of a
regular handheld power tool, very compact and light, operating under much lower
pressure in a range less than 100 psi, very safe and energy efficient. Manual riveting
employs this principle.

Research on robotic riveting has been mainly centering on squeezing riveting
that utilizes heavy-duty industrial robots of large size (>100 Kg payload). In the
automotive industry, squeezing robotic riveting systems have been fully developed
and commercialized for joining metal parts. This technology is called robotic self-
piercing riveting, in which a C-frame tooling, as shown in Fig. 20.1c, is designed
to mount a squeezing riveter on one end as a punch and the other end serving
as a hitting base [2]. This system has been widely used for automotive chassis
assembly. The application of robotic technology in aerospace manufacturing has
been significantly slower than that in automotive manufacturing [3]. Though not
commercially available, squeezing robotic riveting systems have been researched in
the past by Boeing [4] and recently by EADS in Germany affiliated with AirBus
[5]. In addition, a robotic system has been implemented at Bombardier in Montreal
that uses two giant Kuka robots to hold large panels that are riveted on a C-frame
squeezing riveting machine [6].
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Fig. 20.1 Various rivet tools. (a) Squeezing riveter: length >24”, weight > 50 lbs. (b) Percussive
rivet gun: length <10” weight < 5 lbs. (c) C-frame rivet tooling

Though adhesives are used to bond composites, riveting remains as a primary
method for joining composite panels where there is requirement for strong joint
strength and prevention of laminate de-bonding. Automated squeezing riveting
systems have been developed by AirBus and Boeing for riveting composite panels
of fuselages and wings. As composites are being introduced to replace steels for
fabrication of automotive structural parts, robotic riveting will likely take over
welding as a primary joining method for the future of automotive industry [7].

By comparison, robotic percussive riveting is much more compact. Not only a
much smaller riveting gun is used but also a light-/medium-payload industrial robot
of small size (<50 Kg payload) can be applied. The overall system compactness
offers a great advantage that a robotic percussive riveting system is able to access
tight and awkward areas that a squeezing robotic riveting system is not able to.
This advantage is referred to as good tool accessibility. In this chapter a framework
of research is presented to show that the successful implementation of a robot
application requires in-depth process research pertinent to the application.
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2 Framework Overview

The initial application of industrial robots was concentrated on pick-and-place
applications with grippers as the main tooling. Since then, they have been explored
for various manufacturing applications both contact and non-contact. A good
example of noncontact robot application is robotic welding, widely practiced in the
automotive industry, where a weld gun is used not in contact with the workpiece.
A good example of contact robot application is robotic polishing, widely adopted
in the automotive and aerospace industry, where a polishing tool is used in contact
with the workpiece. The robot companies who sell robots for these applications
usually offer add-on modules, e.g., robot motion planning software. This indicates
that the successful implementation of a robot application requires understanding of
the process itself and interaction with the robot.

For this reason, we have developed a process planning-driven approach for the
development of our robotic percussive riveting system, a new application for aircraft
assembly automation. Figure 20.2 shows the developed robotic percussive riveting
system. It includes a six-DOF industrial robot that replaces the first worker for
holding/moving a percussive rivet gun and a five-axis computer numerical control
(CNC) gantry system that replaces the second worker for holding a bucking bar. The
entire riveting process is automated through synchronization between the robot and
gantry. Furthermore, the choice of a gantry system instead of a second robot allows
it to serve as a jig for mounting sheet metals.

Fig. 20.2 Developed robotic percussive riveting system [13]
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Table 20.1 Process-planning
driven research

Process planning Required research

Process sequence Riveting pattern planning
Process parameters Riveting time determination
Process tooling Rivet tooling design
Process control Rivet insertion control

Given that the goal of process planning is to generate a plan in order to success-
fully produce a product [8], this planning contains a number of key considerations:
process sequence, process parameters, process tooling, and process control. As
outlined in Table 20.1, these key considerations are used to guide the development
of our robotic percussive riveting system. In what follows, our research methods are
described.

3 Process Planning-Driven Approach

3.1 Process Sequence

Process sequence deals with the steps of a process, which is process specific.
Commercial robot planning programs do not provide this feature. Hence, there is
a need to study the riveting process. Riveting requires drilling a hole first and then
inserting a rivet for fastening. Two riveting processes are exercised in practice,
simultaneous and sequential. The first one is to drill and rivet together on a rivet
spot, which demands a large tooling to combine a drill and a rivet gun. This process
is typically applied on large automated riveting machines where tool accessibility
is not of concern for the assembly of large and flat panels. The second process
is to drill a series of holes first at the required rivet spots and then switch to a
rivet gun for riveting. This process keeps the tooling compact and light, with good
tool accessibility for tight and awkward areas, and hence is employed for manual
operation. Since our system is developed to replace manual operation, the second
process is considered here.

In riveting, the required rivet spots are determined by rivet patterns in light of
industry standards. For automation, there are two ways to obtain the coordinates
of these spots. The first one is to extract from CAD models, as modern aircraft
components are designed using CAD. The second way is to compute these spots
directly according to rivet patterns. While our development can accommodate both,
only the second case is presented here, as the first case is straightforward.

Figure 20.3 provides a taxonomy of rivet patterns. As depicted in Fig. 20.4, lap
joints are formed by overlapping two pieces of sheet metal, which is asymmetric
causing the secondary bending [9]. Butt joints, on the other hand, are created by
aligning two pieces of sheet metal to maintain symmetry. Both joints can be laid out
in single, double, and multiple rows as depicted in Fig. 20.5. Rivet patterns can be
of chain type with rows lined up forming a grid or of zigzag type with rows offset
up or down.
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Rivet Joints

Lap Joint Butt Joint
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Fig. 20.3 Taxonomy of rivet patterns
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Fig. 20.4 Riveted joints. (a) lap joint, (b) butt joint (single cover), (c) joint strength
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Fig. 20.5 Rivet rows. (a) single row, (b) double row, (c) multiple row
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According to the aerospace standards [10], rivet size should be determined
first with respect to the thickness of sheet metals, followed by rivet spacing.
Symbolically, rivet size can be expressed as

Œd; l� D f1 .t1; t2/ (20.1)

where d and l are the diameter and length of a rivet, respectively; t1 and t2 are the
thickness of two pieces of sheet metal joining together. The computed rivet size must
be rounded up to match with that specified by the standards, such as AN (Air-force
Navy), MS (Military Standard), and NAS (National Aircraft Standard) [10].

Rivet spacing is a function of the rivet diameter and the riveting pattern,
expressed as

Œs;m� D f2 .d; n/ (20.2)

where s and m are the spacing between adjacent rivets and the margin on all sides,
respectively; n denotes the number of rows. For given width of sheet metals, the
number of rivets is determined from s and m. Aircraft rivets include solid rivets
(requiring bucking bar) and cheery rivets (no bucking bars). Clecos are used as
temporary fasteners. In this study, only solid rivets are considered.

A rivet planning software package has been developed that can compute all the
rivet spots based on the abovementioned information. Figure 20.6 displays two
snapshots of the software developed using ABB RobotStudio, with the first showing
the animation window and the second the rivet spot planning window. Furthermore,
this package is being developed to include joint strength analysis. Joint strength
is defined as the joint’s ability to resist against tension, shear, cleavage, and peel,
as shown in Fig. 20.4c. In general, the riveted joint strength is proportional to the
number of rows, called joint efficiency [11]. The common failures of the riveted
joints are caused by the in-plane force (tension-shear shown in Fig. 20.4), including
breaking of the sheet at the hole section, shearing of the rivet, crushing of the
sheet and rivet, and shearing of the hole [10]. Joint strength is also pertinent to

Fig. 20.6 Developed rivet planning software
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the type of joints, symmetric better than asymmetric. Joint strength analysis can
be performed using standard stress analysis methods [11] or more advanced finite
element methods [12].

3.2 Process Parameters

As shown in Fig. 20.2, in percussive riveting a rivet is placed between a rivet gun
and a bucking bar to subject to repetitive impulses from the hammer of the gun.
Due to these impacts, the rivet is deformed plastically to join two pieces of sheet
metal together. Upon the determination of riveting process sequence, both the robot
holding the gun and the gantry holding the bucking bar can be programmed to
follow a path specified according to a given rivet pattern and move from spot to
spot. However, this program does not know how much time is needed to perform
riveting at each spot. Hence, there is a need to study process parameters, which
involves riveting process modeling.

The said modeling comprises two theories, impact dynamics and plasticity [13].
Impact dynamics is applied to model the kinetic energy generated by the percussive
gun, and plasticity is applied to model the rivet plastic deformation caused by the
impact. As shown in Fig. 20.7a, a percussive rivet gun is pneumatic driven and
composed of a piston and a hammer. Under a compressed air supply the piston
is pushed to drive the hammer to hit the rivet. As illustrated in Fig. 20.7b, at the
start point of the piston stroke, the air pressure on its rear end is higher than that
on its front end, so the piston moves forward. As it moves close to the end of its
stroke, the pressure difference on the two ends reverses, thereby bringing the piston
back. The stroke cycle repeats till the air supply is turned off. The reciprocal of the
stroke cycle time is called the triggering frequency. Figure 20.8 shows a test result
of the vibration experiment conducted to establish an empirical relation between the
triggering frequency and the supply air pressure.

The key in impact dynamics modeling is to determine the hammer velocity
hitting the rivet. First, the piston dynamics can be related to the air supply as, without
consideration of friction

mpap D Ap (20.3)

where mp, ap, A, and p represent the mass, acceleration, cross-section area, and air
pressure of the piston, respectively. If the impact between the hammer and the piston
is assumed perfectly elastic, the total momentum and total energy are conserved,
hence

mp
�
vpo � vp

� D mh .vh � vho/ I vp C vpo D vh C vhoI (20.4)

where vpo, vp, vho, and vh represent the velocity of the piston and hammer before and
after the impact, respectively; mh denotes the mass of the hammer. Note that vpo is
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Fig. 20.7 Modeling of a percussive gun [13]. (a) Schematics of a percussive rivet gun. (b) Impact
modeling of a percussive rivet gun

computed from Eq. (20.3) and vho is zero since the hammer is initially stationary;
the hammer velocity can be derived from Eq. (20.4) as

vh D 2mpvpo

mp C mh
(20.5)

The hammer velocity is the velocity hitting the rivet which in turns hits the bucking
bar. Each hit induces a small rivet plastic deformation, and the accumulation of
a series of hits results in a large rivet deformation. For this reason, the rivet is
discretized into N elements, each modeled as a spring-mass-damper system, as
shown in Fig. 20.9. The spring forces are modeled by a bilinear stress–strain
curve containing both elastic and plastic deformation. Consequently, the dynamics
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Fig. 20.8 Vibration experiment on percussive rivet gun [13]

Fig. 20.9 Dynamic modeling of hammer, rivet, and bucking bar [13]

comprising the hammer, rivet, and bucking bar can be expressed by a set of 2N C 2

first-order nonlinear ordinary differential equations as [13]

Py D F.y/ (20.6)

where y is a vector representing the displacements of the N elements and the
hammer. Note that the bucking bar is fixed, no displacement. Equation (20.6) can
only be solved by computer. The simulation result given in Fig. 20.10 illustrates
how a rivet deforms incrementally under a series of hits.

This simulation program is being embedded into the rivet planning software
shown in Fig. 20.6 for the purpose of computing the required rivet time at each
rivet spot. To do so, first the required rivet deformation is obtained by calculating
the difference between the original rivet length and the thickness of two pieces of
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Fig. 20.10 Simulation of rivet plastic deformation [13]

sheet metal. Then, the simulation program will run to determine the number of hits
needed to produce the required rivet deformation. At last, the required rivet time
can be decided by multiplying the number of hits and the time interval of hits (i.e.,
reciprocal of the triggering frequency).

3.3 Process Tooling

Though with rivet path planned and rivet time determined, actual implementation
still cannot be guaranteed unless the tool is ensured to do the job. Different riveting
methods bring up different issues in tooling design. In the conventional squeezing
riveting, a large static force is applied, the main concern being the robot rigidity
to withstand the static force. In percussive riveting, however, a series of impulsive
(relatively small) forces is applied; the main concern becomes robot vibration. The
general guidance of robot tooling design states that the tool should be designed
lightweight, in compact size, and with large holding force against vibrations [14].
In other words, the key issue is how to keep the tool small yet strong. Hence, there
is a need to study tool design.

Attachment of a tool to the robot end-effector will change the system kinematics
and dynamics. With the tool mounted, kinematic analysis should be carried out with
respect to TCP (tool center point) instead of the center point of the end-effector
(usually the center point of the mounting plate for the industrial robot). This analysis
can be readily accommodated by treating the tooling system as an add-on body in
the multi-body system of the robot, as shown in Fig. 20.11. Therefore, the system
dynamic equations can be given as [15]

.Mr C Mt/ Rq C
�

Cr

�
q; P:q

�
C Ct

�
q; P:q

��
C .Gr .q/C Gt .q// D £ � JT

t wt (20.7)
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Fig. 20.11 Robot system with tooling [15]

where q is a vector of the robot joint displacements; Mr, Mt, Cr, Ct,Gr, and Gt

represent the matrices of robot mass, tooling mass, robot coupling term, tooling
coupling term, robot gravitational term, and tooling gravitational term, respectively;
£ is a vector of joint actuation forces; Jt is the Jacobian of the TCP; wt is the vector
of wrench (force and moment) at TCP. Without the tool mounted, Eq. (20.7) would
be reduced by setting Mt, Ct, and Gt to zero, and Jt and wt to Jr and wr of the robot,
respectively. Apparently, the tooling system will affect the entire system.

Efforts have been made to relate the system dynamics to the aforementioned three
considerations of the general guidance, thereby creating a new theory for the tooling
design. For this purpose, three new indices are introduced to evaluate the influence
of the tooling system on the overall robot system dynamics [15]. The first one, 
,is
a kinetic energy ratio defined as


 D
:
qTMr

:
q

:
q

T
.Mr C Mt/

:
q

(20.8)

which measures the energy consumption due to the robot’s motion relative to the
total (robot C tooling) kinetic energy. A good tooling design would yield a large
value of 
, meaning that the effect of the tooling system is almost negligible, thereby
addressing the issue of lightweight.

The second one, ev, is the robot vibration ratio defined as

ev D !0t

!0
(20.9)

which evaluates the influence of the tooling system on the robot natural frequency,
where ¨0t and ¨0 are the fundamental natural frequency of the system with and
without the tooling, respectively. It can be shown that

p

 min � ev � p


 max
[15]. Since 
 is less than 1, the tooling system will reduce the fundamental natural
frequency, thereby addressing the issue of vibration.
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The third one is the dynamic manipulability ellipsoid (DME) that measures the
acceleration capability of the tool tip, thereby addressing the issue of compact size.

The acceleration of TCP can be expressed as at D Jt Rq C :

Jt
:
q. Assuming that the tool

accelerates from rest, i.e.,
:
q D 0, the TCP acceleration can be related to the joint

actuation forces using Eq. (20.7) as [15]

at D Bt£ C agt (20.10)

where Bt is the matrix associated with the joint actuation forces, and agt is a
vector associated with the gravitational acceleration. Therefore, the DME of the
TCP can be evaluated by solving the singular values of matrix Bt . Three norms
can be used: (1) w1 D det .Bt/, overall capability of TCP, where det(.) denotes
matrix determinant; (2) w2 D cond .Bt/, isotropy of DME, where cond(.) denotes
the operation of matrix condition number; (3) w3 D �min, indicating the lowest
acceleration.

In terms of the aforementioned three indices, the two tooling designs as shown in
Fig. 20.12 are compared. It can be seen from Table 20.2 that our tooling design for
robotic percussive riveting yields a better performance than the traditional tooling
design for automated squeezing riveting, because the index values of the former are
overall higher than those of the latter.

In addition, a part feature-based method has been attempted to map sheet metal
part features onto the tool approach direction (TAD). This mapping will not only
help further tune the tooling design but also assist in determining correct directions
for the tool to have a proper access for drilling and riveting. Generally, aircraft
sheet metal parts can be classified in terms of bend direction and curvature. As
shown in Table 20.3, sheet metal parts can be flat, single curved, and double curved

Fig. 20.12 Comparison of two tooling systems (percussive left, squeezing right)

Table 20.2 Comparison of two different tooling designs

Tool 
max 
min ev w1 w2 w3

Percussive 0.7265 0.9646 0.9436 71.3292 0.2161 1.7424
Squeezing 0.3489 0.8902 0.7928 27.4394 0.2940 1.4867
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Table 20.3 Mapping of sheet metal shapes to tool’s DOFs

Bend direction
Bend curvature
(small)

Bend curvature
(large) Tool’s DOFs

Flat N/A Three translations

Single curved Three translations C one rotation

Double curved Three translations C two rotations

Airframe

Cockpit Fuselage Wing Empennage

U
ndercarriage

H
 Stabilizer

E
levator

R
udder

W
ingbox

L
eading edge

T
railing edge

W
ing tip

E
ngine m

ount

F
orw

ard fuse

M
id fuse

A
ft fuse

A
fterbody

V
 Stabilizer

Line Assembly

Component Assembly

Sub-component Assembly

Fig. 20.13 Taxonomy of airframe assembly

shapes, each requiring 3, 4, and 5 degrees-of-freedom (DOFs), respectively, in order
to position the tool normal to the surface. Though tool’s DOFs are identical for
both small and large curvatures, tool accessibility is different. The parts with large
curvature would have tight spaces, difficult for the tool to access the rivet spot.

Tool accessibility is further affected by the areas surrounding the rivet spot. For
this purpose, the taxonomy of a typical airframe assembly is provided in Fig. 20.13
to look at overall geometric constraints. It is true to say that fuselage and cockpit
components involve parts with small curvatures, whereas wing and empennage
components involve parts with large curvatures. Airframe is the main body of an
aircraft, made of structural members and covered by skins. While bolts are used
to join structural members, rivets are used to join skins. In other words, riveting
process is mainly associated with aircraft skin assembly that may be divided into
three steps: skin-stiffening, skin-joint, and skin-to-structure.

Skin-stiffening is to provide rigid support to a skin panel by riveting a number
of stringers at the back of the panel. There are different shapes of stringer including
Z, L, Y, I and hat-shape. Tool accessibility is affected not only by the size and
geometry of the stringer but also the spacing between the stringers, as shown in
Fig. 20.14a. Skin-joint is to join skin panels; there are two main joint designs,
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Fig. 20.14 Skin assembly. (a) Skin-stiffening. (b) Skin-joint. (c) Skin-to-structure

doubler (symmetric, as shown in Fig. 20.14b) and splice (asymmetric). Apparently,
the size and geometry of the joint will also affect tool accessibility. Skin-to-structure
is to mount skin panels onto a structure member, such as wing spar (as shown in
Fig. 20.14c) or fuselage longerons (not shown). Probably, this is the most difficult
part of skin assembly as the tool will be confined by the structures. In other words,
as the skin assembly steps move up, tool accessibility becomes worsen.

3.4 Process Control

Process control is to study control methods for drilling and riveting. There are
two main issues pertaining to robotic riveting, localization and path tracking.
Localization is to transfer the coordinates of the rivet spots to those in the robot
frame. As shown in Fig. 20.15, a position sensor system is used to measure both
the jig and the rivet gun. By measuring three tooling balls attached to the jig, the jig
frame, denoted by sHj, can be determined using a three-point method [16]. Likewise,
by measuring three makers attached to the tool, the tool frame, denoted by sHt, can
also be determined. Then the jig frame can be expressed with respect to the tool
frame as

tHj D .sHt/
�1 sHj (20.11)
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where xHy represents a homogeneous transformation matrix from a y frame to a
x frame, subscripts s, t, and j stand for sensor frame, tool frame, and jig frame,
respectively. Since the rivet spots are expressed with respect to the jig frame, they
can be readily transferred to the tool frame using Eq. (20.11), based on which the
robot can be programmed to follow these spots.

Path tracking is to control the path of tool tip to reach each rivet spot precisely
based on visual sensing. As mentioned before, the riveting process adopted here is
sequential, i.e., drilling all the holes first based on a planned path, and then riveting
them along the same path. Though the identical path program is used for both, there
are two main sources of error needing advanced control for riveting. One is robot
path positioning accuracy and repeatability, and another is hole tolerance. Despite
calibration to reduce systematic errors, industrial robots still exhibit a repeatability
problem due to various uncertainties (random errors). Temperature changes could
cause robot drift. Further, the robot calibration is normally done within entire
workspace by robot manufacturers. In the local working zone, the path positioning
accuracy may exceed the overall accuracy and deteriorate the rivet insertion. For
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the robot used in our riveting system, it has a path repeatability of 0.6 mm and a
position repeatability of 0.2 mm. In general, the hole is drilled with a tolerance of
0.1–0.2 mm bigger than the rivet in diameter. Apparently, the robot repeatability
would not be able to guarantee each time the successful insertion of a rivet from
the tip of the rivet gun to inside the hole. Unsuccessful rivet insertion would cause
damage to sheet metal skins or to the tooling system. For this reason, advanced
controls are investigated.

Our control method consists of two parts, one dealing with the rivet insertion
path and another dealing with the hole geometry. The first part is to carry out a
continuous relative pose estimation of tHj based on Iterative Extended Kalman filter
(IEKF) method [17] and then use it as estimation error for path tracking based on
Iterative Learning Control [18]; the goal is to keep track of the tool pose in the
course of insertion. On the other hand, we cannot change the kinematic parameters
in all industrial robot controllers due to its not-open architecture; hence, the solution
of process control is to develop a path corrector that can correct the preplanned path
through ILC for the improvement of path tracking accuracy for rivet insertion.

The problem can be described as discrete time-varying nonlinear stochastic
systems in state space domain,

X .k C 1/ D FX.k/C G.k/u.k/C �v (20.12)

Y.k/ D h .X.k//C Mw (20.13)

where X(k) is the state variables, including three variables for the tool position
and other three for the tool orientation, and F is a state transition matrix. u(k) is a
control input with a control gain of G(k), Y(k) is a measurement vector provided by
the aforementioned position sensing system, and h(X(k)) is a nonlinear observation
mapping model from the state to the measurement. � and M are the gains for noises
of v and w, respectively.

Based on the model, the IEKF is applied to estimate the state mean and
covariance of tool pose along the rivet insertion path,

bXi
.k; k/ D bX .k; k � 1/C Ki�1.k/

h
ei�1.k/ � Hi�1.k/

�bX .k; k � 1/�bXi�1
.k; k/

�i
(20.14)

P .k; k/ D �
I � Ki.k/Hi.k/

�
P .k; k � 1/ ; (20.15)

wherebXi
.k; k/ and P .k; k � 1/ are the mean and covariance the estimated tool pose,

respectively, Ki�1.k/ is the Kalman gain, ei(k) is the measurement residual, and
Hi(k) is the linear approximation of h(X(k)). Figure 20.16 shows a simulation result
of the relative pose estimation to demonstrate the effectiveness of the method.
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Fig. 20.16 Kalman filter method—red solid curves represent the nominal values of relative pose,
whereas black dash plots represent the estimated values by Kalman filter

For path tracking, the differences between desired and estimated tool pose are
calculated as ei and then applied in the updating law of ILC for a robot local working
zone-calibrated kinematic parameters as

piC1 D pi C Ciexp.�rt/ei (20.16)

where Ci is the learning gain matrix of the path tracking, r is a positive constant, and
t is the learning time in the ith iteration. The convergence property of pi approaching
p is proved to ensure the path error is reduced.

After the kinematic parameter identification through the ILC scheme along the
path in a working zone, the actual (local) kinematic parameters become p. The
kinematic parameter difference is given by
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Fig. 20.17 Robotic percussive riveting system

Fig. 20.18 Robot riveted samples. (a) front—metal, (b) side—metal, (c) back—metal, (d)
composite
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ıp D p � pr (20.17)

Then, the values for path correction via the following relation:

ıy D Fp .xr; p/ ıp (20.18)

where Fp represents the commonly called geometric error mapping matrix. At the
end, y D yr C ıy will be actual input to the robot controller, leading the robot to the
required pose of rivet insertion.

The second part is to determine accurately the position of the hole center in the
jig frame, because though the holes are drilled according to a planned path, they will
deviate due to various errors. This is a onetime measurement using a high-resolution
camera mounted on the robot. Efforts have been devoted to improve the accuracy
of the hole center position that is computed from a digital image. This work is also
being applied to the tooling system self-calibration. Figures 20.17 and 20.18 show
the developed robotic riveting system and test samples.

3.5 Robot Interaction

An important issue pertinent to robot interaction during percussive riveting is the
robot fatigue resulting from the repetitive impacts. A similar problem has been
addressed for manual operations [19]. During riveting, repetitive percussions act
as vibration excitations to the robot. For industrial robots, their links are made
relatively bulky, and hence can be considered as rigid. However, their joints are
relatively weak, and usually considered flexible. Percussive riveting operation will
cause robot joint vibrations, hence leading to joint fatigue problem.

For flexible-joint robots, modeling is done using linearly elastic torsional springs.
If we choose the input joint angles as the generalized coordinates, i.e., q D
Œ�1; �2; : : : ; �n�

T, the kinetic and elastic energies of a stationary flexible-joint robot
can be respectively written in terms of the mass and stiffness matrices as

T D 1

2
�
:
qTM .q/�

:
q; K D 1

2
�qTK�q (20.19)

where �q 2 Rn is the perturbations in joint angles from an equilibrium configura-
tion q0, representing the joint deflections,�

:
q is the deflection rate, M(q) is the n�n

symmetric generalized mass matrix, and K is the n � n diagonal stiffness matrix in
the joint space, with its entries equal to the torsional stiffness of the corresponding
joints. Then, the dynamic model when the robot is the stationary and under forced
vibration can be represented as [20]

M.q/�Rq C K�q D F.t/JTn (20.20)
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where the 3 � n Jacobian matrix J represents the mapping from the joint linear
velocities to the velocities of tool center, and n is the direction vector of the riveting
force.

Once the joint deflections are obtained by solving Eq. (20.20), the shear strain of
the joint shaft can be calculated as

� D �qr

l
(20.21)

where r is the radius of the joint shaft and l is the shaft length. Now the shear stress
of the joint shaft can be obtained as follows:

� D G� (20.22)

where G is the shear modulus of the joint shaft.
The fatigue life of the robot joints under torsional vibrations can be estimated

from the shear stresses of the joint shafts. In practice, the robot will perform riveting
at different positions in different directions over the workspace. It is well known that
the robot joint forces are configuration dependent. In other words, even under the
same percussive riveting forces, the joint vibrations will differ and the joint shear
stresses will vary. Therefore, a multiple-loading fatigue model must be applied. As
shown in Fig. 20.19, different shear stresses will produce different number of cycles
to failure. To account for this, the Palmgren–Miner cycle-ratio summation rule, also
called Miner’s rule, is adopted here.

kX
iD1

ni

Ni
D c (20.23)

Fig. 20.19 Multiple-loading fatigue S–N curve
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Fig. 20.20 Stress of the flexible joints during percussive riveting

where ni is the number of cycles at stress level � i, Ni is the number of cycles to
reach failure at stress level � i, and k is the number of different riveting operations.
The parameter c is determined by experiment and found in a range of between 0.7
and 2.2. Usually, c D 1 is used.

Simulation is carried out to investigate the joint stresses and fatigue life under
percussive riveting. Figure 20.20 shows a typical joint shear stress under percussive
riveting. It can be seen that the joint stress fluctuates. To determine the fatigue
life, an S–N curve of the used material is needed. For this study, the S–N curve
is obtained through fitting the data for steel. This S–N data was generated from the
experiment for the material similar to those used for common robot joint shafts. The
equation for the fatigue curve is

� D aNb (20.24)

By fitting it is found that a D 18930 and b D 0:3548.
In our simulation using Matlab, a riveting task including three directions,

forward, left, and upward, is considered for fatigue life prediction. The same rivet
pattern as shown in Fig. 20.21 is applied to all three directions. There are in total 15
rivets and the numbers in Fig. 20.21 indicate the sequence of riveting, i.e., the rivet
path. For all riveting the same size of rivets is used. To predict robot fatigue life,
the fatigue stress of each direction must be determined to find the corresponding
cycle numbers to failure. The number of hits per rivet is found through experiment
to be 12. Figure 20.22a shows the riveting in the forward direction. The impact force
direction n in this case is n D Œ1; 0; 0�T. Figure 20.22b shows the maximum stresses
of the three joints overriveting 15 rivets at 15 rivet spots. The mean value of the
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Fig. 20.22 (a) Riveting forward and (b) corresponding joint stresses

fatigue stresses over 15 rivets are found as 32.81, 37.46, and 9.4 3 MPa, which are
used to find Ni for the three joints, respectively. Figure 20.23a depicts the riveting
in the left direction, with the impact force direction n D Œ0; 1; 0�T. Figure 20.23b
shows the maximum stresses of the three joints over 15 rivets. The mean value of the
fatigue stresses over 15 rivets are found as 35.56, 37.91, and 11.13 MPa for the three
joints, respectively. Figure 20.24a displays the riveting in the left upward direction,
and the impact force direction n D Œ0; 0; 1�T. Figure 20.24b shows the maximum
stresses of the three joints over 15 rivets. The mean value of the fatigue stresses
over 15 rivets are found as 0, 54.86, and 56.23 MPa for the three joints, respectively.
Now, the total number of rivets that can be riveted over the robot’s fatigue life can
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be determined from Eq. (20.23). For joint 1, n is 355,384; for joint 2 and 3, n are
144,797 and 253,420, respectively. Finally, the smallest value among the three joints
is used to predict the robot’s fatigue life, i.e., there are 144,797 rivets that can be
riveted before the robot’s fatigue failure occurs.

4 System Implementation and Concluding Remarks

The research results presented in this chapter have been applied to develop a robotic
percussive riveting system. Figure 20.18 shows the physical system involving three
controllers for three subsystems, one for the robot, one for the tooling, and one
for the bucking bar gantry. All three controllers are integrated, with the robot
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controller being the main controller for synchronization. A complete riveting control
sequence has been generated, starting from position the gun ! position the bucking
bar ! insert rivet ! extend the bucking bar ! rivet ! retract the gun ! retract the
bucking bar ! move to the next spot. This control sequence has been successfully
tested and implemented to perform percussive riveting on sheet metal panels and
composite panels as shown in Figure 20.18.

Our experience gained through this development has clearly indicated that
a successful robot application to the automation of a process requires in-depth
research on the process and the interaction with the robot. The said research can be
systematically carried out according to key process planning considerations includ-
ing: process sequence, process parameters, process tooling, and process control.
It has been demonstrated that through this list, a number of key research issues
were identified for robotic percussive riveting including rivet pattern planning, rivet
time determination, rivet tooling design, and rivet insertion control. Furthermore,
an important issue pertinent to robot interaction is identified, i.e., robot fatigue life
under repetitive percussion during riveting. The detailed research on these issues
has led to know-how for the successful implementation of our robotic percussive
riveting system.
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Chapter 21
Photo-Induced Fabrication Technology
for 3D Microdevices

D. Serien, Y. Morimoto, and S. Takeuchi

Abstract This chapter introduces photo-induced fabrication technologies for 3D
MEMS devices. At first, we introduce principles of 3D photo-induced fabrication
focusing on common aspects of photo-induced cross-linking and range of applicable
materials. Then, we examine four technologies and their outcome of applications
in detail where fabricated feature sizes decrease and resolution increases with
progression of this chapter. (1) Microstereolithography enables a layer-by-layer
fabrication of 3D devices, which find application in coaxial microfluidics and
device fabrication in the presence of cells. (2) In situ photolithography is a 3D
device fabrication with a pre-polymer solution inside microfluidic devices enabling
fabrication of 3D structures inside microfluidic channels. (3) Flow lithography
applies the concept of flowing pre-polymer material inside a microfluidic device
in order to fabricate variously shaped microparticles for self-assembly or potential
use as drug delivery systems. (4) Direct laser writing exposes focused laser light
moved by computerized piezo actuation through pre-polymer medium enabling to
structure with nanometer-sized feature sizes and constructing materials with special
optical or mechanical properties as well as 3D devices for cell culture studies. The
application of the achieved 3D devices ranges from microfluidic elements over
bioMEMS devices constituting of analytical tools, cell culture conservation, and
cell culture studies to biomedical application suitable for implants.
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1 Introduction

Photo-induced technologies for patterning materials are a fundamental concept
to fabricate MEMS devices [1, 2]; Photo-induced polymerization is a technology
based on light-activated polymerization in photoreactive material by various light
sources. Conventional photolithography utilizes light to polymerize exposed so-
called negative photoresists or to make exposed, the so-called positive photoresists
soluble for consecutive developing steps. It can be a goal to shape the photoresist for
example to use it as mold for microfluidic device casting in PDMS [3], but also using
the photoresist as a coating or etching mask for underlying materials or sacrificial
material [4, 5]. By these means, various materials can be structured including
complicated features by gray-scale [6, 7] and hollow elements by interference [8,
9], moving mask [10] and defocusing [11]. However, the layer-to-layer concept
increases difficulty with each layer due to the necessity of alignment and proper
layer adhesion. One challenging aspect of layer-to-layer fabrication is consideration
of processing step specificity to prevent undesired interaction of individually
targeting processes with all device materials. For instance, shaping multiple layers
requires multiple mask fabrication steps and etching technologies that mainly access
the target layer without considerably altering already fabricated structure elements.
Then, fabrication of a complex channel shape or freely moving entrapped elements
is an intensive challenge.

The fabrication of 3D elements or entire 3D MEMS devices that are not bound
to the layer-to-layer planning of conventional lithography is important to enable
optically driven microfluidic pumps [12], 3D coaxial microfluidics [13, 14] as well
as fabrication of elements and modules for further assembly to bottom-up devices
[15, 16]. In order to fabricate such 3D elements, other fabrication technologies
emerged from conventional photolithography utilizing the photoreactive concept.

The goals of 3D microdevice fabrication are appealing to multiple fields. In
microfluidics, a circled cross section results in ring-shaped flow-focused position
of particles in contrast to a squared cross section resulting in a wall-face-focused
position, and similarly due to inertial flow, channel curves, channel joining angle
and channel asymmetry can be used for diffusive mixing, flow-focusing, and
particle filtering [17]. Additionally, the integration of freely moving elements
inside the microfluidic device enables fabrication of gates [18] and pumps [12, 19]
via the introduction of photoreactive material and performing exposure processes
inside microfluidic devices, the so-called in situ photolithography. Furthermore, 3D
microdevice fabrication is purposed to complement microfluidic technology with
3D device elements that enable round channels, channel into channel integration,
and conventional fluid elements such as glass capillaries, tubes, syringes, and
pumps [13, 14]. Moreover, 3D microfabrication is the applied towards cell culture
studies and tissue engineering by fabricating structures for cells to interact or grow
on (cell culture scaffold) [20], by fabricating structures laden with cells that are
portable for further arrangement [5, 14, 21], and by fabricating structures around
target cells to guide or capture them for further study [22, 23]. In addition, 3D
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microdevice fabrication is extensively utilized for the fabrication of optical [24], and
mechanical [25, 26] metamaterials, materials that because of their internal structure
exhibit exceptional properties [27, 28]; Photoreactive material is structured down to
submicron feature sizes controlling the shape of individual elements to wire, beam
or asymmetric diamond-like shaped elements and controlling the connectivity of
these material elements to how many elements meet in which angle per connectivity
nod in 3D to create mesoscale networks.

In this chapter, we will (1) introduce fundamental principles underlying photo-
induced fabrication of 3D microdevices and (2) review state-of-the-art fabrication
technologies for 3D microdevices with examples of device application.

2 Principles of Photo-Induced Fabrication
of 3D Microdevices

In this section, we will briefly cover principles and ideas that are common amongst
the methods introduced in later sections and required to understand the basics of
photo-induced fabrication.

A general fabrication concept is schematically illustrated in Fig. 21.1. Light is
exposed from a light source. With computer-assisted control, light is patterned by

Fig. 21.1 Abstract workflow principle of photo-induced fabrication for 3D microdevices. Light
from a light source is guided or masked in accordance with PC control regarding the coordinates
derived for a structure design. Light interacts with photoreactive material. After appropriate
processes such as development, rinsing, or functionalization, the goal structure is obtained
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guiding, masking or modulating tools. The computer-assisted manipulation of light
requires knowledge about the manipulation and polymerization processes in order to
obtain the desired structure. When light interacts with photoreactive material, areas
with polymerization and areas without polymerization are created. After further
chemical treatment (development) and heat treatment (baking), washing (rinsing), or
optional surface alteration for special purposes (functionalization), the 3D structure
is obtained.

2.1 Light Exposure

Regardless the light source, commonly Halogen lamp, LED or laser, photo-induced
fabrication for 3D microdevices requires light excitation, i.e., changing the energy
state of a target molecule by light absorption to an alleviated state (Fig. 21.2) [1, 29];
When the energy transferred by light as photons matches the energetic difference of
energy levels, molecules absorb the energy alleviating their energy state, commonly
from ground state to an energetically higher excited state (Fig. 21.2a). Commonly,
the molecule in excited state contributes to the start of the polymerization initiation
and relaxes with or without recovery after a certain lifetime in an intermediate
state [1, 29]. Alternatively, the molecule may decompose due to its excitation and
yield the actual active component contributing to polymerization as product of the
decomposition [30].

Fig. 21.2 Diagram for illustration of light excitation. (a) After light is absorbed, the absorbing
molecule enters an energetically alleviated excited state. The polymerization mechanism initiation
is started by molecules that relax from the excited state to an intermediate/long-living state or
by molecules that are generated by decomposition of the absorbing molecule. (b) Comparable
energetic excitation is achieved by one-photon excitation of wavelength �1, two-photon excitation
of wavelength �2 D 2�1, or three-photon excitation of wavelength �3 D 3�1. For multiphoton
excitation, photons are absorbed simultaneously, expressed by the inhabitation of virtual energetic
states
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The required energy for excitation is dependent on the pre-polymer material
absorption spectrum, but the choice of experimental wavelength is dependent on
whether the fabrication is aiming to exploit one-photon, two-photon, or three-
photon excitation (Fig. 21.2b); coincidental absorption of multiple photons enables
to cover the comparable energetic excitation of one-photon excitation. One-photon
absorption is linearly dependent on light intensity, leading to quick polymeriza-
tion of large areas or volumes compared to multiphoton excitation. Two-photon
absorption is quadratically dependent on light intensity leading to a slimmed
exposure profile, localization of exposure light to a focal volume and improved
polymerization resolution [1, 31]. Photons are absorbed simultaneously, expressed
by the inhabitation of virtual energetic states. Any combination of energetic values
that achieve comparable energetic sum could potentially be used for multiphoton
processes [31, 32]. Multiphoton excitation wavelength are usually chosen to be
degenerated, i.e., a multiple of the energetically identical wavelengths fulfill the
excitation energy requirement [18, 31, 32], for the practical reasons of using one
wavelength light source and same wavelength diffraction leading to simple foci
alignment. In order to achieve higher occurrences of coincidental photon absorption,
fs-pulsed lasers are commonly used because they exhibit high photon density during
pulses in contrast to continuous-wave lasers [1].

2.2 Light Patterning Tools

In order to create complex 3D features by devising polymerized and non-
polymerized volumes, light patterning is required. Light patterning can be classified
into three distinct approaches: hard mask, dynamic mask, and direct writing
(Fig. 21.3).

Fig. 21.3 Comparison of light patterning tools. Choice of light patterning tools towards hard
masks and conventional photolithography enables batch processes and increased fabrication speed,
while direct light exposure enables light-dependent resolution and 3D feature control. Dynamic
masks for phase or amplitude manipulation trade-off by dynamically generating patterns layer-to-
layer
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Usage of hard masks, i.e., a metal or glass device shaped to provide the desired
patterning, is originated from conventional photolithography technology [1]. Once
fabricated, a hard mask can be used repeatedly without additional processing time.
Well-designed masks can be used for batch fabrication. The initial fabrication cost
is comparably high. For fabrication with truly 3D structure features i.e., arbitrary
design in lateral as well as in axial direction, fabrication cost becomes unreasonable
and processing time increases with mechanical mask exchange [33].

Dynamic masks are electrically actuated devices where pixels can be accessed
individually in order to generate patterns dynamically. Dynamic masks therefore
cancel out fabrication costs of hard masks, while harnessing a quick processing time
where not the device but its pixel orientation changes for pattern generation. Lateral
and axial shift can be further modified to match image plane, enabling even quicker
3D patterning. Occasionally, these technologies are considered maskless technology
because they do not require fabrication of physical masks [33, 34]. Dynamic-mask
technology commonly utilize either dynamic micromirror devices (DMDs), where
each pixel is an individually actuated micrometer-sized mirrors, (Fig. 21.4a, c)
[23, 34–38] or liquid crystal displays (LCDs), where actuated crystal orientation
per pixel area determines light transmission via polarization, (Fig. 21.4b, d) [7,
39]. There are two different concepts in use to generate an effective light intensity

Fig. 21.4 Dynamic-mask lithography. In the light path, a device manipulates passing light
representing a programmed pattern. (a, b) Optical dynamic-mask lithography: the device, either
(a) a dynamic micromirror device (DMD) or (b) a liquid crystal display (LCD), is used to modulate
the amplitude of light. (c, d) Holographic dynamic-mask lithography: the device, either (c) a DMD
or (d) a LCD, is used to modulate the phase of light. Adjusting focus position, layer-stacking is
achieved
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pattern per layer, amplitude-based optical pattern generation (Fig. 21.4a, b) [7, 23,
35, 36, 39] and phase-based holographic pattern generation (Fig. 21.4c, d) [34, 37,
38]. For optical projection, the digital mask generating device is interrogated by a
raster-scanning laser. Multifocal fabrication is achieved by first directing the laser
beam through a beam splitter [40] or utilization of an optical fiber array [41]. For
holographic projection, phase modulation required for the first diffraction pattern is
determined by an algorithm, such as direct binary search or the Gerchberg–Saxton
algorithm [37]. The diffraction pattern enables parallel fabrication comparable to
multifocal lithography where complexity and number of focal points are in trade-
off with diffraction pattern intensity, influence of phase irregularities and noise [34].
Based on the device pixel actuation and the layering concept, dynamic masks are
limited in resolution size and in fabrication type of layer-to-layer or one-shot.

Direct laser exposure to the pre-polymer solution enables polymerization down
to the diffraction limit of the corresponding excitation. Multiphoton excitation
especially enables submicron feature sizes [1, 29]. As maskless exposure, the
laser is moved by a piezo stage accessing all Cartesian coordinates, leading
to the possibility to fabricate along an arbitrary path. Thereby, raster-scanning,
movement along a fixed raster with shutter-timed exposure control, and vector-
scanning, movement along a computed vector combined with exposure control,
both become available [42], as well as a combination of these two scanning modes
are feasible. General resolution criteria can be even surpassed when utilizing the
so-called super-resolution; similar to fluorescence microscopy stimulated emission
depletion (STED), reduction of spot size resolution is achieved by depletion of the
environment of an excited spot by a second light-emission-inducing exposure [29].

2.3 Materials

The variety of photoreactive materials is large, ranging from materials derived
from conventional photolithography such as SU-8 photoresist [34] and PDMS [30],
commercial products such as resins [13] and optical adhesives [43] to specially
synthesized chemicals such as thiol-ene-based polymers [44] (Table 21.1, Material
compilation).

Despite the variety, common properties can be identified. Trivially, the material
is requires to be photoreactive and transmitting at least the wavelength required
for polymerization. Most materials also exhibit viscosity, but while it is desired in
some cases [41], by adding diluents viscosity can be lowered when needed [45].
Furthermore, it is advantageous when the material is nontoxic (after fabrication),
applicable for post-processing, exhibits controllable or no volume changes and
exhibits enough mechanical strength for the devised structure to be maintained after
post-process.

Depending on the polymerization mechanism, or photosensitizers need to be
added to the pre-polymer solution in order to enable the start of polymerization. Free
radical generating photo-initiators are the most common (Table 21.2). They can also
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Table 21.1 Material compilation

Material group Chemical name Reported method Reference

Acrylic resin TEGDM Flow lithography [43]
WaterShed™ 11120 Microstereolithography [45]
ProtoTherm™ 12120 Microstereolithography [45]
Somos

®
14120 Microstereolithography [45]

Acrylate resin R11 Microstereolithography [13, 14, 46]
Sartomer SR368, SR399,
SR348

DLW [47]

Thiol-ene resin Pentaerythritol tetrakis
(mercaptoacetate)

DLW [44]

PETEa DLW [44]
Negative photoresist SU-8 2010 Microstereolithography [34]
Positive photoresist Microchem S-1813 Microstereolithography [34]
Optical adhesives NOA63 Microstereolithography [34, 37]

NOA89 Flow lithography [43]
Organically modified
ceramics

Ormocer/ormocompb DLW [20, 48–51]

Hydrogels PEG-DAc Flow lithography [16, 36, 43,
52–54]

PEG-DAc DLW [20, 50, 55]
PEG-DAc In situ lithography [19, 56]
PETTA/PETAd DLW [20, 50, 51,

57]
Biotin-PEG-acrylate Flow lithography [43]
Acylamides DLW [58]
BSA and other proteins Microstereolithography [22, 34, 35,

38, 59–61]
Conjugated proteins
(FITC-BSA, FITC-Avidin)

Microstereolithography [34]

BSA and other proteins DLW [62–64]
Soft polymers PDMSe DLW [30]
Metal AgNO3/Ag DLW [65]

aPentaerythritol tetraallyl ether
b(–O–Si–O)
cPolyethylene(glycol) diacrylate
dPentaerythritol tetraacrylate
ePoly(dimethylsiloxane)

be utilized as photosensitizers, enhancing the polymerization process. Similarly,
diluents for viscosity control such as neopentyl glycol diacrylate (PNGD) [45] might
also contribute to the polymerization process as so-called active diluent such as n-
vinyl pyrrolidone [52]. In order to limit polymerization progression, inhibitors can
be added to the pre-polymer solution such as hydroquinone [44]. To control curing
depth, photo-absorbers are added to absorb light competitively to excitation events,
e.g., SUDAN I photoabsorber [36] and Tinuvin 400 [45].
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Table 21.2 List of common photo and photosensitizers

Photo-initiator/photosensitizer References

DMPA (2,2-dimethoxy-2-phenylacetophenone) [16, 43, 54]
Benzil [58]
Darcour 1173 (2-hydroxy-2-methylpropiophenon) [19, 43, 53]
DETC (7-diethylamino-3-thenoylcoumarin) [44]
Eosin Y [66, 67]
FAD (flavin adenine dinucleotide) [22, 38, 60, 62]
Irgacure369 (2-benzyl-2-dimethylamino-1-(4-morpholinophenyl)-butanone-1) [50, 55]
Irgacure 2959 (2-hydroxy-1-(4-(hydroxyethoxy) phenyl)-2-methyl-1-propane) [52]
Isopropyl-thioxanthone [30]
Lucirin TPO-L [47]
Methylene blue [60, 66, 68]
Omnirad 248 (2-benyl-2-(dimethylamino)-40 -morpholinobutyrophenone) [58]
Phenylbis(2,4,6-trimethylbenzoyl)phosphine oxide [36, 56]
Rose bengal [59, 61, 63, 64]
RT dyes [32]

Lastly, components are added to the pre-polymer solution such that functionality
of these components is integrated into fabricated device. The maximum for feasible
component concentrations depend on the components influence on transmissivity
and polymerization reaction. For instance, in order to fabricate magnetic elements,
superparamagnetic iron oxide (IONs) [43] or water-based ferrofluid EMG 508 [53]
has been added. Similarly, for fluorescence imaging or particle coding, fluorescent
beads such as FluoSpheres

®
[36] and polystyrene tracers have been added [16,

43]. Equally, in order to create conductive device elements, carbon nanotubes
[69], graphene oxides [70] or ionic liquid [71] can be added. Using biocompatible
hydrogels and avoiding long-term UV exposure, inclusion of cells during the
polymerization enables cell-laden particles for further assembly [15, 52].

2.4 Polymerization Mechanism

The key point of photo-induced polymerization is significant progression of reaction
in order to reach sustainable polymerization simultaneous to limiting or competitive
reactions preventing polymerization of the entire pre-polymer amount.

There are multiple reaction mechanisms available, including acid generation
where organic components become acidic upon photoexcitation and soluble to
aqueous base developer [72] and hydrosilylation where platinum colloid acts as
catalyst after UV decomposition [30], but by far the most common mechanism is
radical chain reaction with multiple pathways for polymerization [32, 59, 73, 74]:
(1) initiation, where radicals are generated via excitation, (2) propagation, where
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radicals are generated simultaneously while polymer length grows via interaction
of radicals and monomers, and (3) termination, where radicals are reacting with
various partners without further propagation. Free radical initiated polymerization
is usually exothermic reaction [75].

Excitation inside the focal volume of multiphoton excitation leads to the
polymerization of a volume element, a voxel [29, 76]: For most polymerizations,
the volume of polymerization represents the volume of laser focus, which can
be described as an ellipsoid with diffraction limits in axial and radial direction
as diameter and height. The voxel aspect ratio of height over diameter helps to
characterize a voxel. Incomplete polymerization removed during post-processes
[76] or diffusion processes [57] contribute to changes between the light volume
shape and polymerized voxel shape. Understanding the effective voxel dimensions
is crucial to guarantee sufficient connectivity between polymerized elements.

In order to predict voxel dimensions, required dose, i.e., laser power multiplied
with irradiation time as absolute or area-relative or volume-relative value, and
desired fabrication results, modeling and simulating the polymerization is essential.
Generally, polymerization kinetics is assumed and then laser beam properties used
to describe the translation from beam shape to polymerization. These models are
separated by materials because it is depending on the type of reaction mechanism
how the polymerization propagates through the material, i.e., by catalyst, by ion or
by radical, depending on the material viscosity how diffusion influences propagating
molecules, and it is depending on how radicals or ions are generated, i.e., as free
radical, by depletion of the photo-initiator or monomer-bound radical: resins [77],
metal [65], polymer [76], protein [62] and photoresists [48, 78–80]. Discrepancies
between models and experimental results are often due to strong simplification of
kinetic reactions and neglect of diffusion as suggested by experimental results [57].
Either infinitesimally small time spots are evaluated by simulation [76] or scaling
factors compromise this discrepancy [62, 79].

2.5 Post-processing: Functionalization

Apart from dissolving unpolymerized pre-polymer materials and further causing
polymerization by heat, UV or chemical treatment, there have been reports about
post-process functionalization.

The goal of the functionalization varies with the device application: (1) It
might be a goal to coat the polymer device with other surface material, such
as metal coating [24, 81] and ceramic sintering [82], (2) it might be a goal to
change the overall appearance of a structure from wireframe to voluminous shape
where material deposition such as parylene-C chemical vapor deposition is a faster
process substituting for photo-induced fabrication as soon as applicable [83], and
(3) utilization of surface reactivity for Michael-Addition via malmeide, devices can
be locally coated with metal [47], fluorescent groups [44] or with a light-sensitive
group (e.g., MalPOEGMA) such that surface reactivity is controlled locally well-
defined by laser excitation on demand [49].
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3 Photo-Induced Fabrication Technologies for 3D Devices

The technologies examined in the following maintain the element of photoreactive
material but vary the delivery of material and exposure of light into the material.
These technologies were partially developed in parallel in pursuit of reducing
fabrication time, reducing fabrication feature sizes, and enabling true 3D features.

3.1 Microstereolithography

Derived from stereolithography and rapid prototyping technologies, microstere-
olithography is a technology of bottom-up layer-stacking of micrometer-sized
feature sizes [41]. A resolution of micrometer size became possible because photo-
induced polymerization of resins was optimized with regards to laser technology
making two-photon fabrication accessible and with regards to chemical advances
enhancing photo-initiator efficiency [84].

The experimental setup of layer-stacking commonly is inverted with the light
source placed below a glass container holding bulk pre-polymer solution in order
to maximize fabrication stability, minimize viscous reflow effects and washing
effort (Fig. 21.5). Often the light source is a halogen UV lamp utilizing one-photon
absorption for polymerization excitation. Inspired by rapid prototyping and driven
by industrialization, multiple working principles have been established, which can
be grouped into vector-based fabrication and integral-layer-based fabrication [41].

The conventional microstereolithography is a vector-by-vector microstere-
olithography. In this technology, focused light is exposed along a programmed
vector into the resin. The pre-polymer resin may be flattened and physically
constrained by a glass surface (constrained surface technique), or it may be held
freely in its container because the resin viscosity is sufficiently low for levelling
the pre-polymer between fabrication steps quickly (free surface technique) [41].
Integral microstereolithography processes utilize dynamic-mask technologies in
order to polymerize layer-to-layer where integrating light intensity over larger
volumes [23, 60, 85].

Fig. 21.5 Principle of
microstereolithography. A
bulk of photoreactive material
is distinctly exposed to light.
Usually an inverted setup is in
use uplifting polymerized
layers by an elevator-driver
and providing material from a
container with glass window
during the photoinduction



480 D. Serien et al.

Post-processing of polymer structures fabricated by microstereolithography
enables metal [81] and ceramic microfabrication [82]. With the development
of a stage that supports pre-polymer solution exchange by syringe-pumps and
reducing resin viscosity by diluent supplementation, fabrication of multimaterial
microstructures was achieved [45].

The industrialization of microstereolithography is far advanced with various
resins and devices available. Therefore, applications of this technology are not
only widely distributed, but also bring the potential to be industrialized device
elements themselves such as micro gears [86], wave guides, microtweezers or
hearing aid caps [41]. Microfluidic devices that often harness laminar flow [3],
fabricated by conventional photolithography have limited options for inlet position
and upright orientation. Microstereolithography enables microfluidic devices with
inlets of 3D position and orientation which is determined by device design and
cannot be flexibly adjusted after fabrication. Dynamic-mask and layer-to-layer
concept enable considerably faster fabrication speed for non-regular 3D devices than
in conventional photolithography.

Here, we want to introduce 3D microfluidic fabrication devices applying
microstereolithography to fabricate 3D elements (Fig. 21.6a–c), and in situ cell
capture easily realized due to the high speed of integral-layer-to-layer fabrication
(Fig. 21.6d–g). The embedment of liquids is axially aligned to the center, so-
called coaxial alignment, in order to guarantee full embedment and to simplify
device alignment. Such devices were readily fabricated by microstereolithography
(Fig. 21.6a–c); Fig. 21.6a, b depicts an axisymmetric flow-focusing device (AFFD)
embeds the flow of aqueous phase containing hydrogel polymer and cells into
the flow of oily phase that can mass-fabricate monodisperse hydrogel beads [13,
46]. Figure 21.6c shows a double-coaxial laminar-flow microfluidic device which
similarly to AFFD embeds axisymmetric core flow into two more sheath flows.
Variation of flow rates and chemical constitution of the three inlet materials enables
meter-long fiber fabrication. It is applied to various cell types provide hydrogel
3D culture condition and to enable handling for implantation [14]. Quick in situ
fabrication enables single bacterial cell capture from multiple dispersed cells for
studies of proliferation analysis of its progeny [23] (Fig. 21.6d–g).

When the desired 3D device is crucial to further fabrication steps and high-
fabrication numbers might become relevant with progressed time; industrialization-
optimized microstereolithography is a reliable fabrication technology.

3.2 In Situ Photolithography

In order to fabricate freely moving, but confined elements inside microfluidic
devices, conventional photolithography requires many patterning steps, alignment,
and removal of sacrificial material. In situ photolithography utilizes the concept of
conventional photolithography with the keypoint that conventional photoresist is
introduced into a target microfluidic device. The fabricated element is then freely
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Fig. 21.6 Applications of microstereolithography for coaxial flow fabrication technologies. (a)
Coaxial device for axisymmetric flow-focus of two different liquids, inlet as outer fluid and inner
fluid, inset photograph shows device with scale bar of 10 mm [13]. (b) Oil and water phase form
monodisperse droplets that have no contact with the channel walls [13]. (c) Two devices assembled
with glass capillaries enable double coaxial laminar flow, three different liquids are guided for
cell-laden fiber fabrication [14]. (d, e) A single yeast cell is isolated in a chamber, scale bar
represents 3 �m, (f, g) with ongoing cell multiplication the progeny cells can be analyzed [23].
(a, b) Copyright 2009 Springer, reproduced (adapted) with permission from [13], (c) copyright
2013 Nature Publishing Group, reproduced with permission [14], (d–g) copyright 2012 American
Chemical Society, reprinted (adapted) with permission from [23]

moving, but confined to its location inside the microfluidic device. For simple 3D
elements, i.e., a laterally complex shape without in-depth complexity, the fabrication
effort is considerably reduced in comparison with conventional lithography [19].

After introduction of photoresist into the target device, conventional fabrication
steps are performed with the photoresist in situ inside the device (Fig. 21.7). Con-
ventional photolithography masks, conventional alignment equipment and conven-
tional post-processing such as photoresist development are sufficient for fabrication.
Lateral resolution might be comparable to conventional results with dependency
on photoresist, setup and light path through microfluidic components. Vertical
resolution however is hypothesized to be dependent on microchannel thickness,
light exposure duration and photo-absorption properties of the resists.

Application for this technology is broad as long as one can think of use for
fabricated elements within fluidic devices, especially microfluidic PDMS devices. It
is not required that the device is entirely freely moving. For instance, anchored gate
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Fig. 21.7 Principle of in situ photolithography. A photoreactive material is introduced into the
target microfluidic device. After alignment, a complex, free-moving microstructures is fabricated
by light exposure into the photoreactive material

Fig. 21.8 Applications of in situ photolithography. (a–c) Microgear pair demonstrating co-
rotation and flow-induced torque transmission [19]. Bright field images of a leaky valve [56]: a
polymer block floats inside a microchannel according to flow direction, reducing released volume
by clogging the exit in dependence of flow direction and applied pressure. (a–c) Copyright 2015
Springer, reproduced with permission from [19], (d–e) copyright 2016 by the authors, reproduced
with permission from [56]. All scale bars indicate 100 �m

structures with flexible elements have been reported to passively regulate flow based
on flow direction [18]. However, most reported applications focus on unanchored
elements that provide function within the microfluidic device by moving [19, 56].

Rotary microgears have been fabricated around poles prepared within a microflu-
idic device (Fig. 21.8a–c) [19]. Such rotary microgears demonstrate rotation rate
linearly controlled hydrodynamically and furthermore torque transmission between
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paired microgears is documented. Such microgears can be employed for mixing
within microfluidic devices, but also might be used to translate torque via micro-
gears bound to pins into or from the microfluidic device for future application
in microsurgery devices [19]. Pressure sensitive valves are devised by fabricating
polymer blocks into cavities [56] (Fig. 21.8d,e); A polymer block moves with
positive or negative pressure within its confining cavity, thereby opening or closing
respective channels leading towards such cavity. By regulating the shape of such
polymer block, flow rates are regulated in dependency of the applied pressures.
By ensuring that valve and microfluidic device do not stick together, even at high
pressures leakage at very low flow rates occurs [56]. Such low flow rates are
problematic to achieve by conventional pump systems, but might find application
in biological and medical studies.

In situ photolithography is a quick and reproducible technology for inserting
movable structural elements into channel bearing devices, especially microfluidic
devices.

3.3 Flow Lithography

Flow lithography uses the concept of microfluidic in situ photolithography to exploit
the flow direction for continuous fabrication in order to achieve high-throughput of
3D microparticle fabrication [16, 43, 54]. Additionally, particle complexity is not
only achieved by light patterning, but also utilizing inertial or laminar microfluidic
liquid presentation [16]. Resolution can be 1–2 �m [87], but might fluctuate with
device and photoreactive material.

Photoreactive material is flown inside a microfluidic device and light is exposed
onto the channel (Fig. 21.9). Light exposure approaches one-step or single-shot
particle formation for high-throughput when possible [15, 16, 43, 53, 54], but can
rely on layer-to-layer formation [36, 52]. Currently, high-throughput and particle
complexity are related competitively, resulting in a trade-off of mass fabrication

Fig. 21.9 Principle of flow lithography. A photoreactive material is introduced into a microfluidic
device with channel design devised for fabrication. Complex, free-moving microstructures are
fabricated by light exposure into the photoreactive material and then transported along the flow
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for non-spherical particles. However, harnessing microfluidic effects can further
enhance particle complexity without increase of fabrication steps; Changes in flow
rate in combination with light exposure and device planning result in a broad
range of fabrication strategies exploiting effects of laminar flow and inertial flow
affected by obstacles and channel dimensions [16, 43]. Non-photoreactive material
can be used to create voids. Addition of quenching chemicals and light absorbing
chemicals to alter the polymerization process is another method to change the
fabrication result. It might be exploited further that microfluidic channel dimensions
can confine liquid to desired particle sizes. Confinement to the microfluidic channels
dimension simultaneously represents a significant limitation for device fabrication.
The field mainly focuses on rapid microparticle fabrication, but fiber fabrication
with alteration of cross-sectional shape [36] is pursued to complement conventional
fiber spinning technologies.

Four different technological subtypes can be distinguished. (1) Continuous flow
lithography (CFL) is fabrication under continuous flow condition in a convention-
ally horizontal microfluidic device [16, 43, 53, 54]. In comparison, the continuous
flow enables high-throughput, but remains limited in particle shape complexity even
when utilizing laminar and inertial flow (Fig. 21.10a). (2) Stop-flow lithography
(SFL) is fabrication under a condition in a conventionally horizontal microfluidic
device where flow rate is altered to regulate exposure times and add layers [52]. In
comparison, stop-flow lithography still has quite high-throughput especially when
sequential steps are executed in parallel or multifocal excitation is used, particle
complexity can be increased while still being simple to execute. (3) Lock-and-
release lithography (LRL) is fabrication of continuous flow or stop-flow condition
within a microfluidic channel that utilizes PDMS deformation to hold or release
particles [15]. Its disadvantage relying on the PDMS deformation by a second
bonded channel, it requires alignment and computer-assisted synchronization. The
PDMS device opposed limitation to particle shape is simultaneously disadvantage
and advantage; the shapes are specific to the PDMS device, but the PDMS device
might be devised to separate or guide these specific shapes. (4) Vertical flow
lithography (VFL) is fabrication of continuous flow or stop-flow condition in a
vertical microfluidic channel which aligns light exposure path and flow direction
[36] (Fig. 21.10b–d). While vertical flow might be challenging to operate and
permits only one fabrication localization per device, this technology has demon-
strated a wide range of multilayered and tapered anisotropic shapes, and angular
compartmental material combinations, including cross-sectional changes in fiber
elements.

Because materials and shapes can be varied greatly, applications vary similarly.
Microparticles for assembly have been suggested using lock-key shape recognition
[16], trail-assisted assembly [15] or magnetic control [43, 53]. Optical tools such
as biconcave lenses have reported [88]. Tissue engineering or cell culture studies
can be approached with cell-laden hydrogel microparticles [15, 52], but should best
be fabricated with other than the conventionally used UV-light. Flow lithography is
generally perceived to find application in drug delivery and self-assembly [36, 87,
89].
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Fig. 21.10 Applications of flow lithography of microparticle fabrication for (a) assembly and
(b–d) drug delivery or cell culture. (a) Laminar flow profile changes due to inertial flow reacting
to channel obstacles, a single-shot shape is exposed at polymerization sites with desired profiles
[43]. (b) Vertical flow lithography concept with four different resin inlets [36]. (c, d) Three or four
inlets are used with differently colored hydrogel during exposure of (c) a star shape and (d) a ring
shape. (a) Copyright 2015 John Wiley and Sons reproduced (adapted) with permission from [43],
(b–d) copyright 2016 John Wiley and Sons reproduced (adapted) with permission from [36]
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Fig. 21.11 Principle of direct
laser writing (DLW). A laser
is focused into the
photoreactive material
directly. Computer-guided
arbitrary movement of the
laser focus translates into
correspondingly polymerized
arbitrary 3D structures

3.4 Direct Laser Writing

In direct laser writing (DLW), the focus of a laser with high peak intensities and
short pulse duration is exposed to photoreactive material directly [1, 29]. Direct
laser writing causes polymerization initiated along an arbitrary path of the laser
focus through the pre-polymer solution. Operation with a setup that harnesses two-
photon or three-photon excitation, the polymerization is confined to the laser focus
volume and submicron resolution is achieved [29, 48, 62]. Submicron resolution
and free arbitrary fabrication path are the advantages of this technology.

Direct laser writing setup usually utilizes a large wavelength (e.g., 780 nm) laser
with femtosecond (e.g., 100 fs) pulse width in order to polymerize materials that
are sensitive to UV-light (e.g., 390 nm) (Fig. 21.11). Such setup choice harnesses
on the one hand that large wavelength light easily travels undisturbedly though
material, and on the other hand that enormous research efforts and industrialization
have driven the development of UV-sensitive materials as previously illustrated.
Pulsed laser light bears the advantage that photon intensity is temporally and
spatially confined, enhancing two-photon absorption, simultaneously reducing laser
conveyed heat in comparison to continuous-wave laser light. The objective guiding
the laser into the photoreactive material is usually mounted on a piezo-actuated
stage. This conventional setup is physically limited when the lens reaches the glass
substrate, but normally already is challenged by the diffusion of the laser focus
increasing due to diffraction through pre-polymer solution.

In order to achieve high-aspect ratio structures with consistent feature sizes
regardless the distance to substrate surface and substrate transmissivity, Dip-in-Lens
Lithography (DiLL) was developed [25] (Fig. 21.12). By immersing the lens into the
photoreactive material instead of immersion oil, movement limitations are removed
and a constant lens to fabrication area guaranteed. It requires the photoreactive
material to have a refractive index matching the lens in order to achieve small
feature sizes. Furthermore, the technology is sensitive to quickly losing lens quality
by remaining photoresists due to sloppy cleaning or accidental white light exposure.

Fabricating micro-to-mesoscale devices while controlling nanometer-sized fea-
ture sizes is a driving force of DLW growing applications ranging already from
metamaterials, proteinaceous microstructures, pH-actuated devices to well-defined
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Fig. 21.12 Dip-in-lens
lithography (DiLL) for DLW.
The lens is immersed into the
photoreactive material during
the DLW fabrication process.
The lens moves away from
the substrate with a constant
distance to fabrication area

3D microenvironments (Fig. 21.13). Because DLW enables structuring with sub-
micron feature sizes, fabrication of metamaterials for the expansion of material
properties beyond the natural possible [27, 28] was recently realized for optical
metamaterials [24] and mechanical metamaterials [25, 26] (Fig. 21.13a, b). In
addition, wireframe microstructures as rings have been explored for wallless liquid
pathways [90] and for proteinaceous device [62] (Fig. 21.13c). Polymerization of
hydrogels controlling the cross-linking density by exposure parameters has given
rise to pH-sensitive soft-microrobots [58, 63, 91] (Fig. 21.13d, e) and tunable arrays
[68, 92]. Cell culture studies were reportedly performed on 3D sequential multi-
component-fabricated scaffolds to study interaction of 3D environment and cell
morphology [20, 50] (Fig. 21.13f, g), proteinaceous scaffolds to study cell migration
[64] or pillar arrays for force measurements [55].

DLW technologies approach and even succeed the classical diffraction limits, as
well as offer fabrication of truly 3D structure features. The price for such precision
is a considerably slower fabrication time than previously introduced technologies.
Already, specialized mirror systems (Galvano technology) and parallelized fabrica-
tion by beam splitting are in use.

3.5 Overviewing Summary

Table 21.3 summarizes advantages and disadvantages of the previously reviewed
fabrication technologies symbolizing degree of advantage by one, two or three plus
signs ‘C’ and disadvantage by a minus sign ‘�’.

4 Conclusion

In this chapter, we introduced fundamental concepts of photo-induced fabrication
for 3D microdevices. Complementary to conventional photolithography, 3D device
fabrication is required to approach conventionally challenging shapes and freeforms.
While being complementary in approach and utilization, photo-induced fabrication
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Fig. 21.13 Applications of DLW. (a) Cloaking metamaterial photograph, with (b) SEM image
of the network [26]. (c) Proteinaceous wireframe microparticle [62]. (d, e) Proteinaceous 3D
microgripper in pH-actuated (d) open and (e) closed state [63]. (f, g) Two-component cell
culture scaffold for subcellular stretching of mammalian cells; (f) false-colored SEM image
and (g) 3D reconstruction by laser scanning confocal microscopy of scaffold with cells [50].
Reproduced (adapted) with permission (a, b) Copyright 2014 Nature Publishing Group, from [26],
(c) Copyright 2015 AIP Publishing LLC from [62], (d, e) Copyright 2015 John Wiley and Sons
from [63], (f, g) Copyright 2015 Elsevier from [50]
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Table 21.3 Advantage and disadvantage of each fabrication technology

Microstereolithography
In situ
photolithography

Flow
lithography

Direct laser
writing

Subsection 3.1 3.2 3.3 3.4
High-throughput CCC � CC �
Integrated device C CCC � CC
Speed CC CCC CCC C
Resolution C C CC CCC
True 3D CC C C CCC

Advantage and degree of advantage are symbolized by plus signs “C” and disadvantage is
symbolized by a minus sign “�”

for 3D microdevices harnesses advances in material and tool development from
extensive research in the field of conventional photolithography.

We reviewed four technologies that distinguish in light path and presentation
of photoreactive material to the exposure. Each of the presented technologies
has advantages and disadvantages, which enables very specific device fabrication
conditions for broad and overlapping applications ranging from microfluidics over
bioMEMS to cell culture studies. The field of photo-induced fabrication is still
strongly developing striving to quickly fabricate well-controlled devices with small
feature sizes.
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Chapter 22
Long-Range Nano-Scanning Devices Based
on Optical Sensing Technology

ChaBum Lee

Abstract A compact, low-cost, and high-performance nanopositioning system for
dimensional metrology tools. A polymer-based large-range nanopositioning system
was fabricated by an additive manufacturing (AM) process, stereolithography. The
AM flexural properties were characterized to design the nanopositioning stage
capable of millimeter range motion. It was considered to be responsible for AM
fabrication tolerance or local irregularity in material properties because those
properties are highly dependent on curing temperature and time even though the
stage is fabricated layer-by-layer under the identical condition. Also, a design
principle of an optical knife-edge sensor (OKES) is to provide a long range and high
accuracy for nanopositioning. The OKES utilizes interference fringe due to optical
knife-edge diffraction and has more than 40 % of high sensor sensitivity slope.
The OKES was modeled by using electromagnetic wave propagation principle
and experimentally verified by testing the OKES with the XY stage. The sensor
noise level shows X 20.1 nm and Y 19.4 nm, and the fundamental sensing limit
of the OKES was estimated X 0.19 nm/

p
Hz and Y 0.23 nm/

p
Hz for ˙1.0 mm

working range. In the XY circular motion, 0.2/1.0/2.0 mm diameter at 1 Hz, the
trajectory root-mean-square errors were 0.77/2.50/3.50 �m, respectively. These
results indicate that the OKES can be a good alternative to precision metrology
tools in terms of large working range, positioning accuracy, resolution, linearity,
bandwidth, and control effectiveness.
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1 Introduction

Displacement sensing is a fundamental technique that is used in many fields to
relate the positioning of two bodies in space or to combine features of size with
imaging. For example, displacement sensors are used to determine the X- and Y-
lateral positions of an atomic force microscopy (AFM) probe relative to the sample
[1–3]. As the AFM probe is rastered across the sample, the image signal combined
with the lateral locations can be used to build an image with known features of
size. With a rapid progress in the field of nanotechnology, there is high demand for
new displacement measurement technologies to be able to achieve sub-nanometer
level resolution with long-term reliability. These techniques are commonly applied
to the measurement tools of machine tools, pick and place machines, coordinate
measuring machines and semiconductor manufacturing equipment [3–9].

Capacitive sensors (CS), linear variable differential transformers (LVDT), optical
linear encoders, and laser interferometers are the most commonly used in precision
metrology areas such as nano-scanning devices or instruments [2, 3]. As illustrated
in Fig. 22.1, CS and LVDT are compact nanoscale sensors with a few hundredths
of micrometer range. On the other hand, optical linear encoders and laser interfer-
ometers are large scale sensors with moderate-to-high accuracy intended for ranges
over a few meters. There is however little documentation on mesoscale displacement
sensing technology for the measuring range 100 �m–5 mm with high accuracy less
than 50 nm with a low cost. Achieving a large displacement range (>1 mm) along
with nanometer level displacement accuracy (<50 nm), simultaneously, has been a
key challenge in nanopositioning systems due to physical limitations associated with
the driving mechanisms, actuators, sensors, and their integration. Currently, many
commercially available nanopositioning stages have been restricted to the range of
approximately a few hundreds of micrometers per axis [10–15]. There is, however,
now a growing market need for multi-axis nanopositioning systems that can provide
a millimeter range while keeping the nanometer level dimensional accuracy in a
compact integration and low cost.
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Fig. 22.1 Precision displacement sensors [2]
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Recently, precision manufacturing technologies such as machine tools, semi-
conductor manufacturing processes, scanning probe microscopes, and coordinate
measuring machines have been rapidly processed and stimulated [1, 3, 12]. The
rapidly growing and ever-increasing applications of nanotechnology have increased
the demand for high-speed and high-precision nanopositioning systems. Precision
positioning stages play a key role of major breakthroughs in broad research areas
and industrial applications including bionanotechnology, nanometrology, semi-
conductor manufacturing, chemical science and engineering, nanomachining and
nanofabrication, material science, and high-density data storage systems [13–17].
Those positioning stages in general rely on flexures to provide linear or rotational
motions with no friction or stiction. The emergence of compliant, piezoelectric
stack-actuated nanopositioners fulfils the requirements of nanotechnology related
applications [12]. There recently has been a trend away from costly conventional
methods toward small-scale and cost-efficient prototyping and production facilities
called microfactories [17–20]. Although there have been some impressive develop-
ments recently in these manufacturing techniques, they are still limited by their lack
of affordability and accessibility [12]. Particularly during the design stage where
many ideas will be tested and discarded, the development process of large range
devices could be greatly enhanced with a rapid prototyping system that is flexible
enough to automatically manufacture such devices in a cost-effective manner.

The use of polymer as a material for flexure stages can be an alternative
method to explore various biological, electrical, and magnetic applications because
general polymers are biocompatible and electrically insulating [17–19]. Also, it can
provide a large deflection with low force compared to the metal flexures, and the
polymeric materials have a higher damping than the conventional metal, which
indicates that the polymeric positioning stage fabricated by additive manufacturing
(AM) processes acts as an overdamped or critical-damped system and the stage
can be driven up to resonant frequency. This can be considered an advantage
over the metallic flexure design in applications requiring an insulating material,
electromagnetic inertness, biocompatibility, and high damping. In order to become
commercially viable, the majority of nanopositioning systems must eventually
become compatible with inexpensive, fast, mass-manufacturing processes. Polymer
flexures are low-cost, easy-to-fabricate, frictionless, and robust. Furthermore, they
are an easy way to incorporate compliance. However, challenges associated with
fabricating structures, a number of properties of polymers, such as multi-axial
compliance, cross-coupling, thermal insulation, and viscoelasticity/creep have not
been studied.

In this chapter, a new displacement sensor based on edge diffraction is first
introduced as an alternative position sensor for nanopositioning systems in a simple
configuration. Advantageously, the proposed sensing configuration is compact and
economical and can be directly embedded into the nanopositioning systems as
positioning feedback sensors. The sensing principle and test results have been
discussed. In addition, challenges associated with fabricating structures, a number
of properties of polymers, such as compliance, out-of-plane motion, and thermal
insulation, have been discussed in this chapter.
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2 Optical Knife-Edge Diffraction

An electromagnetic waveform diffracts or bends when it strikes the sharp edge of
an obstacles transverse to its propagation direction. The portion of the signal that is
not cut off by the sharp edge continuously travels, but the edge of the signal bends
around the sharp edge [21–26]. The knife-edge techniques are commonly used for
radio communications or optical beam profiling of a laser beam [23, 24]. That effect
is explained by Huygens–Fresnel principle. It states that each point on a wavefront
acts as a new source with secondary wavelets and combination of these secondary
wavelets produces the new wavefront along the propagation direction. That is, it
propagates into the geometric line-of-sight shadow region of the obstacle.

Assuming that the total field above the optical knife edge (OKE) is the incident
field and the light source transverses along the z axis as seen in Fig. 22.2, the
diffracted light to produce results for the edge diffraction can be mathematically
derived. The height h is the displacement from the center of the incident beam to the
OKE along the yE axis, and L1 and L2 are the distances from the laser source to the
OKE and from the OKE to the detector, respectively. The height h can be defined
as a function of its mean height h and its deviation part �h along the x direction. A
Gaussian beam with a beam diameter ˛ is assumed to be incident on the OKE from
a light source placed a distance L1 from the OKE. The incident field (E) at z D 0 can
be expressed in a spherical wave form as [16],

�!
E 0 .x; y; z D 0/ D E0e

�jk0L1e� x20Cy20
˛2 : (22.1)

Fig. 22.2 Schematic illustration of OKE diffraction
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The first and second terms are an expression of the traveling wave along the
propagation direction and the incident spherical wave, respectively. The last term
is for an aperture of the field due to the OKE. The transverse wave can be derived
by using Fourier transform as Eq. (22.2) and the total field defined as the sum of

diffracted and transverse field at a detector position
�!
Et at z D Z0, can be obtained

by applying inverse Fourier transform of the transverse wave from the edge as Eq.
(22.3) [21].

F
�
kx; ky

� D
“

Aperture

�!
E0 .x; y; z D 0/ e�j2�.kxxCkyy/dxdy: (22.2)

�!
Et .x0; y0; z D Z0/ D 1

4�2

“
k�space

F
�
kx; ky

�
ej

�!
k ��!r0 dkxdky: (22.3)

where, the total electric field, the wavenumber, and the distance vector from the
incident to the diffracted field

�!
Et D Ex

�!x C Ey
�!y C Ez

�!z ; �!
k D kxbx C kyby C

kzbz; k2o D k2x C k2y C k2z ;
�!r D xobx C yoby C zobz are expressed, respectively.
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e�a.x2Cy2/dydx

D jk0e�jk0.L1CL2/

4�L1L2

�
Ex

�!x C Ey
�!y � erfc

��h
p

a
�
; a D 1

˛2
C jk0

�
1

2L1
C 1

2L2

�
:

(22.4)

Assuming that the detector size is sufficiently small that the field of interest will
be measured near the z axis then the field measurements are assumed to be taken on
the axis (xo D 0, yo D 0, L2 > 0). Therefore, the diffracted field to be measured along
the z axis can be defined from the inverse Fourier transform relation of the incident
field and written in an error function form as Eq. (22.4) [26]. Where the erfc is
the complementary error function of a complex argument. Thus, the total power P
induced by the OKE with smooth and sharp surface topography can be calculated
by multiplying the diffracted field and the conjugated diffracted field as,

P D �!
E .0; 0; z0/ � �!

E .0; 0; z0/ : (22.5)

Assuming that the OKE is placed at the center between the laser and the detector
for simple calculation, and its surface topography is smooth and sharp. The effects
of the wavelength of the light, the distances L1 and L2 and the beam width of
the laser on the OKE diffraction with respect to the height (displacement) were
investigated as seen in Fig. 22.3. The results indicated that the effect of the OKE
diffraction becomes more sensitive as the wavelength and distance L1 and L2 are
shorter, and the beam width rarely affects the result. Thus, it can be found that the
short wavelength and the compact measurement setup provide a high sensitivity to
the OKE diffraction.
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Fig. 22.3 The normalized power curves of the total field calculated with respect to the dis-
placement (h) under given parameter conditions: L D L1 D L2 D 100 mm and ˛D 2.0 mm (a),
�D 633 nm and ˛D 2.0 mm (b) �D 633 nm and L D L1 D L2 D 100 mm (c)

Fig. 22.4 Schematic illustration of OKE diffraction with a rough and dull OKE surface topogra-
phy: 
 indicates a radius of curvature of the knife edge

Optical metrology is the science and technology concerning measurements with
the light. Such measurements can either target properties of light itself or other
properties such as displacement, distance, and/or frequency. Optical metrology
systems can be extremely precise and are fundamentally limited by surface quality
of the optical components, including roughness and form error [2–4, 16]. As referred
to in Collin’s approach to the rough knife-edge boundary problem [23–26], there
has always been an uncertainty relating the effects of edge surface roughness on
the diffraction characteristics even though the edge diffraction around a rough
knife-edge boundary is modeled. In this study, an approximated model to a rough
knife-edge surface was presented. The phase difference between the transmitted and
diffracted fields was related to the roughness. It was assumed that the roughness is
randomly distributed in nature as seen in Fig. 22.4. The roughness on the knife-
edge boundary is assumed to comprise a nonzero mean with Gaussian probability
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density function (pdf) and a Gaussian spectrum. Based on this assumption, knife-
edge surface roughness is modeled in a pdf form as [27, 28],

pdf .�h/ D 1

�
p
2�

e��h2

2�2 (22.6)

where, � is the standard deviation of�h. Here, the roughness only along the x axis is
considered and independent of the y axis. By substituting Eq. (22.4) into Eq. (22.3),

the knife-edge roughness-induced total field
�!
E R can be calculated by [26],

�!
E R .0; 0; z0/ D

Z 1

�1
jk0e�jk0.L1CL2/
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a.2�2aC1/

�
:

(22.7)

Similarly, the knife-edge roughness-induced total power, PR, over a given detector
size can be calculated by,

PR D �!
E R .0; 0; z0/ � �!

E R.0; 0; z0/
�: (22.8)

In Eq. (22.6), the total field becomes equivalent to that of Eq. (22.4) if the
edge topography becomes negligible (� ! 0). In the same way, the total power
induced by the knife edge with rough and dull edge topography can be calculated
by Eq. (22.7). As seen in Fig. 22.5a, the fringe of the oscillation amplitude of the

Fig. 22.5 Edge roughness effect of edge diffraction: (a) normalized power distributions based on
theory and (b) experimental result
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interferogram reduces as the edge surface roughness increases. The edge diffraction
pattern from the commercially available sharp edge with a roughness of 0.1 �m was
measured, which shows a similar result with the theoretical estimation as shown in
Fig. 22.5b.

3 Novel Displacement Measuring Metrology Based
on the OKE

The OKE sensor includes the laser source, beam splitter (BS), reflector, double edge
knife edge, and two photodiodes (PD) as seen in Fig. 22.6. The BS-to-knife edge
and knife edge-to-PD distances were set to L1 and L2, respectively. The light source
is separated by a 50:50 at BS. The one light is incident on an upper knife-edge facet
through a reflector and another light is incident on lower knife-edge facet. Each light
produces interferogram at each PD by a superposition of transverse and diffracted
lights from the knife edge, respectively. Therefore, the peak intensity at the first
fringe of the interferogram reaches more than 40 % compared to the applied total
light intensity [16, 18], provided that the beam diameter is sufficiently larger than
the PD size, which indicates that the sensitivity against the motion of knife edge can
be increased without any physical amplification due to the knife-edge diffraction
principle.

This photovoltaic signals at each PD are then differentially amplified and,
consequently, the sensor output Vout(Y) along the traveling direction can be detected
simultaneously from the combination of the normalized total fields, PA and PB.

Where normalized total fields are the intensity detected at PDA and PDB as to the
y axis displacement, respectively. It uses a difference of PA and PB divided by a sum
of PA and PB in Eq. (22.8),

Fig. 22.6 Concept of the OKE sensing system
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Fig. 22.7 The normalized sensor outputs with respect to the displacement under given parameter
conditions: L D L1 D L2 D 100 mm and ˛D 2.0 mm (a), �D 633 nm and ˛D 2.0 mm (b)
�D 633 nm and L D L1 D L2 D 100 mm (c)

Vout.Y/ D PB.Y/ � PA.Y/

PB.Y/C PA.Y/
: (22.9)

This method can effectively eliminate the dependency of light intensity and
manufacturing tolerance of the knife edge. This measurement method thus can
achieve the high sensitivity of the sensor because of the use of the interferogram and
differential amplification. The effects of the wavelength of the light, the distances
L1 and L2 and the beam width of the laser on the OKE sensor with respect to the
height (displacement) were investigated as seen in Fig. 22.7. The results indicated
that the effect of the OKE diffraction becomes more sensitive as the wavelength and
distance L1 and L2 are shorter, and the beam width rarely affects to the result. This
approach will be used to optimize these parameters for system robustness.

There always exists uncertainty associated with the interference information
resulting from the edge diffraction due to the OKE surface topography (roughness,
sharpness, shape) and its material properties (dielectric, conducting) as depicted in
Fig. 22.4 [16]. The height h is now a function of position along the edge, a function
of x and relates the displacement along the z direction. As the OKE becomes rough
and dull, the edge diffracted field becomes more incoherent and the interference
becomes weaker. It is thus very crucial to investigate the effects of the topography
on the OKE diffraction of an incident wave in a quantitative way. However, the
researches regarding quantitative characterization of the roughness and sharpness
of the OKE have not been well-documented.

Our research group firstly introduced a novel displacement sensing technique
utilizing the OKE diffraction as an alternative position sensor for nanoposition-
ing systems in a simple configuration as illustrated in Fig. 22.8. The proposed
measurement system utilizes the interference superposed by two waves, transverse
light and the diffracted light from the OKE and a differential amplification signal
processing technique in order to eliminate the potentially much greater noise signals
from power sources and environmental effects [2, 3]. The measurement system
consists of laser source, two knife edges, two PD and axillary optics components
is constructed on a nanopositioning stage in a simple configuration. The laser light
is split 50/50 by BS and the transmitted and reflected lights are incident on each
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Fig. 22.8 Experimental
setup [16]

OKE mounted on the stage parallel to the traveling direction. While the stage is in
motion, the direct transverse and diffracted lights at two OKEs are superposed and
introduce interference, which is measured by two photodetectors (PDA and PDB)
in a differential configuration. Consequently, the displacement along the traveling
direction can be detected simultaneously by using PDA and PDB. The methods for
displacement measurement (�D) can be categorized into two types as,

�D D 1

S

PA � PB

PA C PB
(22.10)

where S is a sensitivity of the sensor. PA and PB are the total power measured
at PDA and PDB, respectively. It uses a difference of PA and PB divided by a
sum of PA and PB as expressed in Eq. (22.9), which can effectively eliminate the
dependency of light intensity. This measurement method is considered to achieve
the high resolution and sensitivity of the sensor because the interference is highly
sensitive to the displacement of the OKE. Moreover, it can enhance the sensitivity
and eliminate crosstalk of the sensor because it provides a gap-free application that
a position sensitive detector (PSD)-based measurement system cannot achieve [2, 3,
29].

Our research group preliminarily tested the performance of the proposed the
OKE displacement sensor by implementing the sensor with a lab-built flexure stage.
A stabilized He–Ne laser (� 633 nm) as a coherent light source was used. The
laser beam is separated 50/50 at the BS. A transverse beam and reflected beam
are incident onto the OKE fixed on the stage, respectively, and a small fraction of
light is diffracted at the OKE. A transverse beam and diffracted beam experience
the interference due to phase matching and mismatching, and those signals are
measured at both PDA and PDB in a differential amplifier configuration and collected
with a LabView data acquisition board under the ambient environment condition.
The distance L1 between the laser and the OKE and the distance L2 between the
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Fig. 22.9 Calibration results

OKE and PDs are set to 100 mm, equally, and the beam width is 2.0 mm. The laser
interferometer and a one-dimensional PSD were used to measure the displacement
of the stage and compare these results with that of the proposed OKE displacement
sensor.

The proposed sensor was calibrated according to forward and backward direc-
tions and it showed a high linearity within approximately 60 �m range and a high
sensitivity of 0.167 V/�m (Fig. 22.9). In this experiment, a laser beam diameter
is limited to �0.5 mm, so that the measuring range and sensor sensitivity were
determined by the laser beam diameter. A look-up table can be made to increase
the measuring range, and larger the beam diameter is, the larger measuring range is
achieved. Here the linear range and the sensitivity were chosen based on the stroke
of the precision stage used in the experiment. It is possible that the measurable range
of the sensor becomes shorter or longer by increasing or decreasing its sensitivity
according to the stroke of the stage.

The displacement information was measured from three displacement sensors,
laser interferometer, PSD, and OKE sensor, at the same time while the stage
was in 1 Hz sinusoidal motion under the stroke conditions: 25 and 0.03 �m. As
seen in Fig. 22.10, three sensors showed similar results a stroke of 25 �m. For
a stroke of 0.03 �m, the PSD signal showed fluctuation and a higher noise-to-
signal ratio whereas the edge diffraction sensor showed similar results with that
of the laser interferometer with respect to all conditions. In addition, the signals
of three sensors were measured for 30 s. to test the stability of each sensor while
the stage was held stationary as seen in Fig. 22.11. It can be seen that the noise
level of PSD is approximately 200 nm. While, the noise level of the proposed OKE
diffraction sensor was near 5.2 nm. The output of the laser interferometer showed
the fluctuation because the wavelength tracker was disabled in order to make the
experiment condition of each sensor equal. As a result, the edge diffraction sensor
showed a better stability than the other two sensors, and it can be concluded that the
proposed edge diffraction sensor is comparable to the laser interferometer.
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Fig. 22.10 Measurement results under stroke of 25 �m (a), 6 �m (b), 0.3 �m, (c) and 0.03 �m
(d) conditions and comparison to the measurement results of the laser interferometer and PSD [16]

Fig. 22.11 Stability test:
Three instruments (LI, PSD,
and OKE sensor) were tested
under stationary condition
(power off) [16]

4 Additive Manufactured Compliant Mechanism

For precision translation and positioning systems, most of the mechanisms manu-
factured today exploit the versatile capabilities of CNC machine tools and EDMs.
Nearly all flexure systems are fabricated using conductive materials, primarily
metal. Flexure system fabrication uses methods planar processing methods to
remove material. However, metal-based positioning stages are not only time con-
suming and expensive to manufacture but also difficult to use in chemical, electrical,
and electromagnetic environments, and in biotissue-handling work. Metallic flexure
systems are subject to corrosion, interference with electromagnetic field distribu-
tions and can suffer from biocompatibility issues [14, 17, 19]. In addition, system
bandwidth of the commercially-available metal-based flexure stages is approxi-
mately 100 Hz because most flexure stages have a low first-resonance frequency
(less than 400 Hz) [30, 31]. Recently, with progress of microelectromechanical
system (MEMS) technology, many MEMS motion stages have been introduced [32,
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33]. However, the total displacement is limited to a few tens of �m, even still,
they are promising for high bandwidth and high resolution. The use of polymer
as a material for flexure stages can be an alternative method to explore various
biological, electrical and magnetic applications because generally polymers are
biocompatible and electrically insulating. Also, it can provide a large deflection
with low force compared to the metal flexures, and the polymeric materials have
a higher damping than the conventional metal, which indicates that the polymeric
positioning stage acts as an overdamped or critical-damped system and the stage
can be driven up to resonant frequency.

The use of polymer as a material for flexure stages can be an alternative method
to explore various biological, electrical and magnetic applications because general
polymers are biocompatible and electrically insulating. Few studies on polymeric
materials and those fabrication methods for positioning stage applications have
been introduced to solve troublesome issues raised in conventional technologies [2].
In addition, the polymeric materials have a higher damping than the conventional
metal, which indicates that the polymeric positioning stage acts as an overdamped
system and that the stage can be driven up to resonant frequency. Thus, the
polymeric flexure can be considered as being advantageous to the metallic flexure
design in applications requiring an insulating material, electromagnetic inertness,
biocompatibility, and high damping. A few polymeric flexure stages have been
proposed. Chae [19] reported a transparent nanopositioner made of polymer (Topas
5013 COC) by injection molding and Hoover [20] introduced a low-cost two-
axis displacement compliant mechanism made of polydimethylsiloxane (PDMS) by
molding. Lee tested the performance of a 3D printed compliant mechanism with the
integrated displacement sensor [17, 18].

This chapter addresses the use of additive manufacturing to create polymeric
precision stages for the purpose of a large travel range and low cost. Additive
manufacturing provides three dimensional and free from manufacturing which
promises to be another major contributor to further innovation in this field. Since the
1980s the development of additive manufacturing technologies has been driven by
companies looking to produce parts rapidly without the need of dedicated tooling.
It provides design engineers with a new tool during the product development cycle
and allows for shorter product lead times [33–35].

In this chapter, the concept of a polymeric flexure mechanism for a long
working range and ultralow cost by using AM technology has been tested. The
double compound notch flexure mechanism made of photopolymer is explored to
demonstrate this concept and the effects of its geometry on the flexural deflection
and stress are investigated. The performance and limitation of monolithic elliptical
hinges is analyzed and designed based on a single rotational degree-of-freedom
mechanism.

A double compound notch type flexure mechanism (DCNFM) was used in
the research. This double compound kinematic design is well-known in precision
engineering [12, 17, 18]. It has a symmetric design configuration consisting of
four compound springs attached at the shuttle (moving platform). The use of four
compound springs joined together constrains the stage motion to prevent deviation
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Fig. 22.12 Flexures: (a)
circular hinge and (b) FEM
model

from rectilinear motion. The translation of the shuttle is controlled by the elastic
deformation of two identical four-spring mechanisms. The use of two symmetrical
four-spring mechanisms offers an additional advantage in that the system can self-
compensate for thermal expansion [12].

Each spring was designed with elliptical flexure hinges at both ends because
these hinges are commonly used in compliant micromotion stages which required
high precision of motions [37–41]. This type of flexure hinges is precise in rotation
because their center of rotation does not displace as much as other hinges such
as the leaf-type [38] and the corner-fillet [39]. In addition, the elliptical flexure
hinge for the flexure stages can avoid abrupt changes in the cross-sectional flow area
while generating typically pure rotation. Considering the elliptical hinge structure
in Fig. 22.12, the height y with respect to a position x on the stage can be expressed
by

y.x/ D Ay C T

2
� Ay

s
1 � x2

A2x
: (22.11)

where Ax and Ay are the length of the hinge, T is the thickness of the hinge, B the
width of the hinge, L the length of the flexure, and H is the height of the flexure.
Here the performance and limitation of monolithic elastic hinges was analyzed and
designed based on a single rotational degree-of-freedom mechanism. Following the
analysis of Paros and Weisbord [40], the approximated displacement of the elliptical
hinge may be expressed by integrating the bending equation as

�z.x/ D
Z Ax

�Ax

Mz

EIz
dx D

Z Ax

�Ax

12Mz

8EBŒy.x/�3
dx: (22.12)

where Iz is the second moment of area, Mz the bending moment, E the elastic
modulus, � z the angular deflection about the neural axis. Substituting Eq. (22.10)
into Eq. (22.11) and x D Ax sin� , Eq. (22.11) can be rewritten in a compliance C�zMz

form by
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Fig. 22.13 FEM analysis result of flexure: (a) flexure deflection curves according to various Ay

conditions under the applying forces and (b) maximum stress (at the hinge) curves according to
various Ay conditions under the displacement condition. The Ax is fixed 0.75 mm

C�zMz D �z

Mz
D 3Ax

2EBA3y

Z �=2

��=2
cos �h

1C T
2Ay

� cos �
i3 d�: (22.13)

The compliance of the elliptical hinge was estimated with respect to the ratio
"D Ax/Ay varying from 1 to 10 with different Ay conditions as seen in Fig. 22.13a. It
was found that the compliance of the elliptical hinge is linearly proportional to the
increase in the ratio under the same Ay condition, and the thicker Ay is, the higher
the compliance is found.

Flexure hinges experience both bending and shear stress and their magnitude
depends on the geometry of the flexure mechanism and the nature of the applied
loads. The stress at the notch hinge is calculated from a nominal stress by Ling
[41] and Peterson [42] in terms of a stress concentration factor Kt, applied bending
moment Mz and the true stress � z as Eq. (22.13). The geometry of the hinge is
considered as the circular notch type for simplicity. The true stress at the thinnest
area of the hinge is estimated from the bending moment for a given displacement
and substituting Eq. (22.11) into Eq. (22.13) because the applied bending moment
is unknown [12].

�z D Kt
6Mz

T2B
D 4EA2x

f .ˇ/T2
.1C ˇ/9=20�z;

Kt D
�
1C T

2Ax

�9=20 D .1C ˇ/9=20;

f .ˇ/ D 1
2ˇCˇ2

�
3C4ˇC2ˇ2

.1Cˇ/.2ˇCˇ2/ C 6.1Cˇ/
.2ˇCˇ2/3=2

tan�1
�q

2Cˇ
ˇ

��
:

(22.14)

The maximum stress at the hinge was estimated with respect to a given displace-
ment under different Ay conditions as seen Fig. 22.13b. The results demonstrate
that the stress linearly increases as the displacement increases and Ay decreases.
In addition, the maximum displacement of the flexure is limited to approximately
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0.04 rad under the given conditions due to the flexural strength of the polymer
used (which is approximately 62 MPa [43]). Here the maximum displacement
0.04 rad was set as a design constraint for the flexures. In a double compound
notch type flexure mechanism, the displacement of each flexure becomes a half of
the total displacement of the shuttle under an identical flexure geometry condition
[12]. Based on these analysis results, the double compound notch type flexure was
designed to produce the total ˙2.0 mm linear displacement: "D 5 (Ax D 0.75 mm,
Ay D 0.15 mm), T D 1.2 mm, H D 1.5 mm, B D 15.0 mm, L D 25.0 mm. The
compliance and max stress of each designed flexure were estimated 0.33 rad/Nm
and 61.9 MPa at a maximum displacement, respectively.

The layer-to-layer printing thickness, printing temperature and curing temper-
ature, and time were set to 125 �m, 29 ıC, room temperature and 50 min.
with UV light, respectively. According to the datasheet [43], the elastic modulus
of photopolymer is 1.85 GPa, but the strain–stress test result showed 795 MPa
as seen in Fig. 22.14a. In order to evaluate the fatigue properties of this AM
material a new test machine was required. The test machine capable of testing
the fatigue characteristics of AM material was built in-house due to the low
load and high-deflection characteristics of the AM materials. The design process
and requirements were guided closely by ASTM D7774-12, the Standard Test
Method for Flexural Fatigue Properties of Plastics [35] along with ASTM D790-10
[36]. These specifications provide good insight into design specifics and standard
approaches. The test machine uses three-point bending, chosen because the testing
would not exceed 5 % strain, and would be tested at constant deflection (strain-
based). AM samples (W 127 mm by H 12.7 mm by T 3.3 mm) were prepared. The
test machine allows cyclical sinusoidal (5 Hz) loading of the test sample at constant
deflection. Load for each cycle is recorded, when loading of the sample decreases
by 10 % of the original load, the part is said to reach failure.

Test samples printed along two different directions were tested. Curve fitting
is performed via a linear function in log scale. The samples showed a fatigue life
cycle over 1.0E5 at 0.2 % strain condition as seen in Fig. 22.14b. At present, we are

Fig. 22.14 Material property characterization: (a) stress–strain test and (b) fatigue life cycle test
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studying the fatigue characterization of the AM flexures, which will be used as a
design principle in AM flexures.

The flexure stage was fabricated by a stereolithography process (Projet
®
6000HD,

3D Systems Inc.) as seen in Fig. 22.15. The photosensitive photopolymer (Visijet
®

SL Tough, $8/in.3) was used. It took less than 1.5 h to fabricate the whole monolithic
structure (6.4 in.3). As seen in Fig. 22.15, the flexure hinge was successfully
fabricated; Ax D 0.75 mm, Ay D 0.15 mm, T D 1.2 mm, H D 1.5 mm.

The surface quality of the AM stage along the height direction was evaluated
by using a high resolution optical scanning microscope (VHX-2000, Keyence Inc.)
because the surface quality of flexures will introduce an extra stress concentration
to the flexure. This affects the fatigue strength significantly due to possible crack
nucleation and propagation on the surface [3, 23, 24]. The top surface of the printed
flexure was smooth and shiny as shown in Fig. 22.15. The surface profiles along the
vertical direction and horizontal direction, were measured as shown in Fig. 22.16.

The AM flexure showed approximately 6 and 1 �m surface waviness along
the vertical and horizontal directions, respectively. Taking into consideration of the
typical EDM machining tolerance (5–10 �m), it was thought that the AM approach
promises to nanopositioning device applications: small tolerance design (6�m), low
printing time (1 h), low-cost and high-design freedom. Also, the pitch of the surface

Fig. 22.15 Image of the flexure stage and detailed image of the hinge

Fig. 22.16 Surface topology of the flexure: 500X microscope image (a) and surface profile (b)
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profile along two directions indicates that the printing layer-to-layer thickness along
the vertical direction is approximately 120 �m and the printing condition along the
horizontal direction is approximately 70 �m.

It is expected that the study on the AM tolerance and fabrication conditions such
as the layer-to-layer printing thickness, printing speed, printing temperature, and
curing temperature and time, is in needed for future precision stage applications.

5 Single-Axis Nanopositioning System

The optical knife-edge sensor (OKES) was successfully embedded with DCNFM
as shown in Fig. 22.17. With use of the lensed PDs, the measuring range became
longer. The CS (10 nm resolution with 500�m range, Lion Precision Inc.) was used
to calibrate the OKES and compare with its performance and control effectiveness
of the OKES-based nanopositioning system. The analog circuit was created for
a PID controller, motor driver and sensor amplifier. The OKES measuring range
was set similar to the CS working range to compare the two sensors at the same
condition. As seen in Fig. 22.18, the OKES was calibrated by using the CS and
showed a sensitivity of 36.0 mV/�m with high linearity. Positioning control was
achieved by PID turning and the control block diagram is shown in Fig. 22.19,
where i and i’ are the input and output signals, respectively. The offset, C, was set
to increase the stiffness of the flexure on purpose and the current feedback loop was
made to eliminate crossover distortion that occurs in push–pull amplifier. The total
displacement was measured by applying the input voltage under the PID positioning
control as seen in Fig. 22.6. This result indicates that the total working range of the
stage is approximately 600 �m and the sensitivity of displacement versus input
voltage is 29.23 �m/V within a full range.

The 100�m step response of the nanopositioner was tested as seen in Fig. 22.20a.
The CS is represented by CS. The positioning control was achieved with the OKES

Fig. 22.17 Nanopositioning system integrated with OKES: (a) schematic and (b) image [18]
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Fig. 22.18 Calibration result
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Fig. 22.19 Positioning PID control block diagram: offset (C), Proportional/Integral/Derivative
gain (P/I/D), Adder (MUX), VCM amplifier (AMP), current feedback (CFB), OKES sensitivity (K)

Fig. 22.20 Experimental results: (a) 100 �m step response and (b) stepwise positioning resolution
test

and a CS was used for comparison. The OKES result showed a good agreement with
the CS results in terms of the positioning pattern to the target position such as rising
time (0.5 ms), overshoot and settling time (30 ms) even though the measurement
directions of the two sensors are different. The OKES measures the displacement
perpendicular to the driving direction of the stage. On the other hand, the CS
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Fig. 22.22 Hysteretic
behavior between input
voltage and displacement
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measures along the driving direction. The OKES and input signals showed a perfect
overlap in a steady-state region (0.6–0.9 s), and the CS signal appeared within a
noise range of the OKES and input signals (Fig. 22.21).

The input voltage-dependent displacement curves of the flexure stage had a
nonlinear course that is subjected to hysteresis as shown in Fig. 22.22. It was
thought that the error is due to PID gain mismatching as well as the hysteresis
and nonlinearity of the VCM. In the previous research [17], AM flexure stage was
positioning feedback-controlled by using CF, and the hysteresis characteristics of
AM flexure mechanism was discussed. The maximum hysteresis error (difference
between loading and unloading conditions) was approximately 20 �m for CS-
based control systems. Here maximum hysteresis error was approximately 25 �m.
Hysteresis can negatively affect the positioning control loops, decreasing the
performances or even leading to instability. Thus, a proper hysteresis model and
control algorithm has to be used in feedback control loops to compensate for the
nonlinearity. Hysteresis compensation will be studied for the next work.
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The stepwise inputs, 50 nm, were given to test the positioning resolution of the
stage and CS was placed for a comparison with the OKES as shown in Fig. 22.20b.
These results indicate that 50 nm positioning control was successfully achieved. The
CS showed a good agreement with the OKES over the full range, but the CS showed
small discrepancy in displacement for the forward and backward direction. It was
considered that this discrepancy results in sensor nonlinearity, sensor installment
error due to Abbe or cosine error, or rotational motion of the stage. As a result,
the proposed nanopositioner showed 50 nm positioning resolution with 500 �m
working range.

The dynamic characterization of the stage was investigated by obtaining the
frequency response curves as seen in Fig. 22.22. Two sensors showed similar results
below 100 Hz and a resonance peak of the stage at 280 Hz. However, the OKES
showed a large second resonance peak at 400 Hz. On the other hand, the CS showed
no significant peak around 400 Hz. It was thought that the first resonance peak
is due to the flexural mode of the stage and second resonance peak is related to
torsional mode of the stage because the flexure stage typically has a coupled motion
with flexural and torsional modes [12, 14, 44, 45]. It was explained that the CS
measures the capacitance change of an effective area (	3.2 mm) at a single point
and it becomes less-sensitive to the torsional motion if it is installed along the
driving axis with no offset distance. On the other hand, the OKES measures two
points (22 mm interval) around the center of the stage and it can be sensitive to the
torsional motion. As such, angular motion, especially for high frequency signal, has
an influence on OKES readout, which does not mean that OKES does not perform
well. The OKES can measure the angular motions with high sensitivity which the
CS cannot measure.

6 Two-Axis Nanopositioning System

The XY nanopositioning system (150 � 150 mm2, 20 mm thickness) based on
parallel kinematic and monolithic configuration was designed to yield a compact
layout as seen in Fig. 22.23 and provide more than ˙1.0 mm range and fabricated
by using stereolithography process [17]. From the open-loop testing, the XY
nanopositioning system was characterized: natural frequency (55.6 Hz/52.6 Hz) and
damping ratio (0.14/0.09) along X and Y axis, respectively, as shown in Fig. 22.24.
The two OKES were embedded into the stage and measure XY displacement to
control the positioning of the stage in real time. The LD (5 mW, œ 650 nm, ˛
5.0 mm) light is 50:50 separated at BS and travels to each OKES with surface
roughness �0.1 �m. The VCMs were used as actuators. Four photodetectors (PD,
3 � 3 mm2) were installed at the center of the stage to receive the transmitted and
diffracted light behind the OKE with the distance L 10 mm, and PD electronics was
set to a bandwidth of 10 kHz.

The theoretical sensor output calculated in Eq. (22.8) shows a sensitivity of
0.667 � 10�3 �m�1 and high linearity (nonlinearity 0.0018 %) within ˙1.0 mm
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Fig. 22.23 Schematic
illustration of the
OKES-embedded
nanopositioning system: The
yellow lines indicate the laser
beam path and the red arrows
indicate the light propagating
direction, respectively. The
VCMs were aligned along the
moving axis of the stage
without offset to mitigate
Abbe error, and two OKESes
were setup perpendicularly to
one another. The flexure was
designed: 20 mm long,
15 mm wide, and 1 mm thick

Fig. 22.24 Open-loop step
response results
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range as seen in Fig. 22.25. The XY nanopositioning system was proportional–
integral–differential (PID)-controlled with the OKES and CS was used for compar-
ison and calibration. Each OKES showed sensitivity 8.99 mV/�m and 9.02 mV/�m
within ˙500 �m (CS max. measurement range) with nonlinearity 0.60 % and
0.73 % along the X and Y axes, respectively. A 300 �m step test of the XY stage
was performed as shown in Fig. 22.26. The OKES and CS results showed good
agreement and the steady-state positioning root-mean-square (rms) noise, which
is also representative of the resolution, was 21.5 nm and 19.3 nm along X and
Y axes, respectively. We think that the discrepancy of XY step response results
from AM fabrication tolerance (flexure width, thickness and surface roughness),
material property non-uniformity or the different VCM characteristics including
current amplifiers. As a result, the fundamental sensing limit of the OKES in the
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Fig. 22.25 Normalized sensor output calculated with respect to the OKE shift along the y0 axis.
The theoretical estimation result works for both X and Y axes because two OKESes were setup
independently to one another along the X and Y axis. To illustrate good agreement between theory
and experimental results more clearly, the scale of the OKES output was adjusted

Fig. 22.26 Step response curves of the X (a) and Y (b) axes

present experiment setup can be determined by the photonic shot noise (NS) in Eq.
(22.14) [46, 47],

NS D
s
�R

�f
(22.15)

where,�f and�R are the measurement bandwidth and resolution, respectively. The
photonic shot noise indicates the variation of the sensing signal as a function of its
resolution and measurement bandwidth. Thus, the fundamental sensing limit of the
OKES was estimated X 0.19 nm/

p
Hz and Y 0.23 nm/

p
Hz for ˙1.0 mm working
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Fig. 22.27 Results of circular motion tracking at 1 Hz: diameter 0.2 mm (a), 1.0 mm (b) and
2.0 mm (c). The trajectory errors were plotted in a polar coordinate

range. This noise can be reduced by using a sufficiently bright light source with a
large beam diameter relative to PD [2, 3].

The nanopositioning system was PID feedback-controlled to draw a 0.2/1.0/
2.0 mm diameter circle at 1 Hz while sending two sinusoidal reference signals with
a magnitude of 0.1/0.5/1.0 mm and relative phase difference of 90ı along the both
axis. The measured rms trajectory errors were approximately 0.77/2.50/3.50�m for
each circular motion and these tracking errors correspond to 0.38/0.25/0.17% over
each range, respectively (See Fig. 22.27). We think the following are responsible for
the trajectory errors: (1) magnitude and phase errors in the actual trajectory along
each axis with respect to the sine and cosine inputs, (2) higher order harmonics
of the given frequency, (3) electronics noise, and (4) control limits due to PID gain
mismatching and VCM performance. Once displacement sensors are installed on the
stages, the sensing system accuracy is determined not only by the sensor but also by
the stage and controller such as hardware the dynamic characteristics, control noise,
and/or electronics noise. Thus, it was considered that the proposed OKES resolution
must be less than 20 nm.

7 Long-Term Stability Test

A preliminary investigation of thermal effects [48] was performed and the temper-
ature was measured at the following three points: at the VCM, at the frame near
VCM and at the frame far from VCM (PSD area). The temperature was monitored
while the flexure was being subjected to cyclic loading of 3.6 million cycles in a
temperature-controlled lab environment. The temperature of VCM and the frame
near VCM rapidly increased and saturated at 6.0 and 2.5 ıC after approximately
two million cycles as shown in Fig. 22.28. However, the temperature at the frame far
from VCM remained constant with a small fluctuation. The results of step response
before and after 3.6 million cycles were compared,and positioning accuracy and
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Fig. 22.28 Temperature
measurement of the stage
during 3.6 million cycles
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Fig. 22.29 Results of step response of the stage before and after 3.6 million cycles: full scale (a),
forward direction (b) and backward direction (c)

control performance showed a similar result as seen in Fig. 22.29. The temperature
change and material property change of the flexure will be quantitatively addressed,
and its fatigue characteristics will be studied in future.

8 Conclusions

This book chapter presented a design principle of the OKES by deriving a mathe-
matical model and characterized the OKES performance in terms of working range,
positioning accuracy, resolution, linearity, bandwidth and control effectiveness with
the nanopositioning systems. From the theoretical approach, it was found that this
sensing technique is advantageous to achieve high linearity over a millimeter-level
range and high bandwidth. The bandwidth of the sensor is limited by electronics
bandwidth because the OKES includes PDs, but it can easily exceed MHz levels.
The results showed that the OKES is capable of a large range and nanometric
resolution for single-axis or multi-axis operation. It offers compact size and low
cost, as such this sensor can be a good alternative to the CS and optical encoders or
even better sensor selection in nanopositioning applications such as high resolution
microscopy, surface profilers or coordinate measuring machines. Also, the polymer-
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based monolithic double compound notch type flexure stage was designed by
investigating the effect of its geometry on the compliance and the stress of the
flexure and successfully fabricated by using additive manufacturing process at an
ultralow cost. For the future work, it will be investigated on the fundamental limits
of the OKES by characterizing the effects of linearity and sensitivity on the edge
diffraction of an incident wave due to the OKE topography, and it is expected that
the use of a high resolution digital controller can contribute to a further improvement
in positioning resolution and accuracy and a proper hysteresis model and control
algorithm development can be a bridge to achieve high positioning resolution. Also,
the mechanical property and fatigue characteristics of the AM stages according to
the temperature and material property irregularity will be quantitatively addressed.
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Chapter 23
Microfluidics for Mass Measurement
of Miniature Object Like Single Cell
and Single MicroParticle

Md. Habibur Rahman, Mohd Ridzuan Ahmad, Masaru Takeuchi,
Masahiro Nakajima, Yasuhisa Hasegawa, and Toshio Fukuda

Abstract Single Cell Mass (SCM) is an intrinsic property of a single cell; it arouses
a great interest among scientists as cell mass depends on the synthesis of proteins,
DNA replication, cell wall stiffness, cell cytoplasm density, cell growth, ribosome,
and other analogues of organisms. To date, several great strides have been taken
to the advancements of SCM measurement techniques. Nevertheless, more works
are required to enable the technology to push frontier in deep analysis of SCM
measurement, hence to elucidate intracellular properties. In this book chapter, we
present a Lab-on-Chip microfluidics system for SCM measurement, related to the
force required to drag a single cell and Newton’s law of motion inside microfluidics
channel. The drag force on the cell was generated by a pressure-driven syringe
micropump, and the motion of the cell was measured using optical observation
under an inverted microscope. This approach of measuring SCM was calibrated
using known mass (77.3 pg) of a polystyrene microparticle of 5.2 �m diameter.
Furthermore, we used Saccharomyces cerevisiae baker’s yeast cells of different
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sizes (2–7 �m diameter) for SCM measurement. Mass of 4.4 �m diameter of single
yeast cell was measured as 2.12 pg which is in the range of previously reported
single yeast cell mass (2–3 pg). In addition, we also studied the relation between
SCM and single cell size. Results showed that single yeast cell mass increases
exponentially with the increasing of single cell size.

Keywords Microfluidics • Mass measurement • Single cell analysis • Drag
force • Newton’s law of motion

1 Introduction

Micro Electro Mechanical Systems (MEMS) provide an excellent platform to
analyze single cell mechanics often known as Lab-on-Chip (LoC) microfluidic
devices [1–5]. Studies on single cell mechanics acquire a great interest of scientists
as cell mechanics can be related to the early diagnosis of diseases from the variations
of cells fundamental properties such as cell stiffness and cell wall strength [6]. Cell
mechanics consist of (but not limited to) cell wall strength, cell mass, density, and
volume at different phases of cell growth cycle. Among them, Single Cell Mass
(SCM) is an important parameter as cell mass depends on the synthesis of proteins,
DNA replication, cell wall stiffness, cell cytoplasm density, cell growth, ribosome,
and other analogous of organisms [7].

Cell mass depends on the synthesis of proteins, DNA replication, cell wall
stiffness, cell cytoplasm density, cell growth, ribosome, and other analogous of
organisms [7]. Chronic diseases like cancer and tumor affect intracellular physio-
logical properties of cells [8], subsequently cell mass and density will be changed
as well [9, 10]. Single cell mass can be measured either from an absolute single cell
or from a large population of cells. But from the average data of single cell mass,
it is not possible to identify the mass of a particular single cell. Hence, ambiguities
arise in terms of cells physical condition’s data.

On the other hand, an absolute single cell mass data is able to explain the
physical conditions of a particular cell. This leads to differentiate an unhealthy
cell from a bunch of healthy cells and vice versa for the healthy cell. Figure 23.1
shows a concept, how single cell mass contributes in terms of identifying infected
cell. Figure 23.1a describes a schematic diagram of a population cell. From the
estimated data of population cell mass, it is not possible to differentiate the healthy
and infected cell. On the other hand, Fig. 23.1b shows the single cell property for
a particular cell only. For an infected cell, all these internal particles are being
affected by the foreign agents or materials. These physiological changes also affect
the mass of single cell. For example, in a tumor infected cell, integrity of DNA faces
continuous challenges and genomic instability occurs to the chromosome’s structure
[11]. Inevitably, this will cause severe change to DNA replication, cytoplasm
density, and cell volume which ultimately leads to the changes in single cell mass.
In this condition, if we could determine the mass of a single cell, we will be able
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Fig. 23.1 (a) A large population of cells. (b) Properties of particular healthy and unhealthy cell

to differentiate the unhealthy cell from healthy cells by investigating single cell
mass property. Single whole cell mass has also a great contribution in terms by
generating biomarkers for rapid identification of intact microorganisms like virus
and bacteria [12].

As a result, we strongly believe that studying single cell mass and its measure-
ment techniques will enhance our understanding of physiological properties of cell
and perhaps it may provide new tools to diagnosis disease through the variation of
single cell mass property of identical cells at different health conditions.

1.1 Technological Advancement of Single Cell Mass
Measurement System

With the revolution of micro-bio and nano-bio technology, physiology of single
cells is being discovered day by day. Great strides have been taken to develop
the technology to investigate the intracellular and extracellular properties of single
cell. For example, analysis of single cell inside environmental scanning electron
microscope (ESEM) [13–16], AFM cantilever for single cell strength analysis [17],
nanoscale electrochemical probe for single cell analysis (SCA) [18], SCA through



526 M.H. Rahman et al.

electrochemical detection [7, 14, 18–22], and microfluidics disk for single cell
viability detection [23]. SCA elucidates complex cellular functions such as cell’s
mechanical, electrical, and chemical properties. Single cell mechanics is one of the
vital parts of the single cell analysis.

Lab-on-chip integrated with microfluidics system enabled scientist to measure
the mass of individual cells directly (in the presence of alive cells). Micro-nano
mechanical resonators have opened the doors for single cell mass measuring with
high accuracy. Frequency of the resonator is inversely proportional to the acquainted
mass of resonator [17, 24–28]. Using this principle Burg et al. proposed suspended
microchannel resonator (SMR) for single cell mass measurement [4, 19]. But
this work was limited to dry cell only, i.e., nonadherent yeast cell [29]; infected
microbeads were used to characterize the sensor [30]. This issue has been overcome
by “living cantilever arrays”’ for measuring adherent HeLa cell [7]. However,
resonating cantilever has nonuniform mass sensing ability [31]; as a result, accuracy
depends on the cell position merely [7]. On the other hand, cantilever-based mass
measurement techniques were not able to relate the cell mass with cell growth
through cell cycle. These issues have been addressed by object position-independent
pedestal mass measurement [2].

Recently, an excellent method has been proposed for rapid measurement of single
cell mass using an Optically Induced Electrokinetics (OEK) microfluidics platform
[32]. A time-controlled projecting light pattern was used to illuminate the designated
area of the chip to lift cells from surface to a desired height. By competing the
buoyancy, gravitational, and drag force acting on a single cell, SCM was estimated.
Even though this approach illustrated the possibility of rapid measurement of single
cell mass, this work was not able to describe the relationship between single cell
mass and cell growth. Consequently, the system will be required to recalibrate each
time for measuring different sizes of single cell mass. Therefore, an alternative
yet competitive method is necessary to enable the technology to push frontier in
SCM measurement, hence single cell mechanics. In response to this challenge, we
proposed a Lab-on-Chip microfluidics system for single cell mass measurement
rapidly and accurately. However, earlier version of this work has been recently
published in an archived journal [33, 34]. This book chapter presented more details
in experimental procedures and highlighted the contributions of this work to the
community.

2 Proposed Concept: Drag Force for Single Cell
Mass Measurement

In this method, single cells were flown through the microfluidics channel and force
required (drag force) to move a cell was measured using the parameters that acting
along to provide drag force on cell. Then, calculated drag force was related with
Newton’s law of motion to measure the mass of a single cell. Our proposed method
requires a simple microfluidics chip with general laboratory facility like microscope
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Fig. 23.2 Microfluidics channel for single cell mass measurement. Suction pressure has been
applied to outlet of the channel which generates drag to the cell. This drag force has been related
with Newton force of motion to measure the mass of single cell

with camera, micropump, and computational system. Figure 23.2 illustrated this
concept of single cell mass measurement using proposed microfluidics system.
Firstly, the proposed system has been calibrated using known mass of single
polystyrene microbeads, and then single yeast cell mass was measured.

A pressure-driven micropump was used to control the flow of the liquid inside
the microfluidic channel. During the fluidic flow through the microfluidic channel,
along with the liquid flow streamline, it also applies drag force to the cells present
inside the channel [35]. Drag force applied on the cell depends on the cell’s velocity
and surface area for a constant density of medium. This relationship illustrated in
Eq. (23.1).

Fd D 1

2

v2CdA (23.1)

where Fd is the drag force, 
 is the liquid density, v is the cell velocity, Cd and A is the
cell’s drag coefficient and area, respectively. Among the above parameters, velocity
and cell’s area can be measured using optical observation under microscope. Drag
coefficient is a dimensionless parameter, depends on the particle’s geometrical
shape. For a microfluidics channel, Reynolds number is very low (Re � 1), i.e., the
flow is fully laminar [36]. At this low Reynolds number, drag coefficient has been
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suggested for spherical object as in between 0.1 and 0.5 [19, 20]. To drag a particle
inside microfluidics channel, two forces are required, firstly the Newtonian force
(FN) and then the gravitational force (Fg) as in Eq. (23.2).

Fd D FN C Fg (23.2)

Due to the exerted drag force on the cell, cell will accelerate and will move forward.
In our experimental conditions, i.e., at a very low Reynolds number the effect of
gravity to the single cell is very low, and it can be diminished (i.e., Fg D 0) [38,
39]. As a result, drag force required to accelerate the particle can be equated with
Newtonian force as in Eq. (23.3).

Fd D FN D ma (23.3)

where FN is the exerted force, m is the mass of cell, and a is acceleration due to the
force. During liquid flow, the microfluidic channel is air tight and the pressure inside
the microchannel is fully saturated [40]. Consequently applied pressure inside the
channel will be distributed uniformly through the entire microfluidic channel. At
this stage, drag force exerted on cell surface is equal to force required to accelerate
the cell [41]. Hence, equating Eqs. (23.1) and (23.3) mass of the cell/particle can be
measured. Other forces like particle to particle aggregation, collision between cells
to channel wall can be neglected in our measurement principle [32].

2.1 Design of the Microfluidic Chip

Design of the microfluidics channel was developed using widely used software
SolidWorks 2012. Microfluidic chip was designed to maintain the single cell
continuous and smooth inside the microfluidic channel. Entire device has two parts;
one is the microfluidics chip and another is the glass surface where the channel
is attached. Figure 23.3a shows the overview of the LOC microfluidics system.
Dimension of the chip is 3 cm � 1.2 cm � 5 mm. This dimensions are standard for
the miniature devices, there would be some variations in the overall dimensions.
Figure 23.3b shows the top view of the microfluidic chip. Upper surface is a plane
surface except inlet and outlet hole. Thickness of the chip is 5 mm (5000 �m) with
an inlet and outlet hole of 1.2 mm. Inlet of the diameter has been designed so that
1 mm diameter of silicon pipe can be inserted directly without any additional device.
The microfluidics channel is situated at the bottom of the microfluidic chip. Length
and width of the microfluidic channel is 20 mm and 15 �m, respectively. The length
of the microfluidics channel can be varied according to the purpose of the work. In
general, width of the microfluidics channel varied from 10 to 100 �m, depending
on the sample cell sizes.

In this work, yeast cells were used as a sample cell and the diameter of the cell
varied from 3 to 6 �m. It is suggested that the microfluidics channel width could
be in the range of 10–20 �m for single yeast cells flow [42]. To realize this issue,
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Fig. 23.3 (a) LOC microfluidic system. It has two parts: the lower part is the glass surface and the
upper is the PDMS microfluidic chip. (b) Top view of the microfluidic system. All the dimensions
are in micrometer. The thickness of the chip 5 mm (5000 �m). The inlet and outlet hole is 1.2 mm
each

we performed several finite element simulation and finally the optimum width was
chosen as 15 �m. At this width of the microfluidics channel, single yeast cells
maintain their flow properly, nevertheless slight variations does effect the results
of single cell mass measurement. Width of the proposed microfluidics channel is
10 �m. When a single cell flows through the microfluidics channel, cells remain
suspended at the 70 % of its total volume due to the buoyant force. As a result,
in this work height of the channel was designed so that at a time a single cell only
flows through the channel. The proposed microfluidics channel is not hanging rather
placed on the glass surface; as a result, aspect ratio of the channel to the width didn’t
effect to the measurement. Figures 23.4 and 23.5 depict the dimensions and 3D part
of the microfluidic chip.

2.2 Fabrication of the Microfluidic Chip

LOC microfluidics system was fabricated using polydimethylsiloxane (PDMS,
SILPOT 184, Dow Corning Corp.) material. PDMS is a transparent and biocompat-
ible material, which makes this material very popular for biomedical applications.
Figure 23.6a, b describes the detail of the procedures that we used for fabrication.
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Fig. 23.4 Bottom view of the
microfluidic chip. The
channel is situated at the
bottom of the part. The total
length of the channel is
20 mm, and the width of the
channel is 15 �m

Fig. 23.5 Depth of the
microfluidic channel is
10 �m, and the channel depth
is uniform
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We developed the master mold on silicon surface using soft lithography technique.
Figure 23.6a shows the schematic of master mold. Width and depth of the channel
is 15 �m and 10 �m, respectively. PDMS prepolymer material was poured on the
mold surface and cured for 24 h at the room temperature. Then, the PDMS replica
was pilled of from the surface and drilled the inlet and outlet hole. Diameter of
the inlet and outlet is 1 mm. Finally, the PDMS chip is ready to use (Fig. 23.6c). In
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Fig. 23.6 Fabrication procedures of the PDMS microfluidic channel. (a) Master mold after soft
photolithography. (b) PDMS liquid layer on the master mold. (c) Dried PDMS structure and
drilling of the channel. (d) Inlet and outlet of the microfluidics channel

Fig. 23.6d, the PDMS is placed on the glass surface and ready for the further testing.
Figure 23.7a 3D view of the microfluidics channel, (B) shows the top view of the
channel and (C) shows the depth of the microfluidics channel.

Lab-on-chip microfluidics system was fabricated in Micronano System Engineer-
ing Laboratory, Nagoya University, Japan. Other than microfluidic chip fabrication,
we performed all the experiments in our laboratory. The experiment was con-
ducted under inverted microscope, IX73, Olympus. Legato 200, syringe micropump
(KdScientific) was used to control the particle flow inside microfluidic channel, and
powerful computing system was used to perform finite element and data analysis
of single cell mass measurement. Figure 23.8 shows a typical protocol of our
experimental setup. Inlet shows the fabricated microfluidic chip.

2.3 Water Flow Through Microfluidic Channel

Once the microfluidic channel is fabricated and assembled with the glass surface,
we have tested the flow of liquid through the microfluidic channel. Since, inside
the microfluidics channel the Reynolds number is very low (Re � 1) flow of water
inside the channel is fully laminar [43]. We have used water as sample liquid
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Fig. 23.7 Fabricated PDMS microfluidics system. (a) 3D view of the microfluidics channel. (b)
Top view of the channel. (c) Depth of the microfluidics channel is 9.6 �m (approximately 10 �m).
The images have been captured using Keyance Digital Microscope: VHX 5000

Fig. 23.8 Experimental setup of lab-on-chip microfluidic system for single cell mass measure-
ment
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Fig. 23.9 Water flow through the microfluidic channel. (a) Water maintains the laminar pattern
inside the microfluidic channel. (b) FE analysis of the water flow. Streamline of the flow illustrates
that maximum pressure of the liquid occurred at the center streamline

and observed the flow pattern inside microfluidic channel. Figure 23.9a shows the
water flow through the microfluidic channel. It is depicted that flow of water is in
laminar pattern and the maximum pressured occurred at the center streamline of the
microfluidics channel. Meanwhile, we also tested this concept using finite element
tools to extract the streamline of the liquid flow. Figure 23.9b shows the streamline
of the liquid flow through the microfluidic channel.

3 Calibration of the LOC Microfluidics System
for SCM Measurement

This section presents the proposed LOC microfluidics system for single cell
mass measurement. We have calibrated PDMS microfluidic mass measurement
system using commercially available polystyrene microbeads. Spherotech PP-50-10
polystyrene particles were used to verify the mass measurement approach. As
presented earlier, Eqs. (23.1) and (23.3) governed the microfluidics-based mass
measurement system. These two equations are recalled in this section to enhance
the clarity to the reader.
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Fd D 1

2

v2CdA (23.4)

FN D ma (23.5)

Equation (23.1) illustrated the drag force required to induce motion of a single
particle while Eq. (23.3) illustrated the force requires to accelerate the particle.
Again, inside the microfluidics channel, Reynolds number is very low (Re � 1), and
the liquid flow maintains its laminar properties; the drag force exerted on particle’s
surface is equal to force required to accelerate the corresponding particle [41] as
illustrated in Eq. (23.6).

FN D Fd D ma (23.6)

From this equation we can directly calculate the mass of the single particle if the
acceleration (a) and drag force (Fd) are known. Subsequently, to measure single
particle mass (m), two major procedures are taken into account. Firstly, the particle’s
acceleration measurement which can be measured from the velocity and time lapse.
Secondly, drag force measurement for that particle. According to Newton’s law
of motion, these two parameters are directly related to each other for a particular
object and are directly proportional at constant mass of the object. However, prior
to measure single cell mass, we calibrated this system with a known mass of
commercially available single microbead. As obtained from the particle datasheet,
average diameter of the microparticle is 5.2 �m, volume 73.6 �m3, and the density
of the polystyrene is 1050 kg/m3. From these data, theoretical mass of the single
microbeads was calculated as 77.3 fg (femto gram). After calibrating our proposed
method, we compared our experimented result with the suggested mass from the
product datasheet.

3.1 Measuring the Velocity and Acceleration of the Particle

Measuring the velocity and acceleration of the particle/microbeads is the most
challenging part of this experiment. The experiment was conducted under inverted
microscope, IX73, Olympus. Legato 200, Syringe micropump (KdScientific) was
used to control the particle flow inside microfluidic channel. To measure the velocity
and acceleration of the particle, four steps were considered. (a) Sample injection,
(b) apply suction pressure at the inlet, (c) record the flow of the particle, finally (d)
measure the velocity and acceleration of the particle. Firstly, the particle samples
were injected into inlet, and then in second step suction pressure was applied at
outlet to generate the liquid flow. The suction pressure will direct the microbeads
at the gate of microchannel and microbeads will tend to flow. We have applied
withdraw flow rate of 50 �L/min for 10 min. This flow rate generated a pressure
of approximately higher than 10 kPa at the inlet. Pressure was measured by T-
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Fig. 23.10 Polystyrene microbeads inside microfluidic channel. Average diameter of the each
bead is 5.2 �m

tube connection of MPX10 Piezoresistive pressure sensor, Freescale Semiconductor.
According to the Hagen–Poiseuille law, pressure inside microfluidics channel drop
significantly [44]. This pressure drop will cause the particles to flow through the
microfluidics channel from inlet towards outlet [45]. Figure 23.10 showed that
microbeads are tending to flow inside microfluidic channel. Initially, single particle
moves very fast due to viscous flow of water.

But at the saturation stage when the channel is full with water, we were able to
observe single particle flow clearly (Fig. 23.11a). In third step, when single particle
is moving through the microfluidic channel, we have recorded the flow of particle
using FastStone video recorder software for 3.2 s (recording time is adjustable).
Finally, in fourth step, we have split the 3.2 s video in every 0.2 s and develop a
time lapse using our laboratory developed (Matlab Simulink Coding) as shown in
Fig. 23.11b. Figure 23.11b illustrates that total distance covered in this time lapse
was 120 �m in approximately 3.2 s with the average velocity of 37.5 �m/s. The
average acceleration of the particle was measured as 18.56 �m/s2.

3.2 Characterizing the Mass of Single Microparticle

Once, acceleration of the particle has been measured, we need to measure the force
which generated this acceleration. This force is equal to the drag force exerted
on the particle. Drag force can be calculated using Eq. (23.1) if the parameters
are known. For this experiment, we used normal water as a particle’s suspension
medium. We have measured the density of the water separately using Shimadzu,
ATX224 balance machine for high accuracy measurement. Density of the water was
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Fig. 23.11 (a) Image captured from inverted microscope shows that single microbead is flowing
through the microfluidic channel due to drag force exerted on cell from the pressure-driven
micropump. (b) Time lapse image of the particle flow for 3.2 s. Distance covered in this time
is 120 �m. Average velocity of the particle was 37.5 �m/s

measured as 1110 kg/m3. Area (�r2) for a 5.2 �m diameter of spherical single
microbead is 21.2 �m2, velocity of the moving particle was measured as 37.5 �m/s,
and dimensionless parameter drag coefficient for the spherical particle is 0.1 [37].

Using these parameters, drag force was measured as 1.65 � 10�18 N which gen-
erated an acceleration of 18.56 �m/s2 to the particle. At this stage, pressure-driven
drag force is equal to the force of Newton second law of motion which depends
on the particle mass [35, 41, 46]. Once the acceleration and the exerted drag force
on single cell were measured, equating Eqs. (23.1) and (23.3), the mass of single
polystyrene particle was measured 88.9 fg (femto gram). To identify the confidence
level, the result was compared with the suggested mass from the particle’s datasheet.
The suggested mass from particle’s datasheet is 77.3 fg which is very consistent to
the obtained mass (88.9 fg) using the proposed microfluidics system. From these
calibration results, we can envisage that proposed LOC microfluidics system is
suitable for single particle/cell mass measurement. To measure single cell mass,
instead of using animal cells we have used baker yeast cell as a sample cell for mass
measurement.
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4 Single Cell Mass Measurement

4.1 Culturing of Yeast Cells

Yeast cell has been cultured using conventional cell culturing methods. Yeast growth
medium/agar has been developed using YPD and sucrose in a ratio of 1:1 in one
liter of water. The mixture was then shaken for few minutes to ensure the proper
dilution of the YPD and sucrose. Later on, commercially available baker’s yeast
powder was inserted inside the growth medium. The mixture of the YPD, sucrose,
and the yeast powder was then kept inside incubator (Constance, Germany) at 30 ıC
temperature. We have cultured cells in three different durations: 6, 12, and 24 h.
Different duration of culturing times produce different sizes of yeast cell. Lowest
size of cultured yeast cell was 2 �m while the maximum size was 7 �m of diameter.
The reason for growing different sizes of cell is to investigate the mass of different
sizes of single cell. We have also observed budding yeast cells of different sizes.
From the cultured yeast cell, we have pipetted some of the cells into petri dish and
observed under microscope.

4.2 Mass Measurement of Single Yeast Cell

To measure the mass of single yeast cell, we have used similar approach as
we explained in the calibration section. Firstly, we measured the velocity and
acceleration of the moving cell; then, we measured the force required to accelerate
the cell. Initially, cultured yeast cells were diluted with water and then injected into
the microfluidics channel. Using micropump, we applied suction pressure inside the
microfluidic channel. Suction pressure generated drag force on single cells and cells
started to flow. For this particular measurement, we have selected a well-visible
cell which diameter was 4.4 �m, and the volume of the cell was 44.5 �m3. Due
to the applied suction pressure, cells were traversing a displacement of 107 �m in
5.5 s (Fig. 23.12). Displacement was measured using an image analyzing software
(Image J), developed by the National Institute of Health, Japan. The initial velocity
of the yeast cell was 19.45 �m/s. Drag coefficient of the yeast cell is 0.1 [47], and
the density of the yeast cell cultured medium was measured as 1180 kg/m3 using
weight balance equipment (Shimadzu, ATX224).

From these parameters using Eq. (23.1) we measured the drag force to move the
cell as 3.39 � 10�19 N. Once the cells start to flow we stopped applying pressure
and deceleration occurred to the cell. After 5.5 s, the velocity of the yeast cell was
18.5 �m/s. As a result, deceleration occurred with the magnitude of 0.17 �m/s2.
Now by equating Eqs. (23.1) and (23.3), we measured the mass of single yeast
cell as 1.9 pg. This result of mass can be varied with cell sizes and the parameters
measurement.
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Fig. 23.12 Single yeast cell
flow through microfluidic
channel. Cell covers a
distance of 107 �m in 5.5 s at
the average velocity of
19.45 �m/s

We have tested the repeatability of the system for single cell mass measurement.
For a same sample of single cell, we have measured the mass for ten times. Each
time the cell position was in different place inside microfluidic channel. Each time
flow was controlled using pressure-driven flow. Single cell mass measurement was
slightly varied each time, but yet all are very consistent to the reported mass of
single yeast cell. Results showed that the measured range of single yeast cell mass
was in between 1.4 and 2.7 pg, with the average mass of 2.12 pg. This result is
consistent with the cell mass measurement using suspended microchannel resonator
(SMR). Previously, reported mass of an adult (4 �m diameter) yeast cell varied from
2 to 3 pg [29]. After verifying the result with the previous reported yeast cell mass,
we can say proposed single cell mass measurement system is valid for single cell
mass measurement. We have plotted a scattered graph to realize the closeness of the
measurement (Fig. 23.13).

4.3 Single Cell Mass vs. Cell Sizes

We have also investigated the relation between cell mass and the radius of the
single cells. From our cultured yeast cells we have observed three different sizes
of cells. We have measured the mass of the 2.5, 3.5, and 5.5 �m diameter of cells.
Figure 23.14 shows the different sizes of yeast cell flowing inside microfluidic
channel. Yellow circle is indicating the cell position. Figure 23.14a shows the cell
of 2.5 �m diameter, (B) shows the cell of 3.5 �m diameter while (C) shows the cell
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Fig. 23.13 Repeatability of single cell mass measurement. The measurement was conducted ten
times in different position inside the microfluidic channel of single yeast cell 4.4 �m diameter.
Yeast cell mass measurement varied from 1.4 to 2.7 pg

Fig. 23.14 Cultured yeast cell inside microfluidic channel. (a) 2.5 �m diameter of yeast. (b)
3.5 �m diameter of yeast cell. (c) 5.5 �m diameter of yeast cell. Yellow circle indicates the cells.
(d) 7.5 �m diameter of budding yeast cell

with 5.5�m diameter mother cell budded with 3.5�m of cell. With the increasing of
cell diameter cell volume increases, subsequently causing the mass to be increased
as well. We measured the mass of each cells individually. For a diameter of 2.5 �m,
3.5 �m, 5.5 �m, and 7.5 �m, mass of the single cells were measured as 0.9 pg,
1.4 pg, 3 pg, and 6.4 pg, respectively. Figure 23.15 shows the trend of single yeast
cell mass increases exponentially with the increasing of the yeast cell sizes. The
reported relation between single cell mass and cell size is in agreement with the
previous argument [2, 48].
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Fig. 23.15 Single cell mass vs. diameter of the single cell. We have experienced an exponential
increase in cell mass with increases of cell diameter. Error bar shows the standard deviation of
the results for ten number measurements. The last most point shows the mass of the budding yeast
cell, where diameter of the two budded cell were 7.5 �m

4.4 Validation of the Measurement

Single polystyrene particle’s mass measurement results were verified with the
suggested mass from the characteristic of the particle (Spherotech PP-50-10) and
obtained results for 5.2 �m diameter of a single particle is 87 % closer to the
suggested mass of the particle. This variation occurs because datasheet reports only
the average mass of the single particle while in this work we measured the absolute
mass of single particle. On the other hand, single yeast cell mass results have been
verified with previously weighted single yeast cell mass using SMR where mass of
single yeast cell (5 �m diameter) varied in between 2 and 4 pg [14] while in our
measurement it varies between 2.8 and 3.4 pg for the diameter of 5.5 �m which is
up to 95 % close to the reported results. This slight difference could be occurred due
to sample preparations, sample sizes, and the suspension medium. However, in our
proposed system, there is no use of the frequency shifting phenomenon; as a result,
there are no issues of nonuniform mass sensitivity. In addition, drag force-based
microfluidics system eases the tedious measurement steps required by SMR but yet
provides competitive results of single cell mass. Hence, this method can be useful
for rapid and high-throughput measurement of single cell mass. Table 23.1 showed
summary of the results and closeness with previously reported single particle/cell
mass. However, the accuracy of the results can be improved by measuring required
parameters like density of the liquid, velocity and acceleration profiling, and particle
size measurement more carefully.
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Table 23.1 Summary of the results and closeness with previously reported single particle/cell
mass

Sample Measured mass (g) Previously reported mass (g) Closeness

Polystyrene microbead
(Spherotech
microparticles)

88.9 � 10�15 77.3 � 10�15 87 %

Single yeast cell
(4.5 �m diameter)

1.4 � 10�12 to 2.7 � 10�12 2 � 10�12 to 3 � 10�12 [29] 70–95 %

Frame 01 Frame 02

Moving cell

Adhere cell

Frame 03 Moving single

Microfluidic

F
low

 direction

channel

cell

Y X

Z

+4.112e-03

S_ASSEMBLY_water channel-1_WATER-1, Mises
(Avg: 75%)

+3.770e-03
+3.427e-03
+3.085e-03
+2.743e-03
+2.400e-03
+2.058e-03
+1.715e-03
+1.373e-03
+1.030e-03
+6.880e-04
+3.456e-04
+3.155e-06

Fig. 23.16 (a) Frame 01–03 where adhered cell and moving cell. Moving cell crosses the adherent
cell in time. (b) Single cell flows through the center streamline of the microfluidic channel

4.5 Effects of the Streamline of the Microfluidic Flow
for SCM Measurement

In this work, the flow of the microfluidic channel has a major effect in terms
of velocity and acceleration profiling of the particle. Earlier, in Fig. 23.9 it was
illustrated that liquid follows the laminar flow profile inside a microfluidic channel,
and velocity is maximum at the center streamline of the channel. As a result, it
is important to make sure that single cells are in the center of the microfluidic
channel and the flow is smooth. On the other hand, if cells become adhered to
the channel surface/wall, then it is not be possible to generate the flow to the
cell. Figure 23.16a depicts the status of cell adherence in the flow. Frame 01–03
illustrated that moving cells are passing over the adherent cell. While Fig. 23.16b
showed the FE analysis of the single cell flow at the center of the streamline. So,
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velocity and acceleration profiling must be completed before cells become adhered
(approximately in 45 min after sample injection). However, adherent cell can be
washed using chemical reagent. In this experiments, adhered cells have been washed
using trypsin [7].

4.6 Effect of the Cells Geometrical Shape to the Measurement

Geometrical shape of the sample cell effects the drag coefficient measurement of
the particle. In this work, we used yeast cell as sample, and the drag coefficient of
the yeast cell has already been reported as 0.8–0.15 [47]. On the other hand, drag
coefficient profiling of nonspherical like ellipsoidal or cylindrical particle inside
suspended microchannel has been explained by Hensley and Papavassiliou [37].
They have taken great strides to calculate the drag coefficient of ellipsoidal and
cylindrical particle. Equation (23.7) shows the drag coefficient for ellipsoidal while
Eq. (23.8) shows the drag coefficient of cylindrical particle.
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�
dp
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��
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where ', dp, H, CD, and CD,H&B denotes the aspect ratio of particle, diameter of the
particle, height of the microduct, drag coefficient of the particle, and drag coefficient
measured by Happel and Branner, respectively [37, 49]. If any applications required
to measure the mass of elliptical or cylindrical particle, we may use above equations
to calculate the drag coefficient. Once drag coefficient is calculated, then we
may measure the mass of nonspherical particle using proposed LOC microfluidics
system. However, prior to the mass measurement of the particle the drag coefficient
is needed to be measured properly.

5 Conclusions

Existing Single Cell Mass (SCM) measurement techniques are limited to frequency
shifting phenomenon only and an alternative approach has emerged mandatory to
enable the scientists to push frontier in SCM measurement techniques. In this work,
a novel SCM measurement method has been proposed, where SCM was measured
using drag force inside fabricated lab-on-chip microfluidics system.

A pressure-driven micropump was used to provide drag force inside the microflu-
idics channel. Exerted drag force accelerated the suspended cells inside the channel
and Newton’s second law of motion was applied to measure single cell mass.
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The proposed approach has been validated by measuring the known mass of
commercially available single polystyrene microparticle of 5.2 �m diameter. We
also took the attempt to measure mass of single yeast cell; results demonstrated
that an adult yeast cell of diameter 4.4 �m has a mass of 2.12 pg. In addition,
different sizes (2.5, 3.5, 5.5 �m) of yeast cells mass were measured to study the
relationship between cell growth and mass. We observed that single cell mass
increased exponentially as cell size increases. The proposed SCM measurement
technique eases the existing complex resonant-based single cell mass measurement
system. Moreover, this approach brought an alternative yet competitive tool for
the single cell mass analyzers; hence, it is envisaged that this work will contribute
significantly to the knowledge of single cell mechanics. In the future, this approach
can be applied to mass of human cells, and perhaps it may provide new tools for
disease diagnosis through the variation of single cell mass property of identical cells
in different health conditions.
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Chapter 24
Micromanipulation Tools

Jin Li and Zhuming Bi

Abstract This chapter classifies the working principles of micromanipulation and
compares the end-effectors developed based on different principles. Differing from
the dominating gravitational forces at macroscale, adhesion forces by scaling effect
dominate the operations at microscale. One significant challenge is that adhesion
forces take time to release objects accurately; new manipulation strategies are
required to overcome such a challenge. This chapter also discusses some major
manipulation strategies including magnetic levitation, electrostatic levitation, air
levitation, and acoustic levitation; these strategies are evaluated using the examples
from the literatures.

Keywords Micromanipulation • Scaling effect • Contact hysteresis • Gravita-
tional force • Adhesive force • Inertial force • Microelectromechanical systems
(MEMS) • Lithographie Galvanoformung Abformung (LIGA) • Magnetic levita-
tion • Van der Waals force • Photophoresis effect • Acoustic levitation

Micromanipulation refers to the physical interaction of a micromanipulator with a
sample. Generally, the level of the required precision of movement in micromanipu-
lation cannot be achieved manually. The dimensional ranges of micromanipulation
are a few of micrometers up to millimeters. Micromanipulation is one of the critical
techniques in making and assembling microsystems. In particular, it is essential
for various micro-assemblies. For example, micromanipulation is widely adopted
to assemble parts with different materials; these parts are with complex shapes and
from incompatible fabrication processes. Micromanipulation can also be applied
in operating miniaturized objects at other phases of their life cycles, and the types
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of operations can be testing, repairing, or disassembly. In contrast to conventional
manipulations, new research issues in micromanipulation are quite different since
(1) the manipulated objects are miniaturized and (2) the dominance of different
physical phenomena varies during the operation; this affects the interaction between
objects. Therefore, both end-effectors and manipulation strategies are fundamen-
tally different between micromanipulation and conventional manipulations.

1 Micromanipulation and Macromanipulation

In this chapter, a micro-object refers to an object with its geometric dimensions less
than hundreds of micrometers; accordingly, an object whose dimensions are large
than hundreds of micrometers is viewed as macro-object. Manipulating a micro-
object illustrates some distinguished features in comparison with the conventional
manipulation on macro-objects [1]:

1. The scaling effect and contact hysteresis cause adhesive forces which dominates
the behaviors in micromanipulation

2. The micro-object is very fragile which can be damaged by clamping forces
3. Visual feedback is essential to micromanipulation
4. The end-effector is required to possess high accuracy for micro-motions

The scaling effect [2–4] corresponds to the order change of significance of
interaction phenomena when the system changes in its overall size. Due to the
scaling effect, adhesion forces dominate the interactions of objects at the microscale,
and gravitational forces dominate the interactions of objects whereas at macroscale.

In the micromanipulation, adhesion forces are difficult to be quantified; more-
over, such forces are time dependent which take some time to release objects
accurately. Manipulated objects tend to adhere to tool or substrate. In other words,
adhesion forces bring some uncertainties in manipulating objects at microscale.
Therefore, new operating strategies are required to manipulate micro-objects. Note
that for macro-objects, gravity forces play the dominating role in the interactions
of objects. As a result, releasing and grasping an object typically requires the same
movement but with the opposite order. In such a case, the reversibility of handling
actions is predictable.

Contact hysteresis [5, 6] means that the force needed to separate two objects in
contact with each other is generally larger than the force that is needed to bring them
into contact. Contact hysteresis is caused by the change in the contact area between
two surfaces; such a change causes contact forces due to the elastic and/or plastic
deformations occurring to interacting objects. At the microscale, these deformations
are induced by external loads applied on objects. In micromanipulation, external
loads are applied by end-effector. Adhesion forces also include the induced forces
by creep deformations. In the context of manipulation, contact hysteresis becomes
more and more important when the object to be manipulated becomes smaller and
smaller.
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In comparison with macro-objects, micro-objects could be easily damaged
during manipulation; objects can be either deformed or broken. A tool for micro-
manipulation is generally larger than manipulated objects; it can produce relatively
large force than the enduring capacity of the object. Thus, micro-objects are very
vulnerable to be damaged, in particular, for the objects with complex shapes and
fine details. On the other hand, an end-effector tool is easily damaged as well for the
same reasons. Therefore, the manipulation process must be carefully controlled to
avoid potential damages on objects or tools. To implement the control, it is critical
to obtain the information of both the position and forces related to objects from
measurement.

To deal with the unpredictability in handling actions and the difficulty of the
measurement on micro-objects, visual feedbacks can be an important source of
information to determine the positions and orientations of end-effector tools or
manipulated objects. Therefore, microscopes are usually required to be as a part of a
manipulation system for micro-objects. However, one issue related to microscopes
is that they can confine the workspace of the manipulation tool; using a microscope
could affect both of manipulation strategies and the selection of manipulation
systems. In addition, data processing with the microscope is another issue; which
can demand intensive amount of computation and slow down the manipulation.

When the size of a manipulated object is reduced to a micrometer level, the
positional accuracy of the object becomes high. The resolution of measurement
is typically required at the sub-micrometer level. Note that the acceptable level
of positional accuracy for macro-objects is in a range of a few hundreds of
micrometers. For an example of the case when a conventional industrial robot
runs in the open-loop control mode. It is clear that the calibration approach of
conventional systems for macro-objects [7] is applicable to microsystems due to
high-accuracy requirements of the later. New actuation mechanisms and actuator
materials are needed for the manipulation on micro-objects.

2 Micro-Handling Principles

The products from micro-objects with a micro-level size are called micro-products.
They are widely used in two technological fields, i.e., the precision mechanical
engineering field and the semi-conduction field. Typical micro-objects are consumer
products, opto-electronic components, biomedical precision instrumentation, and
microsystems for automotive applications.

A micro-handling principle refers to the physical principle that produces the
required force to capture and hold a micro-object at the given position under the
reference coordinate system. To fulfill the task, one force that has to be compensated
for is the gravitational force of the object. Two other forces occurring to an object
are (1) adhesive forces between the environment and the object and (2) inertial
forces and moments due to the accelerations when the object moves with the gripper
in space. Depending on the object size, the percentage of specific force in the
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total force varies. Adhesive forces become dominating while inertial forces become
insignificant when an object becomes small at the micrometer level. Adhesive forces
exist at the interface of a micro-object and the gripper as well. Adhesive forces are
undesirable which be minimized in the operation. The gripper and the micro-object
are usually interacted at contact surfaces; while not all of gripping forces come
directly from the physical contacts of gripper and object.

Based on the literature review, Fig. 24.1 provides an overview of the classification
of micro-handling principles; they have been classified into friction-based gripping
[8], form closed gripping [9], suction based gripping [10], and magnetic gripping
[11]. The aforementioned principles are applicable to macro-objects as well; the
rest of principles in Fig. 24.1, in particular, the following principles, are especially
applied to micro-objects.

• Electrostatic force. The force is produced by the different charge between
gripper and micro-object [12, 13]. For a micro-object with a low weight, the
capillary force and the surface tension of a liquid between gripper and object can
be sufficient to hold the object in place [14].

• Van der Waals force. It refers to the atomic attraction between two objects. Even
though such Van der Waals force is difficult to be controlled, researchers were
investigating the feasibility of using it as a compensating force in gripping [15].

• Force by changing phase. In cryogenic gripping, a small amount of liquid is
frozen at the interface of the gripper and the object, the adhesive property of ice
produces the required force. To release the object, the frozen material is broken,
molten, or evaporated.
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• Ultrasonic wave pressure. Ultrasonic waves can also be used to lift up on object.
Since these forces are small, only an object with very lightweight can be handled
in this way. A focused light source, i.e., a laser source, can produce a pressure
that is enough to lift up a micro-object. To compensate for the weight caused by
the object mass, the operation might be taken place in a liquid [16]. The Bernoulli
force helps to carry micro-objects.

• Force by air pressure. Airflow causes the pressure difference in the air channel.
If the air passes through the gap of the surfaces of the gripper and the object, it
generates a gripping force to close the surface gap [17].

3 Types of Grippers

In this section, different manipulating principles are applied to develop grippers for
various purposes.

3.1 Grippers with Miniaturized Tweezers

This type of gripper consists of two or more miniaturized tweezers, the gripping
surfaces on the tweezers make physical contacts with the object, and the friction
force at the contacts holds a micro-object for gripping. To illustrate its working
principle, a microgripper is designed to have two tweezers actuated by piezoelectric
bimorphs. The whole gripper is packaged as the size of an electronic chip, which can
be a perfect example of “plug and use” proposed by Laboratoire d’Automatique de
Besan [18]. The tweezers were manufactured by the process so-called Lithographie
Galvanoformung Abformung (LIGA). The main parameters of such a gripper are
summarized in Table 24.1, where the gripping amplitude refers to the amplitude of
the motion in the plane of two tweezers, and the insertion amplitude refers to the
amplitude of the motion perpendicular to this motion plane.

Table 24.1 Properties of
gripper with two tweezers

Gripper Parameter Value Unit

Actuation Piezoelectric bimorphs
Tweezers Length 25 mm

Material Nickel
Gripping Gripping amplitude 320 10�6 m

Insertion amplitude 200 10�6 m
Gripping force 80 10�3 N
Insertion force 30 10�3 N

Dimension Length 1 10�3 m
Height 0.3 10�3 m
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3.2 Form Closure Grippers

This type of gripper is suitable to handle sensitive elements such as microbes [9].
The manipulator creates an opening for the object to enter, approaches the microbe,
closes the opening, and then captures the microbe eventually.

3.3 Vacuum Grippers

In a vacuum gripper, the pressure difference of the ambient atmosphere from a low-
pressure volume inside the gripper generates a force large enough to pick up micro-
objects. Such types of tools have been widespread in industry [19, 20]. Due to the
adhesive forces, the requirements for picking and placing operations are opposite:
the picking operation requires a large tool diameter to generate a large force; on the
other hand, the tool diameter is supposed to be small to overcome adhesive force.
To make a trade-off, the size of the pipette tip must be optimized for a specific size
and weight of micro-object.

For example, when handling an object with the overall size of 80–150 �m, the
optimized tip size ranges from 25 to 50 �m. It has been found that the optimized tip
size is about 25–50 % of the object size. For a glass pipette for picking and placing
operation on metallic and nonmetallic particles with the size of 50–300 �m, the
rate of successful operations is around 75 %. The vacuum can be functioned by a
pump with 6-voltage for 6-bar pressure supply; as a reference, the maximum output
vacuum is �0.86 bar and the maximum output pressure is 6 bars. In some literatures,
a vacuum gripper provides both of the suction force and a repulsive squeeze film to
stop the object touch the gripper. If there is no repulsive squeeze film, a high contact
force at the picking phase might lead to the formation of the cracks at the contact
surface.

3.4 Magnetic Grippers

A magnetic gripper performs the manipulation by the magnetic levitation; the force
comes from the magnetic field generated by magnets. Three different types of
magnets can be used, i.e., permanent magnets, electromagnets, or superconducting
magnets. A magnetic gripper has the specific requirement of materials to be manip-
ulated; for example, the use of electromagnetic levitation is limited to materials with
high electrical conductivity and to low-temperature applications [21, 22].

The magnetic levitation can be classified into two types. The first one refers to the
electromagnetic system (EMS) and the second one is called electrodynamic system
(EDS). In the electromagnetic system, an attractive force is generated between
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normal electromagnets and a ferromagnetic guide. The equilibrium position is
unstable; therefore, the closed-loop control be applied to the system to ensure the
stability of manipulation [23].

Electrodynamic levitation is based on the induction of eddy currents in con-
ducting materials. These eddy currents can be induced by a time-varying magnetic
field. One type of electrodynamic systems is based on the force acting between
the magnetic field generated by superconducting magnets and the stationary coils
located in the guideway. The variation of the field is induced by the relative
motion between the superconducting magnets and the stationary coils. The second
type of electrodynamic systems is based on the force generated by a time-varying
current inducing magnetic field variations. The forces from such an electrodynamic
systems are repulsive, and the corresponding levitation mechanism is passively
stable. Recently, the magnetic levitation has also been used to develop new force
sensors for micro-assembly with the stiffness of around 0.02 N m�1 [24].

3.5 Electrostatic Grippers

A spherical particle near a substrate plate can be handled (such as catching, moving,
and placing operations) by electrostatic effects. In such cases, all of the objects,
including grippers, spherical objects, and substrates, have to be conductive. The
gripping principle is to use the adhesive force to grasp objects and to impose a
detachment voltage to release objects. The adhesion and the electrostatic force can
be computed based on JKR model [25]. The electrostatic forces can be affected
by a number of factors such as surface roughness, existence of nonconductive
materials, electric discharge, tunneling current, and atmosphere humidity. Since
adhesive forces affect the execution of the releasing operation, the reliability of this
type of grippers becomes questionable. As far as the electric levitation is concerned,
applicable materials include conductive, semiconductors, and dielectric materials.
These materials can generally be classified into the following two catalogues:

(a) Electrostatic materials. A micro-object with electrostatic materials can be
levitated by the static electrical fields induced by the polarization of object. Such
functional mechanism is only suitable for polar liquids under a low-temperature
field. At a high temperature, static charges cannot be sustained since they are
gradually degenerated over time. On the other hand, the magnitude of the force
is large to levitate an object with a relatively large size [26].

(b) Electrodynamic materials. For a micro-object with electrodynamic materials,
it can be charged and held as a stationary state by the combination of a static
(DC) and oscillating (AC) electric fields. This technique is able to lift and
levitate micro-objects. However, the size of object to be levitated is relatively
small, and yet, the stability of the manipulated object is poor [27].

Generally, electrostatic grippers can be applied to manipulate micro-objects
with conductive materials with a satisfactory result. If a micro-object is made of
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nonconductive materials, it leads to the poor accuracy of positioning and gripping
forces.

3.6 Van der Waals Force Grippers

A Van der Waals force gripper manipulates a micro-object based on the atomic
attraction of particles. One important consideration is to quantify some critical
factors which affect the Van der Waals force of two objects. For example, increasing
surface roughness increases the mean separation distance between two interacting
surfaces; thus reduces the attraction force since such a force is the function of the
surface distance. The larger the distance, the weaker the mutual attraction force.

3.7 Tension Grippers

A tension gripper relies on the tension forces between two surfaces to catch micro-
objects by the gripping tool [28–30]. The accuracy of this gripper type can be
affected by some factors such as the geometries of the gripper or micro-object and
the size difference of the gripper and micro-object. The so-called centering effect
occurs where the manipulated object tends to be gripped along a specific direction
determined by the geometric shape of the gripper. The tension force relates to the
adhesive type and volume, contact surfaces on gripper, the distance of surfaces to
be contacted, and materials of the micro-object. A tension gripper seems technically
feasible, but the main challenge is how to miniature a tension gripper.

3.8 Ice Grippers

An ice gripper was proposed and developed under the Eureka project by the
Swiss Centre for Electronics and Microtechnology (CSEM), AP Technologies, and
Sysmelec [31]. An ice gripper takes advantage of the adhesive properties of ice to
pick up micro-objects. To grasp an object, a drop of water is sprayed on the surface
of object, the gripper then moves to the object until it touches water. As soon as the
contact is made between the gripper and the object via water, water is frozen to stick
the object to the gripper, and the object can be manipulated at will. Generally, the
gripping force by an ice gripper is 20–100 times stronger than the gripping force by
a vacuum gripper.

To release the object, the tip of the gripper is heated up to the temperature where
the phase change of ice occurs at the contacted surface. In their feasibility study,
the ice gripper was able to handle objects with an overall size from 0.1 to 5 mm,
the manipulating accuracy reached 1 �m, and the manipulating frequency was 1000
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cycles per hour. Some identified advantages of an ice gripper are (1) high adhesion
forces, (2) no damage on object surface during manipulation, (3) no sensitivity to
materials to be operation, and (4) short picking and placing times [32]. The gripping
principle of an ice gripper can also be referred as phase changing gripping.

3.9 Aerodynamic Grippers

In an aerodynamic gripper, levitating force comes from a flow of gas or liquid.
Aerodynamic grippers can be classified based on the direction of flow with respect
to the gripping force into Bernoulli levitation or air cushion.

(a) Bernoulli levitation. In Bernoulli levitation, the micro-object is placed below
the manipulator, and the air flows downwardly. Due to the pressure difference,
the air is able to flow radially between the gripper and the object. An increase
of velocity induces a decrease of the dynamic pressure, this leads to an upward
attracting force applied on the object. If the clearance gap between the gripper
(more specifically, the nozzle head on the gripper) and the object is small, an
increase of the flow velocity along radical directions induced by the reduction of
cross-section area leads to a decrease of dynamic pressure by Bernoulli effect;
this also results in an upward attracting force on the object. One should pay a
special attention on the gap: when the gap becomes too large, repelling forces
appear and the object can be blown away. If the gap is too small, the airflow
cannot be formed effectively to product enough attracting force for object, and
the object just keeps still under the gripper.

(b) Air cushion levitation. In air cushion levitation, the object is placed above
the manipulator. The pressurized air flows upwardly through a number of air
channels that are made all over the gripper; it produces a repulsive levitation
force that overcomes the weight of the object [33]. The orientation of an
aerodynamic force falls into two categories. The first one is the passive
orientation method; wrongly oriented objects can be rejected by the means of
aerodynamic baffles. The second one is the active orientation method; it requires
that the object moves actively into the desired position for the manipulation.

3.10 Ultrasonic Grippers

Two configurations of ultrasonic grippers can be found in the literature: standing
wave levitation and near-field levitation [34]. The first configuration is appropriate
for micro-objects with a small size; they can be levitated in the pressure node with
an acoustical standing wave between a vibrating plate and a reflector. The second
configuration differs in sense that the reflector is moved and the levitated object
serves for the purpose of reflector.
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(a) Standing wave levitation. In the literatures, acoustic standing wave levitators
are often referred to open single-axis acoustic positioners. Such grippers offer
forces which are capable of carrying the particles with a weight in the order of
a few grams; they can be applied in a gaseous atmosphere and under terrestrial
conditions. The capacity of a standing wave levitation can be enhanced if it is
applied under microgravity conditions or in a liquid environment.

To generate a standing wave, the vibrator is placed at a fixed distance from
the reflector; the ideal distance is a multiple of half the wavelength. Under
the microgravity condition, a micro-object would be positioned exactly in the
pressure node, i.e., the point with zero acoustic pressure. Since the acoustic
velocity and pressure are offset by 90ı in order to satisfy the Bernoulli equation,
a pressure node may also be referred as the velocity loop (point of maximum
velocity) or velocity anti-node [35].

(b) Near-field levitation. In a near-field levitation, the object to be manipulated is
placed above the manipulator surface. The separation of two surfaces can be by
a high intensity vibrator or high intensity ultrasound for noncontact handling.
In manipulation, the object is lifted through the direct radiation of a high
intensity ultrasonic transducer underneath the near field. The gas film for load
carrying is created by the rapid vibration of the manipulator. Radiation sources
can be an in-phase longitudinal mode such as the piston motion or a flexural
vibration mode [36]. The height of achievable levitations is relatively small; it
is determined by the intensity of the deployed sound transducer. As opposite
to the standing wave levitation, much large forces can be applied to objects.
Theoretically, any weight can be levitated if the separating distance between
the surfaces of object and the vibrating plate is small enough. A vibrator can
be set up in an oblique position; this changes the levitation force and creates
a potential well so that the object can return its home position automatically
due to its gravity. The shape and mode of a vibrator can be tuned to induce
centripetal viscous forces naturally to work against lateral sliding of the lifted
object.

Acoustic radiation pressure is a topic of nonlinear acoustics which was discov-
ered a whole century after the light radiation pressure in optics. This is mainly due to
the nonlinear nature of the acoustic radiation pressure. Early researchers computing
the sound wave generated in their levitator from hydrodynamic theory to give the
time-averaged mean square pressure and mean square velocity of the vibrating air
at each point in space. They inserted these values into a general expression for
the time-averaged potential of the acoustic radiation force acting on a small rigid
sphere. This expression was first derived by Lev Gor’kov [37] in 1962. The acoustic
potential calculated by Xie and Wei [38] is shown as a contour plot in Fig. 24.2.
This configuration corresponds to the resonant state in which the distance between
emitter and reflector is approximately two sound wavelengths, which at 16.7 kHz is
20.3 mm for air at room temperature.

When working in the region near the sound source, the complex acoustic
diffraction disturbs the wave field. Chu and Apfel [39] summarizes the confusion
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Fig. 24.2 Acoustic potential
contours in standing wave
levitation [38]

generated by acoustic radiation pressure. He calculates the Rayleigh radiation
pressure successively on a plane target perfectly absorbing, partially reflecting and
perfectly reflecting; he also compares Rayleigh and Langevin radiation pressures.
Wiesendanger [40] first explains the basic working principle of squeeze film with
very simple models. He considers infinite plates and explains how the non-linearity
of the poly tropic transformation p�Vn D cst leads to a levitation pressure between
a vibrating and a free plate. Figure 24.3 illustrated the nonlinear polytrophic
transformation, the fourth quadrant shows the harmonic distance oscillation between
the plates. The nonharmonic pressure oscillation is derived in the quadrant two. The
mean pressure p can be found in the nonlinear squeeze film model by Li et al. [36].
In this model, p was determined by gas inertia, edge effect, and the flexural surface
vibration based on the momentum equation of Newtonian fluids as,
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where � rz D�(@vr/@z) is the shear stress; p, 
, and � are gas pressure, density,
and viscosity, respectively; vr and vz are the velocities component along r and
z. The pressure drop at the edge was calculated according to the conservation
of mechanical energy in fluid. The analytical solution was derived by the mean
volume average across the film thickness. According to the presented model in
[36], exemplifying non-linearity of the polytropic transformation is illustrated in
Fig. 24.3.
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Fig. 24.3 Non-linearity of the polytropic transformation [40]

3.11 Optical or Laser Grippers

Optical levitation was first discovered by Ashkin [41]. Micro-objects such as
particles can be freely suspended or accelerated by the forces caused by the radiation
pressure from visible laser light. Stable potential wells exist where particles can be
trapped. However, the main problem is obscuring effect of the thermal force caused
by temperature gradients. Temperature gradients can be induced in the medium
which surrounds the object. The manipulating forces in an optical gripper are called
as radiometric forces; these forces are caused by the photophoresis effect as far as
the light is concerned. A thermal force might make the levitated position of object
unstable, but this can be addressed by suspending relatively transparent particles in
transparent surrounding media. Transparent particles can be made of water, oil, or
air.

Due to both of the beam reflection and refraction, the particle ensures two types
of forces, i.e., scattering force and gradient force. The so-called scattering force is
proportional to the optical intensity; it points to the direction of the incident beam.
The gradient force is proportional to the intensity gradient. When the refractive
index of the scatterer is greater than that of the surrounding medium, the gradient
force points to the positive direction of the intensity gradient [42]. If the relative
magnitude of the indices is reversed, the sign of the radial force is changed and the
sphere is pushed out of the beam [43].

Using different scattering and gradient forces, many varieties of optical traps
have been proposed. For example, if the single laser beam is weakly converged,
the particle will be trapped to the beam center but propelled along the beam. The
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stability along the beam axis relies on the balance of the scattering force and the
gravity. A laser beam trap can also be composed of a highly convergent beam, which
is commonly called as an optical tweezer.

The axial gradient force dominates the axial stability and the particles are trapped
near the beam focus. An alternative trapping method is to use two or more laser
beams to generate one stable equilibrium point, which is located below the beam-
crossing point.

4 Summary

Micromanipulation is one of critical research subjects in making the products of
microelectromechanical systems (MEMS). The manipulation mechanisms and tools
for micro-objects are significantly different from those for macro-objects. In this
chapter, we focus on the characteristics of the micromanipulation in terms of the
types and principles of gripping forces. We find that different gripping principles
apply to different micro-objects; there is no universal principle, which can be
applicable to any micro-object in the size range between 10 �m and 1 mm.

For other manipulation principles especially for micro-objects, applicable princi-
ples are those which are able to produce van der Waals, electrostatic, surface tension
forces, and the forces from pressure difference, buoyancy, and phase changing. The
type of vacuum grippers is an interesting alternative to the downscaled mechanical
gripper; it allows handling micro-objects placed on a flat plane. A two-finger
gripper is not able to pick an object from a plane if the height of the object is
insignificant in comparison with the finger size. The type of surface tension grippers
is also very promising in sense that the capillary force is the ideal approach to
deal with micro-objects; the overall size of micro-objects varies from the nanoscale
(capillary condensation) up to the submillimetric scale. Electrostatic forces can be
one good candidate as handling tools of micro-objects. However, the grippers with
electrostatic forces meet the challenge from electromagnetic perturbations. Such
perturbations exist widely on micro-components. Another limitation of the gripper
using electrostatic force is the possibility of electrostatic forces in disturbing the
manipulation if the gripper is actuated based on the electrostatic principle. Finally,
despite of its long responsive time, thermal actuation is currently envisaged as a
favorable actuation in a micro-manipulator, it uses a high electric field to produce
the force.

We argue that one of the main issues the micromanipulation undergoes is how to
deal with the adhesion forces occurring to contact surfaces. We propose several main
strategies to address this issue. For releasing operations, the proposed strategies are
to reduce or completely remove adhesion forces; for picking operations, we take
advantages of adhesion forces to grasp objects. Adhesion forces can be completely
avoided by sustaining the separation of surfaces; a number of manipulating princi-
ples can be applied without the surface contacts of the gripper and the object. Note
that the advantages of noncontact handling are applicable to the manipulation of
macro-objects as well.
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Chapter 25
Inertial Microfluidics: Mechanisms
and Applications

Jun Zhang, Weihua Li, and Gursel Alici

Abstract In microfluidics, the typical sample volume is in the order of nL,
which is incompatible with the common biosample volume in biochemistry and
clinical diagnostics (usually ranging from 1 �L to approximately 1 mL). The
recently emerged inertial microfluidic technology offers the possibility to process
large volume (�mL) of biosample by well-defined micro-structures. In contrast to
conventional microfluidic technologies, where fluid inertia is negligible and flow
remains almost within Stokes flow region with very low Reynolds number Re � 1

(Re D 
fUfH=�, where 
f, Ūf and� are fluid density, average velocity and dynamic
viscosity, respectively, and H is channel hydraulic diameter), inertial microfluidic
devices work within an intermediate Reynolds number range (�1 < Re < �100)
between Stokes and turbulent regimes. In this intermediate range, both inertia and
fluid viscosity are finite, and several intriguing effects appear and form the basis of
inertial microfluidics, including (i) inertial migration and (ii) secondary flow. Due to
the superior features of high-throughput, simplicity, precise manipulation and low-
cost, inertial microfluidics has attracted significant attention from the microfluidic
community. Meanwhile, a number of channel designs that focus, concentrate and
separate particles and fluids have been explored and demonstrated. In this chapter,
we discuss this fascinating technology from three crucial aspects: (1) fundamental
mechanism, (2) microchannel designs and (3) applications. From this chapter,
we hope that readers can have a clear understanding on the concept of inertial
microfluidics, its working mechanism and potential applications.
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Notations

a Particle diameter
AR Aspect ratio of channel (Dh/w)
Dmax Rotational diameter of non-spherical particle
De Dean number
fdrag Viscous drag coefficient
fL Coefficient of net inertial lift force
FD Secondary flow drag or Dean drag
Fdrag Viscous drag force
FL Net inertial lift force
FLR Magnus force or rotation-induced lift force
FLS Shear gradient lift force
FLW Wall lift force
FS Saffman force or slip-shear-induced lift force
h Channel height
H Channel hydraulic diameter
Lmin Minimum channel length for particles to migrate to the inertial equilibrium

position
R Radius of curvature of curving channel
Re Reynolds number
Re0 Particle Reynolds number based on relative velocity of fluid and particle
Rf Ratio of inertial lift force to Dean drag
Rp Particle Reynolds number based on the size ratio of particle to channel
S Cross-sectional area of particle
UD Secondary flow velocity or Dean flow velocity
Uf Fluid velocity
Up Particle velocity
vt Relative velocity of fluid to particle
Vt Relative velocity of particle to fluid (D�vt)
w Channel width
x Lateral position of particle
� Fluid shear rate
� Dynamic viscosity

f Fluid density
¤ Kinetic viscosity
˝p Angular velocity of particle
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1 Introduction

The inertial migration (or the tubular pinch effect) was first observed by Segre
and Silberberg in 1961 [1, 2]. In their experiments, spherical particles (�mm in
diameter) migrated to an annulus located about 0.6 times of pipe radius between
centreline and pipe wall in a cylindrical pipe (�cm in diameter). After that,
scientists have been spending decades to understand the underlying physics of
this intriguing phenomenon through experimental studies, theoretical analyses and
numerical simulations [3–10]. Although the exact mechanism is still unclear, it has
been widely accepted that the two opposing lateral lift forces are responsible for
the phenomenon: (1) the wall lift force, FLW, a result of the flow field interaction
between the suspended particles and the adjacent walls, which repels the particles
away from the wall; (2) the shear gradient lift force FLS, due to the curvature
of the fluid velocity profile and its interaction with the particles, which directs
particles away from channel centre. The final balance between these inertial lift
forces results in a set of dynamic equilibrium positions within the cross section of
channels dependent on the cross-sectional shape [11–13], Reynolds number [14],
particle shape [15], deformability [16], etc. It should be noted that there are actually
two additional lateral forces acting on the particles in a wall-bounded Poiseuille
flow: (1) rotation-induced lift force (or Magnus force); and (2) slip-shear-induced
lift force (or Saffman force). However, their magnitudes are generally at least one
order less than that of the shear gradient lift force [17, 18], which are, therefore,
negligible in the common inertial microfluidic analysis.

Since the first observation of inertial migration, all the investigation was focused
on the understanding of its fundamental mechanism. Until the recent emergence of
microfluidics, where the size of patterned micro-channel is comparable to that of the
suspended particles (so that inertial migration can be more obvious within a short
channel length), it has finally found its application in biomedicine and industry.
Then, inertial microfluidics, an emerging field in microfluidics, that utilizes inertial
migration and other inertial effects (secondary flow and centrifugal force) to realize
the manipulation of fluid and suspended particles, was defined by its characteristics
of finite inertial flow [19–23].

In contrast to the common sense that, in microfluidics, fluid inertia is negligible
(Stokes flow regime, Re ! 0), inertial microfluidics works in an intermediate
range (�1 < Re < �100) between Stokes regime (Re � 1) and turbulent regime
(Re � 2000), where both inertia and viscosity of the fluid are finite [18]. Besides
the intriguing phenomenon of inertial migration, there are additional inertial effects
due to the finite inertia of fluid (secondary flow) and particle (centrifugal force).
And these inertial effects together constitute inertial microfluidics.

The particle centrifugal force, which is proportional to the density difference
between particle and medium [24–26], is normally negligible in inertial microflu-
idics for biomedical applications, where the density of cells or particles is very
close to that of the medium [27, 28]. Meanwhile, secondary flow usually appears
in a curved channel [29] or a straight channel with disturbance structures [30–
32]. In a curved channel, secondary flow is induced by a pressure gradient in the
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radial direction because of fluid momentum mismatch in the centre and near-wall
region within the cross section [20]. The fluid elements near the channel centreline
have a higher momentum than that near the wall, therefore flow outwards, and
drive relatively stagnant fluid elements near the channel wall inwards along the
circumference, forming two counter-rotating streams, well known as Dean vortices
[29]. Introducing secondary flow in inertial focusing brings several benefits. For
example, Dean flow can modify the inertial equilibrium positions by imposing an
additional viscous drag force on particles perpendicular to the main stream. Also,
size-dependent differential focusing of particles dependent on the ratio of inertial
lift force and secondary flow drag (FL/FD) promises a complete particle separation.
In addition, Dean flow could reduce the channel length/footprint, due to the mixing
effects of secondary flow, assisting particles to reach stable equilibrium positions
more quickly [20].

Inertial microfluidics has attracted a great attention during the last decade due
to its advantages of precise manipulation, simple structure and high-throughput. In
contrast to numerous active microfluidic manipulation technologies [33–40] where
one or more external force fields are supplied to control the motion of target
particles or cells, inertial microfluidics is a passive manipulation technology, and
it manipulates and separates bioparticles by the intrinsic hydrodynamic force [41].
Therefore, the operation of inertial microfluidics is very simple and robust, and
the cost of inertial microfluidic device is relatively low. Current investigation in
the area of inertial microfluidics is mainly focused on three aspects: (1) designing
novel micro-channel structures, (2) uncovering the fundamental mechanisms of
inertial focusing within them and (3) exploring and expanding their applications
in biomedicine and industry. This chapter is organized as follows: first, we will
discuss the fundamental theory behind the inertial migration and particle focusing
in microfluidics, so that readers can have a clear understanding why the inertial
focusing happens, and how its focusing pattern can be altered. Second, the current
design of functional micro-channels in inertial microfluidics will be presented.
After that, we will summarize the current developments of inertial microfluidic
technology in biomedicine, disease diagnosis and industry. Finally, conclusions and
perspectives of inertial microfluidics will be proposed.

2 Fundamental Mechanism

In inertial microfluidics, when the particle suspension is infused into a microfluidic
channel, there are several forces acting on the suspended particles, and they
determine particles’ motion along the mainstream (axial) and lateral direction
(Fig. 25.1). Along the mainstream, the viscous drag force, arising due to the velocity
difference between particles and fluid, accelerates particles close to the velocity of
its surrounding fluid elements. When particles are near a channel wall, the wall
has an effect to slow down the motion of particles, so that particles are actually
lagging the fluid flow slightly. On lateral direction that is perpendicular to the
fluid mainstream, there are also a number of lateral lift forces, such as rotation-
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Fig. 25.1 Mainstream and
lateral forces exert on
particles in a microfluidic
channel

induced lift force, slip-shear-induced lift force, wall lift force, shear gradient lift
force, deformability-induced lift force and secondary flow drag force [42–45]. In
the real inertial microfluidic analyses and applications, not all of these forces need
to be taken into account. Some of them are actually negligible, depending on the
property of medium and particles and structure of channels.

2.1 Viscous Drag Force

Drag force arises when an object moves through a fluid or, relatively, when the fluid
flows toward an object. The origin of the drag force lies in the need to remove the
elements of fluid out of the way of a moving object. The drag force on a moving
spherical particle can be expressed as:

Fdrag D S 
 fdrag D �a2fdrag=4 (25.1)

where S is the cross-sectional area of the particle, and a is the diameter of the
particle. fdrag is viscous drag coefficient which is always determined by the particle
Reynolds number Re0 D vt
fa=�, here vt is the relative velocity of fluid to
particle [46].

Although the viscous drag coefficient fdrag has different expressions according to
the range of particle Reynolds number Re0, the most widely used is the Stokes drag
due to its simplicity, especially when relative velocity of fluid to particle vt is very
small [46].

fdrag D 12
�vt

a
(25.2a)

Then,

Fdrag D 3��avt (25.2b)

In inertial microfluidics, viscous drag force consists of two components, respec-
tively, along (1) mainstream direction, due to the axial velocity difference between
fluid and the suspended particles; and (2) lateral direction, due to the secondary flow
induced by the channel curvature, or disturbance structure.
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Fig. 25.2 Rotation-induced
lift force for a rigid cylinder
and sphere in a uniform flow

2.2 Magnus Force–Rotation-Induced Lift Force

In an in-viscous flow with uniform velocity Uf, a stationary cylinder is rotating
with constant angular velocity ˝ , see Fig. 25.2. Assuming no slip velocity at the
surface of the cylinder, the fluid velocity at the bottom part is lower than that at the
upper part. According to the Bernoulli principle, fluid pressure is higher at the lower
part than that in the upper part. As a result, a lift force FLR is developed to lift the
cylinder. The magnitude of this lift force, per unit length of the cylinder is [42]:

�!
F LR D �
2f a

�!
U f � �!̋

(25.3)

Similarly for a rigid sphere rotating in a fluid, a lateral lift force appears due to
the transverse pressure difference, and this force is called “Magnus force” [47]:

�!
F LR D 1

8
�a3
f

�!
U f � �!̋

(25.4)

If the sphere is not stationary, but simultaneously translating through the fluid

with a velocity
�!
U p, replacing the fluid velocity vector

�!
U f with the relative velocity��!

U f � �!
U p

�
.

The direction of Magnus force is perpendicular to the plane defined by the
vectors of the relative velocity and the axis of rotation. In the case of a sphere

rotating with an angular velocity,
�!̋

p in a rotational flow field, the vector�!̋ �
D �!̋

p � 0:5r � �!
U f

�
represents the relative rotation between fluid and sphere.

Magnus force can be considered as a result of pressure difference induced by
the streamline asymmetry, due to the rotation of sphere. Although above particular
expressions (25.3)–(25.4) are only valid for low Reynolds numbers, this kind of lift
force due to the rotation of a body is also present in more strongly inertial flow
[42, 48].

2.3 Saffman Force–Slip-Shear-Induced Lift Force

Using the matched asymptotic expansion method, Saffman [43] calculated the
lateral lift force on a sphere in a simple unbounded shear flow. The magnitude of
this force is:
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FS D K

4
Vta

2
�
�v�1�1=2 (25.5)

where K is a numerical constant (K � 81.2), � is shear rate, ¤ is the kinetic viscosity
and Vt is the relative velocity between particle and fluid at the streamline through
the centre of particle. It should be noted that this force is the only effect of shear
rate, independent of rotation of particle. In the real situation of force-free spheres,
a relative rotation will be induced by the fluid shear. Consequently, a Magnus-type
force may appear on the spheres. In most practical flows, the effects of rotation
and shear cannot be considered as independent, and a simple superposition of the
two lift forces would inevitably bring errors [42]. Unless the rotation speed is much
greater than the shear rate, for a freely rotating particle ˝p D 1

2
� , Saffman force

FS, caused by the interaction of slip velocity (Stokeslet flow field) and shear, will
generally be at least one order of magnitude larger than Magnus force FLR caused
by the interaction of slip and particle rotation at low Reynolds numbers [48].

The direction of Saffman force is always toward the side, where the magnitude of
relative velocity Vt is maximum. If the particles are leading the flow, Saffman force
directs to the stagnant wall in a simple shear flow; Fig. 25.3a; if the particles are
lagging the flow, Saffman force points to the moving wall, see Fig. 25.3b. Saffman
force is more relevant in the case of non-neutrally buoyant particles in a vertical flow,
or additional outer force (electrical or magnetic) [18, 49] acting on the particle to
lag or lead fluid flow. In these cases, the Saffman force will direct to the channel
centreline when particles lag the flow, or direct toward the channel walls when
particles lead the flow in Poiseuille flow.

Fig. 25.3 Saffman force on a sphere in a simple shear flow. Vt is the relative velocity of particle to
fluid. (a) Vt > 0 indicates that particle moves faster than the corresponding fluid element, leading
the flow. (b) Vt < 0 means that particle moves slower than the fluid element, lagging the flow.
The direction of lateral lift force always directs toward the side, where the magnitude of relative
velocity Vt is maximum
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2.4 Wall Lift Force

The existence of walls creates a velocity gradient (shear rate) of fluid and causes
the rotation of spherical particles due to the fluid shear. Thus, transverse Magnus
force and Saffman force may act on the particles to migrate particles laterally. In
addition, the secondary part of wall effects is the variation of the flow field around
particles due to the presence of the physical walls. In order to eliminate effects of
shear rate to the lateral lift force, one possible scheme is to investigate the motion
of dense particles near a vertical wall in a stagnant fluid. In general, the effect of
wall on the motion of immersed objects is to retard the motion of the object in
both parallel and perpendicular directions, as well as exerting a transverse migration
motion. Two distinct interactions between an immersed object and walls exist: (i)
The motion of the immersed object is primarily influenced by a single wall on one
side of the object. Any other walls are too far from the immersed object to influence
significantly its motion. In this case, the main effect of wall is decelerating the
particle and driving the immersed object away from the wall by a wall lift force
FLW [50], Fig. 25.4a. It applies to the situation where the characteristic dimension
of immersed particle is much less than that of the channel. (ii) The immersed object
is surrounded by the boundaries (walls) of the flow domain. Thus, the boundaries
decelerate significantly the motion of object and move particles to the centreline
of channel. It happens if the characteristic dimension of the immersed particle is
of the same order of the dimension of flow channel, e.g. small bubbles moving in
capillaries [42].

Fig. 25.4 (a) Boundaries retard the motion of the particle, and lateral wall lift force FLW directing
perpendicularly to the main flow direction repels particles away from the wall. (b) Shear gradient
lift force FLS on a particle in a Poiseuille flow. In the moving frame with the immersed particle, the
relative velocity of fluid to particle vt is larger on the wall side due to the parabolic velocity profile
of fluid. Therefore, shear gradient lift force FLS directs toward the wall
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2.5 Shear Gradient Lift Force

As discussed above, the particle will lag the flow due to the effects of wall. If the
curvature of the undisturbed fluid velocity profile is zero, it becomes a simple shear
flow. Then, the pressure will be higher on the left, pushing particles to the centreline
of channel, as shown in Fig. 25.3b. However, in the Poiseuille flow, the magnitude
of relative velocity of fluid to particle vt is much higher on the left side of particle
than that on the right side, due to the parabolic nature of velocity profile, as shown in
Fig. 25.4b. And it even overwhelms the asymmetry caused by lag velocity. Similar
to Saffman force, the dissymmetry of relative velocity causes a low pressure on the
left/wall side, generating a shear gradient lift force FLS that’s opposite to the wall
lift force FLW. The shear gradient lift force leads particles toward the wall until the
wall lift force repels and balances it [48, 51].

2.6 Net Inertial Lift Force

For a neutrally buoyant rigid sphere flowing in a straight wall-bounded Poiseuille
flow, besides a viscous drag force along the main axis, there are four lateral forces
acting on the sphere as we discussed above: Magnus force due to slip-rotation,
Saffman force due to slip-shear, wall lift force due to the disturbance of flow
field around particles from wall, and shear gradient lift force due to the curvature
of undisturbed fluid velocity profile. Among them, shear gradient lift force is at
least one order of magnitude greater than the Saffman force, and three orders of
magnitude greater than Magnus force [17, 44]. Therefore, both the shear gradient
lift force and the wall lift force are widely accepted as the dominant effects for the
inertial migration of particles [18]. The balance of the shear gradient lift force and
the wall lift force creates several equilibrium positions halfway between the walls
and centreline of the channel, and this theory can explain the observation of Segre
and Silberberg reasonably well [1, 2], Fig. 25.5a.

Through the method of matched asymptotic expansions, Asmolov [6] derived
an analytical expression of the net inertial lift force acting on a small rigid sphere
.a=H � 1/ in a Poiseuille flow:

FL D fL
f�
2a4 (25.6)

The force can be further simplified as:

FL D fL
fU
2

f a4=H2 (25.7)

The hydraulic diameter H is defined as H D D for a circular channel (D is the
diameter of circular cross section) or H D 2wh= .w C h/ for a rectangular channel
(w and h correspond to the width and height of the rectangular cross section). The lift
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Fig. 25.5 (a) Balance of shear gradient lift force and wall lift force results in the inertial
equilibrium positions in a Poiseuille flow. (b) The net lift coefficient is a function of particle lateral
position x and Reynolds number Re. Reproduced from reference [67]

coefficient fL is a function of the particle lateral position x and channel Reynolds
number Re [6, 52], Fig. 25.5b. The lateral position xeq, where fL D 0 corresponds
to the inertial equilibrium position. It should be noted that the channel centreline
x D 0 is not a stable equilibrium position since a little deflection from centreline
will never return the particles back. In addition, it has found that fL decreases with
increasing Re (or Ūf), suggesting that inertial lift force scales less strongly than Ū2

f
[12, 20].

The recent investigation suggested that finite size of particle impacts the inertial
migration of particles. For a finite-size particle .0:05 � a=H � 0:2/, particle would
cause disturbance to the main channel flow. Near the channel centre, where the
effects of the wall are weak, the lift force scales as FL / 
fU

2

f a4=H2. While near the

channel wall, where the wall effects dominate, it can be scaled as FL / 
fU
2

f a6=H4

[45].

2.7 Secondary Flow Drag

If particle suspension is not flowing in a straight channel, but a channel with
curvatures, e.g. spiral or serpentine, a secondary flow arises due to the velocity
mismatch in the downstream direction between fluid in the central and near-wall
regions. The fluid elements near channel centreline have higher inertia and would
tend to flow outward around a curve due to the centrifugal effect, creating a pressure
gradient in the radial direction within the channel. In a fully bounded channel,
due to the centrifugal pressure gradient, relatively stagnant fluid near the walls re-
circulates inward, finally forming two symmetric circulating vortices [20], called
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Fig. 25.6 Dean flow with two counter-rotating vortices appears in a curved channel. Reproduced
from [20]

Dean vortices, as shown in Fig. 25.6. The parameters that influences the distribution
and strength of the secondary flow in a curved channel includes Dean number

De
�
D .H=2R/1=2Re

�
, Reynolds number Re, aspect ratio of the channel AR (Dh/w)

as well as the shape of cross section [29, 53].
Following Squires and Quake [54], the secondary flow velocity scales as

UD � De2�= .
H/ (25.8)

Furthermore, the magnitude of secondary flow UD can be approximated as
[55, 56]:

UD D 1:8 � 10�4 � De1:63 (25.9)

Besides curved channels, secondary flow also appears in straight channels with
disturbance structures (e.g. expansion–contraction arrays, pillar array) due to the
similar mechanism. Moreover, Dean-like vortices can even be observed in specific
positions of these channels [31]. Here, secondary flow drag is used to represent the
viscous drag force due to the effects of Dean vortices in curved channels and other
kinds of flows (Dean-like vortices) in the cross section of microchannel.

2.8 Other Effects: Particle Shape, Deformability, Density
and Fluid Viscoelasticity

Although solid rigid particles can be used as a simple model in the study of
hydrodynamic behaviour of particles in a microchannel, the practical bioparticles
such as cells and vesicles are not rigid but deformable. The deformability will
induce additional lift force on the particles. The deformability-induced lift force
is perpendicular to the main streamline, which is believed to be the effects of shape-
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change of particle and nonlinearities caused by the matching of velocities and
stresses at the deformable particle interface [18]. In inertial microfluidics, centre-
directed deformability-induced lift force shifts inertial equilibrium positions a little
closer to the channel centreline than that of rigid particles [16].

Generally, for the applications of inertial microfluidics in biomedicine, the
density of particle is often assumed to be equal to that of the medium, and the
centrifuge force is ignored in the analysis and application. However, under certain
circumstances where particle density is significantly greater than that of medium,
centrifugal force on particles may need to be taken into account [44]. Besides,
the shape of a particle also influence particle inertial focusing, and the rotational
diameter Dmax of a particle was found to determine the final focusing position [15].
By employing the difference in shape of particles, it has demonstrated the possibility
of separating particles that have similar dimensions along one axis but that varies
along another axis [57].

In addition, previous investigations were restricted within the regime of New-
tonian fluid. Recently, by addition of polymers, e.g. poly(ethylene oxide) (PEO)
[58], polyvinylpyrolidone (PVP) [59] and hyaluronic acid [60], or long chain DNA
[61] into the Newtonian base fluid, non-Newtonian medium with elastic property
can be formed. Additional normal stress difference could be introduced to exert on
the suspended particles in these viscoelastic fluid. Generally, the elastic force on
particles directs to the positions where the shear rate is minimum, so that three-
dimensional (3D) particle focusing along channel centreline is achieved [62, 63].
Three-dimensional focusing is of great importance in on-chip flow cytometry, where
particles or cells need to be aligned and spaced precisely along a single line for
one-by-one detection and analysis. More recently, by combining the elastic force
and inertial lift forces in a viscoelastic medium, an inertial-elastic focusing concept
was introduced [58], and three-dimensional focusing of particles by employing
viscoelasticity was even achieved for Reynolds number up to Re � 10; 000 [60].
The mechanism of this amazing phenomenon is still unclear, which deserves further
investigation. In the following sections, without specific notations, the medium is
assumed to be Newtonian fluid, thus elastic force is ignored in the analysis.

3 Different Structures of Micro-channels
in Inertial Microfluidics

The straight channel is often employed as a basic model to investigate the funda-
mental mechanism of inertial migration due to its simplicity [7, 12, 45, 64–66].
However, for applications in particle separation or sorting, the position differences
for particles with different properties (size, shape, deformability) are normally
not distinct enough for sufficient separation. Introduction of secondary flow by
curvature or disturbance structure may amplify this difference, promoting the sep-
aration of particles by differential lateral positions. Meanwhile, the characteristics
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of applied secondary flow are varying for differently structured microchannels, as
well as inertial lift forces. Therefore, the number and location of final equilibrium
positions of particles are highly dependent on the structure of microchannel. The
characteristics of inertial forces in channels with different structures are summarized
in Table 25.1.

3.1 Straight Channels

In a straight channel with circular cross section, inertial equilibrium positions are
located within a narrow annulus at about 0.6 times of the channel radii form the
channel centreline [1, 67]. However, in a straight channel with a rectangular cross
section, the situation becomes more complex. In a square straight channel (AR D 1),
particles normally focus into four symmetric equilibrium positions [68], facing the
centre of each wall. Interestingly, a further reduction to two equilibrium positions
happens in a low aspect ratio (AR � 0.5) channel, located near the centre of long
faces of the channel [12, 69, 70].

In a straight channel, particles’ lateral migration velocity (UL) and the minimum
channel length (Lmin), which is the minimum length that is required for particles to
migrate to their inertial equilibrium positions, can be evaluated by balancing the net
inertial lift force with the Stokes drag [52]:

UL D FL

3��a
D 
fU

2

f a3

6��H2
(25.10)

Lmin � H

2UL

 Uf D 3��fH3


fUfa3
(25.11)

Two dimensionless Reynolds numbers can characterize the lateral migration of
particles in straight channels: (1) channel Reynolds number Re describing the ratio
between inertial force and viscous force of fluid and (2) particle Reynolds number

RP

�
D Re a2

H2

�
additionally considers the size ratio of particle to channel. When

RP 	 1, inertial migration of particles across the fluid streamlines becomes obvious
[19].

Generally, straight channels are not good at particle separation. Most of the
applications on particle separation by straight channels are actually based on the
filtration concept, that is, larger particles are focused after a certain length due to
the sufficient inertial lift forces, while their smaller counterparts remain uniformly
distributed, then larger target particles can be removed from the mixture and
concentrated [8, 13, 71, 72]. In order to achieve a complete separation, cascaded
straight channels were applied to separate particles based on the size-dependent
lateral migration speed [11].
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3.2 Spiral Channels

Particles flowing in a curved channel with finite inertia experience both inertial
lift forces and secondary flow drag. When the channel curvature is along a single
constant direction, the curved channel forms a spiral channel. And the direction of
secondary flow within each cross section is almost constant, even though there may
be a little variation on its magnitude due to the change of channel curvature. By a
first-order approximation, one can make an assumption that the effects of inertial
lift force and secondary flow drag act in superposition on a particle in a spiral
channel. A particle held stationary at an inertial equilibrium position experiences a
secondary flow drag whose magnitude is directly proportional to the local secondary
flow velocity [20]. This secondary flow drag force acts to entrain particles within
the streamline of symmetrically rotating vortices, which is primarily an effect of
mixing. In contrast, inertial lift forces tend to keep particles at specific equilibrium
positions within channel cross section. The order of magnitude scaling between
inertial lift forces and Dean drag Rf D a3R=H3 determines the final behaviour of
the suspended particles. This dimensionless parameter is useful for the prediction of
particle focusing in curved channels.

At limiting conditions where (i) Rf ! 0, Dean drag force dominates the
behaviour of particles, particles neglect inertial equilibrium positions and remain
entrained within the secondary flow streamlines; and (ii) Rf ! 1, inertial lift force
is dominant, particles migrate to the inertial equilibrium positions independent of
the secondary flow [20]. For most cases, in the intermediate range of Rf, inertial
equilibrium positions can be modified by the secondary flow, leading to new
intriguing focusing phenomenon. It has been noted that Rf is dependent on particle
size, so that different-sized particles may occupy distinct equilibrium positions in
a spiral channel. These size-dependent behaviours have been widely applied on
particle separation in spiral channels [22, 23, 53, 73–79].

3.3 Straight Channels with Disturbance Structures

Besides curvature, the introduction of disturbance structures (contraction–expansion
cavities [80], micro-pillar obstacles [32]) into straight channels will also induce
convective secondary flow within the cross section. In the contraction–expansion
array (CEA) channel, the shape of this convective secondary flow is very similar to
the Dean flow in the curved/spiral channels; therefore, it was termed as Dean-like
flow [31]. In contrast to the Dean flow whose magnitude is proportional to Re1.63 or 2

[20, 54], the magnitude of Dean-like flow was found to be linear with Re [31].
Meanwhile, the secondary flow in CEA channel only appears within the narrow
contraction regions [69], and its effect on particle inertial focusing is intermittent.
Furthermore, due to a suddenly increased channel width during the expansion area,
the shear gradient lift force drops sharply, and the wall lift force even vanishes
during this area because particles are too far from the two-sided walls.
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In addition to the secondary counter-rotating flow within the cross section of
the main channel around the contraction–expansion region, a horizontal micro-
vortex within the contraction–expansion chamber can also be generated due to the
detachment of boundary layer under a high flow speed [81]. This horizontal micro-
vortex has been intensively investigated for particle selective trapping, especially
for circulating tumour cells (CTCs) isolation [26, 82–84].

Besides expansion–contraction cavity, micro-pillar obstacles embedded within a
micro-channel can also induce irreversible twisted flows at a finite inertial flow.
Furthermore, the lateral position of the pillar can be used to tune the position
and shape of the net recirculating flows. It has shown precise control of fluid
transformation by programming the positions of sequenced cylindrical pillars [32,
85]. Similar to the secondary flow induced by the contraction–expansion chamber or
channel curvature, the locally induced secondary flows by sequenced pillars could
also be used to modify particle inertial focusing process [86, 87].

3.4 Serpentine Channels

As we know, in spiral channels, the curvature is along a single direction, therefore
the secondary flow can reach steady state after a given channel length, and almost
consistent within different cross sections. In a serpentine channel with alternating
curves, the situation becomes more sophisticated. For example, with alternating
curves, secondary flow will vary along the channel length, and particles’ movement
within the alternating curves may not approach steady state after each turn, and
accumulation of this unsteady may cause unpredictable and non-intuitive behaviours
of particles. Therefore, analysis of particle behaviour with a simple superposition
method cannot always be effective.

Di Carlo et al. [19] investigated the particle inertial focusing in serpentine
channels. In their study, original four equilibrium positions in a straight channel
with square cross section were reduced to two in a symmetric serpentine channel.
Above a critical Dean number, particle focusing was perturbed. Furthermore, in
an asymmetric serpentine channel, the number of equilibrium positions could
be further reduced to one. From their understanding, the balance between the
inertial lift forces (FL) and the Dean drag force (FD) determines the preferred
location of focusing positions. Dean flow does not create particle focusing, but
it acts in superposition with inertial lift forces to reduce the number of inertial
equilibrium positions. If FD 	 FL, no focusing will be observed; if FD � FL,
focusing due to inertial lift forces alone will be observed. In symmetric serpentine
channels, the effects of curvature-induced secondary flow will be counteracted by
its corresponding opposite segments, thus secondary-flow-modified single focusing
may only be achieved in the asymmetric serpentine channels [19]. However, our
recent experimental and analytical studies found some discrepancies [24, 41, 88],
which demand a further exploration.
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4 Applications of Inertial Microfluidics

Due to the superior advantages of simplicity, high-throughput, precise manipulation
and low cost, inertial microfluidics has broad applications in biomedicine (e.g.
bio-fluid sample preparation and disease diagnosis) and industry (e.g. waste water
purification and micro-fibre fabrication), and the application area is still expanding
rapidly. Generally, its applications include but not limited to: (1) sheathless align-
ment; (2) particle filtration and separation; (3) solution exchange; (4) microfibre
fabrication and (5) hydrodynamic phenotyping of single cell.

4.1 Sheathless Alignment

Particle alignment is essential for many biological detection systems, especially
on-chip flow cytometry [89], where particles/cells are precisely positioned near
an optical or electrical detector and aligned along a specific path one-by-one to
achieve accurate results. In contrast to the conventional techniques utilizing sheath
flow surround the sample flow to achieve 3D particle focusing in flow cytometry,
sheathless inertial focusing is simple and easy to handle, without reduction in
sample flow rate [44]. It has been widely explored and demonstrated in on-chip
flow cytometry [55, 90–92], as shown in Fig. 25.7a. On-chip flow cytometry can
also be integrated with a cell-sorting module to actively separate and purify sample
subpopulations [93–95], as shown in Fig. 25.7b.

4.2 Particle Filtration and Separation

Particle filtration and separation are widely used in industry and biomedicine,
such as wastewater purification, blood sample preparation and disease diagnosis.
In microfluidics, continuous flow separation and sorting of particles are generally
based on two principles: (1) equilibrium separation, where particles occupy different
property-dependent equilibrium positions, see (I) in Fig. 25.8a; and (2) kinetic
separation, where various particles possess different transport speeds perpendicular
to primary flow direction under an applied force field [96, 97], as shown (II) in
Fig. 25.8a. In these two separation principles, different particles occupy distinct final
positions at the outlet, and complete separation can then be realized. In addition,
there is another kind of mechanism depending on the forces parallel to primary
flow, but it is not common in inertial microfluidics.

Particle filtration is based on the principle that target particles are focused, and
the rest particles are randomly distributed, so that target particles can be get rid of
particle mixtures, as shown (I) in Fig. 25.8b. However, the collected target particles
are still not perfectly pure, containing partial unwanted ones. Theoretically, by
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Fig. 25.8 (a) Two different particle separation principles in inertial microfluidics by (I) equilib-
rium separation and (II) kinetic separation. (b) Particle filtration in inertial microfluidics, (I) target
particles are focused, and other particles remain random distributed; (II) all particles are focused
and concentrated along one streak and removed from one branch, leaving particle-free medium

cascaded processes, target particles can be purified continuously. Another particle
filtration principle is that all particles are focused along one specific path, and
depleted from the medium, as shown (II) in Fig. 25.8b. It is mostly applied in the
situations where the liquid phase is the target in the filtration process, such as waste
water purification [98] and blood plasma separation [99].

Due to the superior advantages of simplicity, label-free and high-throughput,
inertial microfluidics has great potential in routine bio-fluid preparation and disease
diagnosis, especially for target cells in low abundance, e.g. circulating tumour cells
(CTCs). Cancer, also known as a malignant tumour, is a group of diseases involving
abnormal cell growth with the potential to invade or proliferate in other organs
of the body. Metastases from primary tumours are the leading causes (�90 %) of
death for nonhematological cancers [78]. During the progression of metastasis,
cancer cells escaped from solid tumours and enter the bloodstream, becoming
CTCs, which hold a great potential to serve as important biomarkers for early
diagnosis of cancer metastases, cancer prognosis and therapy monitoring. CTCs
analyses are considered as a real-time “liquid biopsy”, which is much less invasive
than the current method for cancer diagnosis requiring invasive biopsy followed
by molecular analyses. However, CTCs are extremely rare, comprising only a
few out of one billion haematological cells in blood, making their isolation and
characterization an extreme technological challenge. Due to the high-throughput
feature of inertial microfluidics, it can process a larger volume of blood samples in
a much shorter time than other techniques. A large number of inertial microfluidic
systems for CTCs separation and isolation has been proposed and reported [75, 84,
100–102] and have shown very promising capacity in CTCs isolation.
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Fig. 25.9 Rapid inertial solution exchange in a straight channel for controlled interaction of
reagents with cells and particles. Reproduced from [103]

4.3 Solution Exchange

Manual concentration, staining and washing procedures for the cellular sample are
routinely conducted by cytopathologists as a means of diagnosing malignancies and
other diseases. However, current approaches for chemical treatments of cells and
chemical reactions typically operate on slow time scales (�seconds to minutes),
limiting the realm of fast molecular events. Inertial lateral migration has been subtly
employed as a helpful tool to mediate millisecond reaction time around particles and
cells [103], as shown in Fig. 25.9. The main transfer channel is designed with low
AR, so that particles will migrate to the lateral centre of the channel regardless of
their initial positions in the inlet. The channel is designed with three inlets. Particles
suspension is infused from the two-sided inlets, while the reagent is delivered from
the central inlet. Lateral migration of particles from original medium to the middle
stream area initiates the contact of particles/cells with the chemical reagent, and
duration of particles within middle stream mediates the reaction time. The proposed
microfluidic system can perform several functions in the sample preparation for
cytopathology that (i) automates colorimetric staining on-chip; (ii) images cells in
flow and (iii) provides additional quantitative analyses of captured images [104].

4.4 Microfibre Fabrication

In the conventional fibre fabrication technology, circular cross section is the most
prevalent. Although non-circular cross-sectional fibres can be produced by the
standard spinning process through the non-circular hole of a spinneret, it is still chal-
lenging to form complex cross-sectional shapes in some materials because of die
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Fig. 25.10 Schematic illustration of the synthesis of shaped polymeric microfibres through
sequenced micro-pillars in a programmable inertial microfluidic system. Reproduced from [85]

swelling, the rate of solidification and polymer relaxation [85, 105]. Programmable
flow deformation by sequenced micro-pillars in inertial microfluidics provides a
possible solution.

A micro-pillar within a micro-channel induces irreversibly twisted flows at a
finite inertial flow. Furthermore, the lateral position of the pillar can be used
to tune the position and shape of the net recirculating flows within the cross
section. Therefore, it may enable precise control of the net fluid transformation by
programming the positions of sequenced cylindrical pillars. Through a computer-
aided design (CAD) tool uFlow which has a stored library of pre-computed fluid
deformation of the individual pillar in the flow channel, one can design and predict
the net flow deformation, without requirement of significant design iteration and
experimental verification [32, 106]. Nunes et al. [85] utilized this microfluidic
technique to fabricate polymeric microfibres with noncircular cross-sectional shape,
as shown in Fig. 25.10. The cross-sectional shapes of various fabricated microfibres
agreed reasonably well with that predicted using the uFlow code.

4.5 Hydrodynamic Stretching

The mechanical properties of cells have become promising biomarkers of cell state
and disease, such as metastatic potential [107], cell cycle stage [108], degree of
differentiation [109] and leukocyte activation [110]. Through a unique combination
of inertial focusing, hydrodynamic stretching and automated image analysis, an
automated microfluidic technology was developed to screen single cell deforma-
bility at approximately 2000 cells/s [111]. Sheathless inertial focusing by the
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Fig. 25.11 Deformability cytometry to characterize mechanical morphology of single cells in a
large population. Inertial focusing of cells in a serpentine channel orders cells along a single stream
for downstream hydrodynamic pinching. Reproduced from [111]

asymmetric serpentine channel delivers suspended cells uniformly to an extensional
flow region, and two sheath flows pinch the cells in the downstream, as shown
in Fig. 25.11. Uniform delivery leads to uniformity in the hydrodynamic stress
and corresponding deformation of individual cells. This microfluidic technology
has been applied in the identification of inflammation and malignancy in pleural
fluids and stem cell state [111]. By modification of extensional flow by self-feeding
manner, the deformability cytometry can enable a much higher throughput (65,000
cells/s) [112].

4.6 Summary

Inertial microfluidic technology has demonstrated broad applications in biomedicine
and industry, and the functionality is largely dependent on the structure of
micro-channel. Table 25.2 summarizes the applications of differently structured
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microchannels in inertial microfluidics. Due to the superior advantages of high-
throughput, simplicity, precise manipulation and low cost, inertial microfluidics
is very promising in bio-fluid preparation and particle separation, especially for
the rare target cells isolation (e.g. circulating tumour cells or CTCs). Since target
cells are low in abundance, particle suspension with large volume needs to be
processed within reasonably short time. Under such situation, the advantages of
inertial microfluidics are obvious.

5 Conclusions

In this chapter, we discussed three important aspects of inertial microfluidics:
fundamental mechanism, microchannel designs and applications. We hope that
readers can have a brief idea what the inertial microfluidics is, why the inertial
focusing happens, and how the inertial focusing can be applied in biomedicine and
industry. It should be noted that although extensive investigations on the mechanism
of particle inertial focusing have been conducted, and a variety of applications on
particle/cell separation have been demonstrated, quantitative design rules are still
lacking for particle inertial manipulation in differently shaped channels. Therefore,
more dedicated work is needed to uncover the detailed underlying mechanism and
provide explicit rules to the end users even without specialized knowledge and
experience about inertial microfluidics. In addition, more efforts are required to
improve the separation resolution and processing speed through optimization of
channel structure and scale up scheme.

Inertial microfluidics, as an unconventional microfluidic technology, provides
more possibilities and opportunities on dealing with macroscale biofluid samples
within well-defined microscale channels, and would be a promising replacement of
conventional macro-scale platform (flow cytometry, centrifuge and membrane filter)
for bioparticle precise processing and separation. We believe that in the near future
inertial microfluidics remains a hot research topic with expanding applications, due
to the incredible advantages of high-throughput, simple structure and low cost.
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Chapter 26
Force Sensing for Micro/Meso Milling

Yu Hui Feng and Goldie Nejat

Abstract Miniaturized micro/meso-scaled 3-D components are in high demand
for a variety of different applications ranging from medical devices to automotive
systems. These components can be fabricated using micro/meso-milling techniques.
The investigation of the cutting forces exerted during the milling process is crucial
to understanding the cutting mechanism of the micro/meso-milling processes,
improving overall efficiency of the micro/meso-milling operations, and monitoring
tool wear and failure. However, due to the miniaturization of the material removal
process at high cutting rates, measuring the characteristics of the cutting forces can
be a challenging task. Piezoelectric force sensors with high resolutions and natural
frequencies have been developed to address this challenge. This chapter provides
a detailed overview of the different types of piezoelectric force sensors developed,
the dynamic calibration techniques that have been used to calibrate these sensors
as well as the direct implementation and application of these sensors for measuring
cutting forces during micro/meso-milling operations.

Keywords Force sensing • Micro/meso milling • Miniature 3D components •
Cutting forces • Piezoelectric force sensors • Load cell • Dynamometer • Quartz-
based sensing elements • Ceramics-based sensing elements • Sensing frequency
bandwidth • Sensing resolution • Dynamic calibration • Parameter optimization
and feedback control • Tool wear monitoring

1 Introduction

Miniaturized 3-D components within microscale size (100 nm to 100 �m in length)
and meso-scale size (>100�m in length) [1] are increasingly in demand for a variety
of applications in the electronics, automotive, biotechnology, and medical industries
[2]. For example, such components are implemented in cardiovascular and in
vitro diagnostic devices, medical implants, portable electronic devices, cameras,
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wireless devices, microscale fuel cells, fluidic micro-chemical reactors, microscale
pumps, etc. [3]. In order to fabricate these complex micro/meso-scale components,
micro/meso-milling machining techniques are used. Micro/meso-milling machining
offers many advantages over traditional milling operations including high precision,
smaller footprint, and lower cost and energy consumption [4]. The understanding
of the cutting process used during the micro/meso-milling operations can provide
vital information for the design and the control of the machining process in terms
of efficiency improvement, parameter optimization, and tool wear reduction [5].
Namely, cutting forces can be measured using force sensors to provide feedback
during the machining process as well as for analyzing the characteristics of the
cutting forces [6].

Due to the miniaturization of the material removal process, the characteristics
of the cutting forces are different from that of the conventional milling process [5].
The Merchant’s sharp-edge cutting theorem [7] that is used in macro-cutting force
predictions, which uses force equilibrium to approximate cutting forces, cannot be
utilized for the micro/meso-milling operations due to the high negative rake angle
and elastoplastic effects that are a result of the reduction in the scale of the milling
process [5]. Efficient material removal in micro/meso-milling applications requires
high rotational speeds of the spindle, whereas the magnitude of the cutting forces
is considerably smaller than conventional macro-scale machining due to the size
reduction [5]. The frequency of the cutting forces in micro/meso-milling application
can be up to 8.3 kHz as the typical spindle speed can be as high as 250,000 rpm [8].
The typical magnitude of the cutting forces is of a few tens of milli-Newtons [9]
and can be as high as 10–15 N [10]. As a result, these characteristics need to be
taken into consideration when developing the force sensors for micro/meso-milling
applications.

Piezoelectric force sensors are an appropriate choice of sensors to be used for
measuring cutting forces at the aforementioned high frequencies within the required
sensing range during micro/meso-milling operations, due to their high stiffness and
sensitivity. These sensors can be implemented at two locations for measuring cutting
forces: (1) in the spindle, as shown in Fig. 26.1a; or (2) under the workpiece, as
shown in Fig. 26.1b. For direct measurements of the cutting forces, piezoelectric
force sensors located under the workpiece are the most commonly used type of
sensor [6].

This chapter provides a detailed overview of piezoelectric force sensors that have
been developed, calibrated, and implemented for micro/meso-milling applications.
Section 2 presents the force sensors that have been developed to address the
challenges of machining at the micro/meso-scale, and Section 3 presents the
dynamic calibration techniques used to calibrate these sensors. In Section 4, case
studies of applications of force sensors that have been integrated for micro/meso-
milling operations are discussed. The last section of the chapter presents concluding
remarks and future work.
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Fig. 26.1 Implementation of
piezoelectric force sensors in
micro/meso-milling
operation: (a) in the spindle
and (b) under the workpiece
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2 Piezoelectric Force Sensors for Micro/Meso Milling

A piezoelectric force sensor operates based on the piezoelectric effect, where
electric charges are generated when mechanical stress is applied to the crystalline
material of the sensor [11]. As the amount of the charge emitted is a function
of the magnitude of the applied force at the force sensor, the force applied
can be measured by measuring the charge output from the force sensor. This
effect exists in various materials including natural crystals such as quartz, poled
manmade ceramics such as Lead Zirconium Titanate (PZT), and some polymers
such as polyvinylidenedifluoride (PVDF) [11]. These materials are used as the
sensing elements of the force sensor. Their high stiffness results in high natural
frequency and thus, provides the higher frequency bandwidth needed for cutting
force measurements during micro/meso milling. Piezoelectric force sensors are
composed of a single load cell consisting of multiple sensing elements to measure
forces in the x, y, and z directions, Fig. 26.2a, or a dynamometer, which commonly
consists of a combination of these load cells, Fig. 26.2b.
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Fig. 26.2 Examples of
piezoelectric force sensors:
(a) a load cell and
(b) a dynamometer
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Table 26.1 Summary of force sensors for micro/meso milling

Force sensor Resolution (mN)
Maximum
measurement [N]

Maximum
frequency [Hz]

Kistler 9265 10 15 k 500
Kistler 9016/9017/9018 10 1 k 1 k
Kistler 9251 10 2.5 k 3 k
Kistler high frequency
dynamometer

2 250 3.67 k

MicroDyn 10 1 k 5.1 k
Micro-dynamometer 10 50 N/A
ASB Lab piezoelectric
force sensor

3 10 9 k

Existing piezoelectric force sensors which meet the required specifications for
measuring cutting forces during micro/meso-milling operations are summarized in
Table 26.1 and are discussed in detail below. They can be categorized into two
groups based on the material used for their sensing elements: (1) piezoelectric force
sensors with quartz-based sensing elements and (2) piezoelectric force sensors with
ceramic-based sensing elements.
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2.1 Quartz-Based Piezoelectric Force Sensors

Quartz crystals have high mechanical strength and low hysteresis behavior and
therefore have been a popular choice as the material used for the sensing elements
of a number of commercially available force sensors [12].

The Kistler 9265 is a dynamometer consisting of four three-component load cells
placed at each of the four corners of the dynamometer [13]. Within each load cell,
there are three pairs of quartz sensing elements. One pair of elements is used to
measure the normal force, and the other two are used to measure forces in each of
the two shear directions. The specified resolution of the dynamometer is 10 mN, and
the sensing range of the dynamometer is up to 15 kN in the shear directions and up
to 30 kN in the normal direction [13]. The operational frequency bandwidth of the
dynamometer for milling operations is 833 Hz for the normal direction and 500 Hz
for both of the shear directions according to the specified natural frequencies [13].

The Kistler 901x family (9016/9017/9018) of piezoelectric force sensors consists
of three pairs of ring-shaped quartz sensing elements, one for the force measurement
in the normal direction and two for the force measurements in the two shear
directions [14]. The resolution of the force sensor is 10 mN, whereas its measuring
range is up to 2 kN in the normal direction and up to 1 kN in the shear directions
[14]. In Chae and Park [15], the operational frequency bandwidth of the Kistler 9017
piezoelectric force sensor was determined using an impact hammer test. It was found
that the natural frequencies in all three directions are approximately 3 kHz and the
operational frequency bandwidth of the force sensor is up to 1 kHz when 10 % error
tolerance is allowed.

In Kang et al. [16], an implementation of the force sensor, Kistler 9251, was
presented. The force sensor contains three pairs of quartz rings mounted between
two plates made of steel and protected by a welded stainless steel sensor housing.
The resolution of the force sensor is 10 mN and the sensing ranging is up to 2.5 kN
in the shear directions and up to 5 kN in the normal direction [17]. By conducting
an impact hammer test, the natural frequency of the dynamometer was determined
to be approximately 9 kHz for the normal direction and 12 kHz for both of the shear
directions, indicating that the overall frequency bandwidth of the force sensor is up
to 3 kHz [16].

In Garzon et al. [18], the Kistler high frequency dynamometer (HFD) was
presented. The dynamometer contains a three-component quartz load cell capable
of measuring the forces in the normal as well as both of the shear directions. The
resolution of the force sensor is 2 mN and the measuring range is up to 250 N in
all three directions [19]. To increase the natural frequency of the HFD, the structure
placed between the dynamometer and the workpiece was minimized. The frequency
bandwidth of the dynamometer was then determined via conducting excitation
tests with an impact hammer. The results of the tests indicated that the natural
frequency of the sensor is approximately 9 kHz in the normal direction and 25 kHz
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in the shear directions. Therefore, the upper limit of the operational frequency
bandwidth is 3.67 kHz indicating that the dynamometer can be implemented for
milling operations, where a two-edge cutting tool is used with a spindle speed of
110,000 rpm.

The design and development of a piezoelectric dynamometer, MicroDyn, for
high frequency force measurements in micro-machining operations was presented
in Transchel et al. [20]. The MicroDyn dynamometer consists of two Kistler 9017
load cells. Each load cell was fixed onto the two opposite sides of a cuboid
workpiece fixture using a base plate and preloading bolts, respectively. The dynamic
behavior of the dynamometer was analyzed using an impact hammer test. The
frequency response of the tests showed that the lowest natural frequency of 15.3 kHz
occurred in the normal direction. Therefore, the maximum applicable excitation
frequency, which is the upper limit of the operational frequency bandwidth of the
dynamometer, is 5.1 kHz, corresponding to a spindle speed of 153,000 rpm for a
micro-milling operation, where a two-edge cutting tool is used.

In Mekid [21], the design of a micro-dynamometer was presented. The
dynamometer consists of five load cells fixed on each side of a cuboid workpiece
fixture except for the top surface on which the workpiece can be affixed. The
dynamometer was designed to have a sensing range of up to 50 N in both of its
normal and shear directions and a resolution of 10 mN.

2.2 Ceramic Piezoelectric Force Sensor

Ceramic materials, especially PZT ceramics, are easier and cheaper to mass produce
than quartz, as the high pressure environment required for quartz growth is not
needed for ceramic fabrication [12]. Furthermore, ceramics have a much higher
piezoelectric sensitivity (in the magnitude of 100 pC/N) compared to quartz (in the
magnitude of 1 pC/N), which make them a feasible choice as the sensing material
for piezoelectric force sensors [12].

In Feng et al. [22] and Feng [23], a three-component force sensor prototype,
the ASB Lab piezoelectric force sensor, using piezoelectric ceramic material was
developed for micro/meso-milling applications. The sensor consists of three groups
of square-shaped piezoelectric ceramic sensing elements. Two sensing groups have
two shear-mode sensing elements used to measure forces in each of the two shear
directions, whereas the third sensing group has two compression-mode sensing
elements utilized for measuring normal forces. Calibration tests were conducted
in Feng et al. [24] and Feng [23] using a piezoelectric actuator to provide oscillating
forces to the sensor in order to determine its specifications. The tests verified that a
minimum resolution of 3 mN in all three directions, a frequency bandwidth of up to
9 kHz and a sensing range of 0–10 N was achievable for the sensor.
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3 Dynamic Calibration of Force Sensors

As the cutting forces measured during the micro/meso-milling operations oscillate
at high frequencies, piezoelectric force sensors need to be calibrated using dynamic
calibration methods [25]. These existing dynamic calibration methods can be
divided into three categories based on the characteristics of the force input [25]:
(1) methods using oscillating input forces, (2) methods using impulse input forces,
and (3) methods using step input forces.

3.1 Dynamic Calibration Methods Using Oscillating Forces

In Kumme [26], a calibration method using oscillating forces was introduced. By
using this method, a force sensor can be calibrated with a reference sensor that
has well-known dynamic properties. The calibration setup shown in Fig. 26.3 was
utilized. The setup consisted of the force sensor under calibration, a rigid cylinder
with known weight, and a reference force sensor. The cylinder was fixed between the
two sensors and placed onto a shaker utilized to provide vibration forces. The entire
system was placed within a load frame for the calibration process. According to the
mass-spring-damper model of the setup, the difference between the measurements
from the force sensor under calibration and the measurements from the reference
sensor equals to the inertia force of the mass between the two force sensors. The
weight of the mass was the combined weights of the cylinder and the effective
masses of both sensors attached to the cylinder. During the calibration process,
harmonic excitation was induced to the system by the shaker. Force readings were
recorded by both force sensors. A single-axial accelerometer was affixed onto
the cylinder to measure its acceleration. The inertia force was calculated as the

Fig. 26.3 Calibration setup and corresponding mass-spring-damper model in Kumme [26]
(Source: Kumme, R. (1998), © Elsevier)
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Fig. 26.4 Oscillating force
calibration setup in Park et al.
[27] using a shaker. aa, ab and
am represent accelerometers
at the top of the adaptor; base
of the adaptor and on the
prism, respectively (Source:
Park, Y. K., Kumme, R., &
Kang, D. I. (2002),© IOP
Publishing)
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product of the measurement from the accelerometer and the weight of the mass. The
frequency of the oscillation was increased from 20 to 1000 Hz with an increment
of 10 Hz. The amplitude of the force was fixed at 500 N. The readings from
the reference force sensor and the inertia force estimation from the accelerometer
readings were then used as the baseline to compare with the measurement from the
force sensor under calibration.

In Park et al. [27], the calibration of a three-component force-moment sensor
using oscillating forces was presented. The calibration setup is shown in Fig. 26.4.
The force-moment sensor utilized strain gauges to measure forces in both transverse
directions and the moment in the normal direction. The oscillation was generated
by a shaker. For calibration of each of the force-components, the force sensor was
mounted onto the shaker with an L-shape adapter. The adapter was designed so that
the measurement direction can be aligned with the vertical direction of the shaker.
A rigid rectangular prism with a known mass was fixed onto the force sensor. The
acceleration of the adapter and the acceleration of the prism were measured by two
single-axial accelerometers. The dynamic inertia force of the prism was recorded by
the force sensor. The inertia force of the prism was also calculated as the product
of the acceleration measurement and the mass of the prism. This information was
utilized as the baseline for the calibration of the force sensor. For the estimation of
the frequency response function, the calibration was carried out from 20 to 1000 Hz
with an increment of 10 Hz. An average of 20 cycles of oscillation was performed
at each frequency level.

In Feng et al. [24] and Feng [23], the ASB Lab piezoelectric force sensor
was calibrated using oscillating forces. A piezoelectric actuator was utilized to
generate the oscillating forces, Fig. 26.5. The amplitude and the frequency of the
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Fig. 26.5 Oscillating force calibration setup used in Feng et al. [24] and Feng [23] using a
piezoelectric actuator: (a) for x, (b) y, and (c) z directions of the force sensor (Source: Feng, Y.
& Nejat, G. (2015))
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Fig. 26.6 Impulse force calibration setup in Fujii and Fujimoto [28] (Source: Fujii, Y., &
Fujimoto, H. (1999), © IOP Publishing)

oscillating forces were varied by controlling the driving voltage of the actuator.
The relationship between the amplitude of the driving voltage and the amplitude
of the oscillating force was determined by conducting a pre-calibration test, in
which a reference force sensor was used to measure the amplitude of the oscillating
force while the amplitude of the driving voltage was also monitored. To calibrate
all three components of the force sensor, a fixture was designed which aligned
each axial direction of the force sensor with the actuation direction of the actuator,
Fig. 26.5a–c. For each force component, the frequency of the input force was varied
from 1 to 9 kHz with an increment of 1 kHz. For each frequency level, input forces
with amplitude of 10 mN to 10 N were applied. The input force from the actuator
was estimated according to the measured driving voltage as the baseline to compare
with the force sensor measurement for the calibration of the force sensor.

3.2 Dynamic Calibration Methods Using Impulse Forces

In Fujii and Fujimoto [28], a calibration method for a one-axis force sensor using
impulse forces was proposed. For the calibration of the force sensor, a rigid object
with known mass was mounted on a pneumatic guideway to minimize the friction
during the movement of the object, Fig. 26.6. The guideway and the force sensor
under calibration were affixed to a stationary base. A rubber sponge was placed
on the sensor to provide damping. The object was struck by an impact hammer
and moved towards the sensor. Upon collision with the rubber damper, the object
rebounded back. The locations of the object before and after the collision were
recorded by an interferometer, while the impact force at the damper was measured
by the force sensor. The difference in the velocity of the object due to the collision
was determined. In order to calibrate the force sensor, the change in momentum of
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Fig. 26.7 Impulse force calibration setup in Bruns and Kobusch [29] with two moving objects.
T represents the force sensor under calibration (Source: Burns, T. & Kobusch, M. (2001))

the object was determined following the impulse-momentum theorem and was used
as the baseline for the calibration to compare with the change in momentum of the
object determined from the time integration of the impact force measurements from
the force sensor.

In Bruns and Kobusch [29], a calibration setup similar to that presented in Fujii
and Fujimoto [28] was independently developed and presented for a one-axis force
sensor using impact forces. The main difference was that instead of being fixed to
the guideway, the sensor under calibration was placed onto a second rigid object
on the guideway, Fig. 26.7. The first object was accelerated by a spring-loaded
bolt and collided with the second object on which the force sensor was affixed.
Interferometers were used to measure the displacements of the two objects. The
velocities of the objects were determined in order to extrapolate the accelerations
of the objects for estimating impact forces. The force measurements from the force
sensor were then compared to force estimations in order to calibrate the sensor.

In Farm [30], a calibration approach based on the split Hopkinson pressure bar
technique was proposed for a one-axis force sensor. The split Hopkinson pressure
bar technique with a force sensor is depicted in Fig. 26.8a. In Farm [30], the sensor
under calibration was fixed between an incident bar and a transmitted bar. Both
bars had the same diameter and were made of the same material. A pre-calibrated
strain gauge was attached to each bar to measure the strain experienced during the
transmission of the wave. To predetermine the length of the wave, a pulse shaper
bar with a specified length was attached in front of the incident bar. By striking
the pulse shaper bar with a steel hammer, a wave could be sent to the incident
bar and transferred through the force sensor to the transmitted bar. At the end of
the transmitted bar, a shock absorber was affixed. The length of the pulse shaper
bar was selected to be much smaller than that of the incident bar so that the
impendence of the pulse shaper bar was negligible. The forces experienced at the
force sensor were interpolated by using the strain measurements according to the
one-dimensional wave propagation theory. The system was assumed to be under
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Fig. 26.8 Split Hopkinson pressure bar: (a) with a pulse shaper bar and (b) without a pulse
shaper bar

quasi-static equilibrium, therefore, the strain developed in the transmitted bar was
considered to be equal to the total strain developed in both the incident bar and the
force sensor. The force measurements from the force sensor were compared with the
force estimation from the strain measurements in order to calibrate the force sensor.

In Van Nuffel et al. [31], a calibration setup similar to that presented in Farm
[30] was proposed without the pulse shaper bar. The wave was induced by striking
the incident bar directly with a steel hammer. The split Hopkinson pressure bar
technique without a pulse shaper bar is depicted in Fig. 26.8b. The forces generated
were pulse based rather than plateau based as was generated when using the pulse
shaper bar in Farm [30]. The impact forces were also estimated according to the
one-dimensional wave propagation theory. The force measurements from the force
sensor under calibration were compared with the estimated forces.

3.3 Dynamic Calibration Methods Using Step Forces

In Fujii [25], a calibration method using step forces was implemented for a one-axis
force sensor. In this method, a rigid object with known mass was suspended over
the force sensor under calibration by a stainless steel wire, Fig. 26.9. The object was
fixed onto a vertical pneumatic linear bearing guideway to ensure vertical motion.
The suspension wire was cut, and the object was able to free fall towards the force
sensor. During the collision between the object and the sensor, an interferometer
was used to record the displacement of the object. The acceleration of the object was
calculated from the displacement measurements. The step force during the collision
was estimated according to Newton’s second law. The measurement from the force
sensor was used to compare with the force estimation.
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Fig. 26.9 Step force calibration setup in Fujii [25] (Source: Fujii, Y. (2003), © IOP Publishing)

4 Implementation of Piezoelectric Force Sensors
in Micro/Meso-Milling Applications

The integration of piezoelectric force sensors for the measurement of cutting forces
during micro/meso-milling processes can be utilized for the investigation of: (1) the
effect of the feed rate on the cutting forces, and (2) real-time tool wear, deflection,
and failure detection. Such applications of piezoelectric force sensors are discussed
in this section.

4.1 Investigating the Effect of Feed Rate on Cutting Forces

In Dhanorker and Ozel [2], the Kistler 9265 piezoelectric dynamometer was
integrated with a three-axis vertical milling CNC machine to investigate the effect
of feed rate on the cutting force generation during meso-milling operations. The
sensor was placed under the workpiece made of AL 2024-T6 aluminium alloy and
two flat-end cutting tools with diameters of 1.5875 and 3.175 mm were used to cut
slots on the workpiece. The cuts were made with a constant axial depth of 1.27 mm
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and a constant spindle speed of 6000 rpm. For each tool, the normal forces and
the feed forces were measured by the piezoelectric dynamometer at the feed rate of
0.265–4 �m per tooth. Using the same cutting tool, cutting forces increased when
feed rate increased, however, the specific cutting forces (i.e., cutting forces required
to cut a 1 mm2 chip with a thickness of 1 mm) increased with a decreasing feed rate.
It was also found that both the feed and normal forces increased with a decrease of
the tool diameter under the same feed rate, which was due to the reduced stiffness
of the cutter and increased elastic deformation caused by the reduction of the tool
size.

4.2 Monitoring Tool Wear, Deflection, and Failure

In the development of a micro-machining center, the Kistler 9017 piezoelectric force
sensor was utilized for tool wear monitoring during the machining process [15]. The
micro-machining center platform design was based on a conventional column-and-
knee-type machine. Since a high-speed spindle (up to 2.67 kHz) was required for a
sufficient volumetric material removal rate, the operational frequency bandwidth of
the force sensor (1 kHz), was insufficient. To address this issue, a Kalman filter (KF)
technique using both force sensor measurements and acceleration measurements
was implemented. The force sensor was placed between the workpiece and the
base plate located on the micro-machining center platform. The accelerometer,
Kistler 8778A500, was attached to the workpiece to measure vibration signatures.
An impact hammer test was conducted to experimentally obtain the frequency
response functions (FRFs) of the two sensors using a nonlinear fitting method. For
measurements obtained by each sensor, a KF FRF was constructed and combined
with the aforementioned FRFs to extend the operational frequency bandwidth of the
force sensor. To verify the performance of the force sensor compensated with KF,
experiments with spindle speeds of 5000, 40,000, and 80,000 rpm were conducted
with the micro-machining machine. A two-fluted end mill cutting tool made of fine-
grain tungsten carbide with a diameter of 200 �m was used. The material of the
workpiece was aluminium 7075. The magnitude of the cutting forces was assumed
to be the same regardless of the spindle speeds. The magnitude of the cutting forces
measured at the spindle speed of 5000 rpm was used as a reference for comparison.
For experiments with the spindle speeds of 40,000 and 80,000 rpm, the magnitude
of the cutting forces obtained with and without the KF compensation were recorded
and compared to the reference magnitude. The compensated measurements showed
significant decrease in deviation from the reference force measurements when
compared to the uncompensated measurements. The experiments verified that the
KF technique was able to extend the frequency bandwidth of the force sensor, up to
2.67 kHz, in order to measure cutting forces.

In Garzon et al. [18], the HFD by Kistler was implemented on a combined
machining platform. The platform was built and optimized on a Sarix SX 200
machine integrated with a high-speed ultra-precise spindle. The machine had
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3-D micro-electrical discharge machining (EDM) capabilities for 4 C 2 axis milling.
Micro-milling was achieved with the integrated spindle which allowed for spindle
speeds up to 160,000 rpm. A physical vapor deposition (PVD) coated two-edge
cutting tool with a diameter of 200 �m was utilized for the cutting process. The
material of the workpiece was steel 1.2343-56HRC. The HFD was fixed to the
machining platform directly under the workpiece. Cutting tests with spindle speeds
of up to 110,000 rpm were performed. The cutting forces during the engagement
of each cutting-edge differed due to the run-out deviation of the cutting tool as
well as the asymmetry between the cutting-edges. During the milling process,
different cutting-edges of the milling tool were identified from the cutting force
measurements of the dynamometer. In general, the dynamometer is capable of
providing cutting force measurements for high-speed milling operations for the
monitoring of tool wear and identification of the partial breakage of a cutting-edge.

In Kang et al. [16], the Kistler 9251 force sensor was used on a high-speed
machining center, Makino V55, for measuring cutting forces for tool monitoring.
The machining center was equipped with an air-turbine spindle. A 2-flute tungsten
carbide micro end-milling tool of 200 �m diameter was used to perform full
immersion slot milling. The workpiece was 20 � 20 � 10 mm in size and made of
Al6061-T6. The dynamometer was fixed onto the machining center directly under
the workpiece. To verify the performance of the force sensor, milling experiments
with spindle speeds of up to 66,000 rpm were conducted. Less than a 10 % error
in cutting force measurements was achieved by the force sensor during the milling
operations. The force sensor can be used to effectively monitor milling processes
for tool wear, deflection, and failure.

5 Discussion and Conclusion

Miniature components are needed for a wide variety of devices and systems.
Accurate measurement of cutting forces is important for understanding the cutting
process during the micro/meso-milling operations in order to machine these compo-
nents. Piezoelectric force sensors are effective sensors that can be used to measure
cutting forces during micro/meso-milling applications.

Piezoelectric force sensors can be categorized into two groups based on the
material used for their sensing elements which include either quartz crystals or
ceramics. Quartz crystals are popular in commercially available force sensors due
to their high mechanical strength and low hysteresis behavior. On the other hand,
piezoelectric ceramic materials are easier and cheaper to mass produce and have
a much higher piezoelectric sensitivity than quartz crystals. Table 26.1 provided
an overview of the existing piezoelectric force sensors applicable for micro/meso-
milling applications. The resolution of quartz-based force sensors can be high
ranging from 2 to 10 mN, their maximum measurable force can also range from
10 N to 15 kN, and their maximum operational frequency bandwidth can be up to
5.1 kHz. Kalman filters can be designed to increase the upper limit of the frequency
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bandwidth of such force sensors given the fixed natural frequency of the system.
For example, in Chae and Park [15], the upper limit was increased by three times.
Furthermore, by utilizing different sensing element materials and structures, the
upper limit of the frequency bandwidth can also be increased. For example, as
investigated in Feng et al. [24] and Feng [23], an upper frequency limit of 9 kHz
was achieved with a square-shaped piezoelectric ceramic material as the sensing
elements.

An industry standard does not exist for the dynamic calibration of piezoelectric
force sensors, however, calibration approaches either utilize oscillating, impulse
or step input forces. The actuation methods to provide these input forces vary
between the different types of dynamic calibration techniques. For example,
oscillating forces can be generated by exciting weighted masses with shakers or
using piezoelectric actuators. Impulse forces can be generated by striking weighted
masses with, for example, impact hammers and spring-loaded bolts, and step forces
can be generated by gravitational forces using suspending weighted masses over the
force sensors.

Development and integration of piezoelectric force sensors with high resolutions
and natural frequencies is an open research area for the micro/meso milling of
miniature 3-D components that are in high demand. Experimentation has verified
the feasibility of integrating these types of sensors for high-speed micro/milling-
machining. Future work also consists of online long-term utilization of such sensors
for measuring cutting forces in a variety of different milling operations, for: (1)
parameter optimization and feedback control and (2) tool wear monitoring.
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Chapter 27
Magnetically Driven Microrobotics for
Micromanipulation and Biomedical Applications

Xiaodong Zhang and Mir Behrad Khamesee

Abstract Magnetic navigation is a promising technology for micromanipulation.
This chapter firstly provides a brief review of magnetically driven microrobots
developed for micromanipulation and biomedical applications such as medical
surgery and drug delivery. Then a magnetically driven microrobotics system is
introduced in detail to explain the procedure of developing a magnetic levitation
stage. In order to achieve the persistent navigation of the microrobot in various
environments, this chapter proposes a sensor switching mechanism that combines
magnetic flux measurement based position determination and optical sensor based
position detection. In addition, the concept of minimum magnetic potential energy
point is used to predict the magnetic force on the microrobot when there is physical
contact between the magnetized object and environments. As a further exploration
of magnetic force determination mechanism, this chapter also describes the concept
of remotely controlled drug delivery with contact force perception at the operator
side.

Keywords Microrobotics • Magnetic levitation • Micromanipulation • Electro-
magnetic actuators • Magnetic field • Non-contact manipulation • Magnetic flux
pattern • Hall-effect sensors • Feedforward control • Off-board force measure-
ment • Force control • Biomedical application • Drug delivery • Capsule robot

1 Introduction

The magnetically driven technique has a long development history. Among different
magnetically driven techniques, magnetic levitation is the most frequently studied
and has made a great progress recently. In magnetic levitation, a system transfers the
magnetic energy into the kinematic/potential energy of a moving part. The energy
transformation is achieved remotely by means of magnetic field. Magnetic levitation
has been conducted on materials that have different magnetic permeability relative
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Fig. 27.1 (a) 1-D levitation using one electromagnet; (b) 2-D levitation using two electromagnets

to air, for instance, paramagnetic levitation [1, 2] of materials that have �r > 1,
superconducting levitation [3, 4] of materials that have �r D 0, and diamagnetic
levitation [5, 6] of materials that have 0 < �r < 1. Magnetic levitation systems
were implemented in different industries, ranging from macro to micro, such as
maglev trains [7], linear motors [8], wind tunnel testing [9], academic education
[10], and cell cultivation [11].

A magnetic levitation system mainly consists of an energy source, a levitation
robot, sensors, and a controller unit. Figure 27.1 shows the basic schematic of
a magnetic levitation system for 1-D and 2-D levitation. The magnetic drive
unit consisting of one or more electromagnets produces energy for levitation
and manipulation. The levitation robot is a magnetized object. In order to save
energy, the magnetized object is commonly made from ferromagnetic materials
that have high magnetic permeability and from a permanent magnet that has strong
remnant magnetic flux density. A gripper is installed on the magnetized object to
perform special tasks. Earnshaw’s theorem indicates that pure interaction between a
magnetic energy source and a magnetized object cannot maintain a stable levitation.
The feedback dynamics of the levitation robot are required. Therefore, position
sensor and controller unit are necessary. A single electromagnet can be used for the
levitation of an object and motion in the vertical direction (Fig. 27.1a). If multiple
electromagnets are used, the vertical and the horizontal motions can be achieved
simultaneously (Fig. 27.1b). The horizontal motion is achieved by changing the
current ratio in each electromagnet.

The magnetic levitation microrobotics (MLM) is a new emerging research area
that has promising potential applications in the fields of micro-electromechanical
system (MEMS) fabrication, micro-accuracy actuation, and biomedical surgery.
Based on the scale of end-effectors, MLM can be categorized into two types:
millimeter scale magnetic levitation manipulators that have micro-scale navigation
accuracy, and magnetic levitation microrobots that have micro-scale end-effectors.
For millimeter scale manipulators, the end-effectors are larger than 1 mm. This type
of manipulators is used for micromanipulation and micro-assembly. For micro-scale
actuators, the sizes of the end-effectors are less than 1 mm. This type of microrobots
is used in biomedical applications. As the size of an actuator decreases, the dominant
force on the actuator changes from bulk force to surface tension force.
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According to their applications, we classify the MLMs into magnetic microma-
nipulators and magnetically navigated microrobots.

1.1 Magnetic Micromanipulators

Modern scientific progress promotes the development of micro-manipulators that
are capable of working in delicate environments with high precision. Conventional
solutions to micromanipulation involve designing lead-screw driving stages and
piezoelectric actuators. There are many successful applications of these technolo-
gies [12–14]. However, lead-screw driving stages are characterized by stiction,
backlash, a mechanical arm that introduce friction, and impulse force that can
damage manipulated objects. The piezoelectric actuators have a high nonlinearity
and hysteresis effect. Modeling and control of piezoelectric actuators are very com-
plex [15, 16]. In contrast, there is no mechanical connection between end-effectors
and the magnetic energy source in MLMs. Therefore, MLMs have the benefits of
being contactless, having low noise, having no backlash, being frictionless, and
offering multi degree of freedom motion. In addition, the advancement in stabilizing
levitation makes the accuracy of magnetic navigation comparable to or even better
than conventional arm robot in micromanipulation [17, 18]. Therefore, the MLM is
becoming more and more popular in high accuracy micropositioning systems.

Successful magnetic levitation micromanipulators have been reported in liter-
ature. Kim [19] proposed a planar stage for the potential application in photo-
lithography. The stage used four linear permanent-magnet motor to support the
levitator. A Halbach permanent magnet array was installed on the levitator to
interact with the stator for six degree of freedom (DOF) motion. The translation
accuracy of this stage was 5 nm, which is super accurate. In [20], a planar maglev
positioning system for micromanipulation was presented. The stator of the system
was made of six coils, three vertical coils for controlling the vertical levitation
and three horizontal coils for controlling horizontal motion. Corresponding to six
stationary coils, six permanent magnets were placed inside the coils to support the
levitator. This stage has 6-DOF motion ability and 10�m translation accuracy. The
dust-free, high accuracy, and high speed properties of the magnetic micromanip-
ulator bring improvement to micro-automation industries such as semiconductor
manufacturing [21].

1.2 Magnetically Navigated Microrobots

Magnetic micronavigation uses a magnetic field to remotely navigate a microrobot.
Thanks to their contactless property, magnetically navigated microrobots (MNM)
are appropriate for micromanipulations in confined and human-unaccessible envi-
ronments. Among these, biomedical applications such as microsurgery and deliv-
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ering drugs to a special destination inside the human body are becoming more and
more popular. For example, microsurgery can be done by sending an MNM directly
to the destination of organ through vessels. A magnetized gastrointestinal endoscope
can be sent directly to the human stomach without using a long soft pipe. Many
studies on MNM were reported in literature [22–25].

An eye surgery micromanipulation system was presented in [26]. The system
consists of six iron-core electromagnets and a small surgical robot. The size of the
robot was 2 mm in length and 1.5 mm in diameter. The robot was guided under
a digital camera. A maximum of 29�m positioning deviation was reported in the
study. In [27], delivering an endoscope capsule robot to stomach was reported. In
this study, the capsule robot integrated a video camera, permanent magnets, and
image emission circuit. A Niobe magnetic navigation system developed by stereo-
taxis was used as the navigation energy source. The navigation was fulfilled under
fluoroscopic images. A variety of platforms have been developed for micro/nano
scale particle tracking [28], cell and molecule manipulation [29, 30]. One should
be aware of the difficulty of localizing the navigated microrobot, specifically in
nontransparent environments. Current localization methods include microscope, X-
ray, and ultrasound imaging.

This chapter is organized as follows: Sect. 2 introduces the magnetic levitation
system developed in the authors group. This includes principle of magnetic lev-
itation, the modeling of the magnetic field in the workspace, and motion control
of a microrobot with three degree of freedom. The sensor switching mechanism
for navigating a microrobot in different environments is then presented in Sect. 3.
A new force determination mechanism using magnetic flux measurement and its
biomedical application is introduced in Sect. 4. Section 5 briefly summarizes this
chapter.

2 Magnetically Driven Microrobotic System

2.1 Magnetic Field Source

Active navigation of a magnetized object requires a controlled magnetic field source.
Generally, the magnetic field can be generated by current-controlled electromagnets
[31, 32], permanent magnets held by a position-controlled manipulator [25, 27], and
Helmholtz coils [24]. The use of a permanent magnet provides limited motion con-
trol accuracy, since it is challenging to adjust the position of a manipulator actively at
the relatively high frequency necessary for stable levitation of a magnetized object.
The magnetic field and its gradient are independent in a Helmholtz coils system. A
system that uses Helmholtz coils is limited to 3D translation of an object.

Electromagnets are commonly used for multi-dimensional manipulation of a
magnetized object. The magnetic field generated by electromagnets is controlled by
a current. The multi-degree of motion freedom of an object is achieved by setting up
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special configurations of multi-electromagnets. Since the strength of the magnetic
field decays rapidly as the distance from electromagnet increases, an iron-core is
commonly used to significantly enhance the magnetic field strength outside the
electromagnet. This enhanced magnetic field can then expand the workspace of the
magnetized object.

2.2 Magnetic Levitation Force

In a contact-free levitation, a magnetic levitation system generates satisfied levita-
tion force to compensate the gravity force on a magnetized object, and to maintain
a desired dynamics of the object. A small object that is evenly magnetized with a
total magnetization M (unit A/m) is placed in an external magnetic field, the total
magnetic potential energy on the object is

U D �M � B (27.1)

Using the virtual displacement method, the magnetic force on the small magne-
tized object by gradient magnetic field can be expressed as

F D r.M � B/ (27.2)

In addition to the magnetic force, the magnetic field aligns the magnetization
direction of the object to the direction of the magnetic field by a magnetic torque:

� D M � B (27.3)

where B is the magnetic flux density of the magnetic field where the object stays.
Its unit is Tesla. If we could assume that the magnetization direction of the object is
in z-direction [22], i.e., M D Œ0; 0;M�, then Eq. (27.1) can be expanded as

Fx D MV
dBz

dx
(27.4)

Fy D MV
dBz

dy
(27.5)

Fz D MV
dBz

dz
(27.6)

The force models indicate that the forces on the small magnetized object
are related to the gradient of the magnetic field at the levitation location and
the magnitude of the magnetization of the object. This can be used to guide the
development of a magnetic levitation system, i.e., fabricate a platform that generates
high magnetic field gradient and select object that has strong magnetization to
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save energy. In this chapter, the three-dimensional navigation of a small magnetized
object is presented. Orientation of the object is not considered here. In order to
control the orientation of the object, extra electromagnet setup is required.

2.3 Magnetic Levitation Stage

Equations (27.4)–(27.6) indicate that a non-uniform external magnetic field is
required to impose magnetic forces on a magnetized object. In the non-uniform
magnetic field, there is a point that has the minimum magnetic potential energy.
Khamesee [33] explained that the magnetized object tends to move toward the
minimum magnetic potential energy point in the external magnetic field. This
point, also known as the point that has the maximum magnetic flux density, is
defined as Bmax point. A single electromagnet can generate a single Bmax point on a
horizontal plane below the electromagnet, and can produce magnetic gradient force
to compensate the gravity force. However, the horizontal location of the Bmax point
cannot be changed. Therefore, only one-directional levitation is achievable using a
single electromagnet.

In order to obtain the multi-dimensional levitation of a magnetized object,
a combination of electromagnets is required. However, multiple electromagnets
produce multiple Bmax points, which make the levitation of a single magnetized
object uncontrollable. Khamesee [34] proposed using an iron pole-piece to connect
multiple electromagnets. The induced magnetization of the pole-piece produces a
single Bmax point below the electromagnets.

In the developed magnetic levitation system shown in Fig. 27.2, six identical
electromagnets powered with current are the magnetic field source. A disc shape

Fig. 27.2 Configuration of magnetic levitation system
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soft iron pole-piece connects the electromagnets and configures the magnetic field
in the workspace. A soft iron yoke is installed to generate a closed loop magnetic
circuit and increase the magnetic field strength in the workspace. Simulation results
in Fig. 27.3 are presented to show the concept of changing the Bmax point location
and the effect of the iron yoke on increasing the intensity of the magnetic field at
z D 55mm below the pole-piece.

As shown in Fig. 27.3a, b, the location of the maximum magnetic flux density
point in the workspace is located in the center of a horizontal plane if the electro-
magnets are equally loaded. Otherwise, the maximum magnetic flux density point
moves toward the electromagnet that is loaded with more current. Figure 27.3c,
d shows that when an iron yoke is installed, the magnetic field intensity and the
horizontal gradient of the magnetic field are increased significantly. The soft iron
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Fig. 27.4 (a) Vertical
gradient without iron yoke;
(b) Vertical gradient with iron
yoke

yoke also increases the vertical gradient of the magnetic field in the workspace,
which in turn increases the levitation force on the levitated object. Figure 27.4 shows
the vertical gradient of the magnetic field below the pole-piece. It shows that with
the iron yoke, the gradient of the magnetic field is twice as high as the gradient
without an iron yoke.

The magnetic flux density in the air-gap of the levitation stage while electromag-
nets are equally loaded with 1 A current is shown in Fig. 27.5. On planes close to
the pole-piece, the Bmax point is not unique. Stable levitation of a single magnetized
object on these planes is not achievable. On planes relatively far from the pole-piece,
only one Bmax point exists. Stable levitation of a single magnetized object on these
planes is achievable. The workspace of the developed magnetic levitation system is
65–95 mm below the pole-piece. In this section, the gradient of the magnetic field is
linear to the distance from the pole-piece.
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Fig. 27.5 Qualitative analysis of the magnetic field in the workspace

2.4 Modeling the Magnetic Field in the Workspace

Modeling the magnetic field in the workspace is crucial to developing the dynamic
mode and to the motion control of the levitated object. For the developed magnetic
levitation system, it is impossible to find a closed form for modeling the magnetic
field in the air-gap, because the soft-iron yoke, iron-core electromagnets, and
pole-piece simply result in high nonlinearity in the whole system. Therefore,
an experimental method is applied. A Hall-effect sensor was used to scan the
workspace and to record the magnetic flux density in real time. Figure 27.6
illustrates the magnetic flux density measured at 75 mm below the pole-piece while
electromagnet 1 was powered with 1 A current.

The magnetic field produced by one electromagnet is linear to the current in this
electromagnet. According to the measured data presented in Fig. 27.6, the magnetic
field produced by electromagnet 1 can be modeled as

Bz1 D .a1xx
2 C b1xx C c1x/I1 (27.7)

where a1x is a function of the z. b1x and c1x are functions of z and y. I1 is the current
in electromagnet 1.

The magnetic flux density produced by other electromagnets can be modeled
in the same way. The total magnetic flux density in the workspace is the linear
summation of magnetic flux density produced by all electromagnets:
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Fig. 27.6 Magnetic flux
density measured at 75 mm
below the pole-piece while
electromagnet 1 is powered
with 1 A current

Bz D
6X

iD1
Bzi (27.8)

By considering the geometric symmetry, the total magnetic flux density can be
expressed as

Bz D .a1xx
2 C b1xx C c1x/I1 C .a2xx2 C c2x/I2

C .a1xx2 � b1xx C c1x/I3 C .a4xx
2 C b4xx C c4x/I4

C .a5xx2 C c5x/I5 C .a4xx
2 � b4xx C c4x/I6 (27.9)

where a2x; a4x, and a5x are functions of z. b4x; c2x; ccx, and c5x are functions of z
and y. Ii.i D 1; : : : ; 6/ are the current in the number i electromagnet.

Substitute Eq. (27.9) into Eqs. (27.4)–(27.6), and linearize at the center
Œ0; 0; z0; I0� of the workspace. The magnetic forces on a magnetized object with
volume magnetization M are expressed as

Fx D M
@Bz

@x
D2xI0 .ax1z0 C bx1/

C .ax2z0 C bx2/ .i1 � i3 C i4 � i6/ (27.10)

Fy D M
@Bz

@y
D2yI0

�
ay1z0 C by1

�

C �
ay2z0 C by2

�
.i1 C 2i2 C i3 � i4 � 2i5 � i6/ (27.11)

Fz D M
@Bz

@z
D .azz C bz/ I0 C azI0 .z � z0/

C .azz0 C bz/ .ii C i2 C i3 C i4 C i5 C i6/ (27.12)
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I0 is the current in electromagnets when the levitated robot stays at z0. All
coefficients in Eqs. (27.10)–(27.12) are deduced from coefficients in Eq. (27.9).
ij; j D 1; : : : ; 6 are the perturbed current in the jth electromagnet.

In a contact free levitation state, the dynamic of the levitated object is obtained
using the Newton’s Second Law:

mRx D 2xI0 .ax1z0 C bx1/C .ax2z0 C bx2/ .i1 � i3 C i4 � i6/„ ƒ‚ …
ux

(27.13)

mRy D 2yI0
�
ay1z0 C by1

�C �
ay2z0 C by2

�
.i1 C 2i2 C i3 � i4 � 2i5 � i6/„ ƒ‚ …

uy

(27.14)

mRz D �azI0 .z � z0/C .azz0 C bz/ .ii C i2 C i3 C i4 C i5 C i6/„ ƒ‚ …
uz

(27.15)

where m is the total mass of the levitated object.

2.5 Three-Dimensional Navigation of a Microrobot

The dynamic models shown in Eqs. (27.13)–(27.15) indicate that the levitation in
horizontal directions is internally stable, since the dynamic model has two poles
on the left side of the imaginary axis. However, the vertical direction dynamic
model has one pole on the right side of the imaginary axis. The levitation in vertical
direction is internally unstable. Therefore, feedback control is necessary for a stable
levitation. Using the derived dynamics model, a PID plus feed forward controller is
proposed to control the three-dimensional motion of a small permanent magnet in
a contact free space. The schematic of the controller is shown in Fig. 27.7. In the
vertical direction levitation, the feed forward controller provides the major control
signal; the PID controller is used to compensate for the actual signal.

Three virtual control inputs (ux; uy, and uz) are converted to actual current input
to electromagnets using the pseudo inverse method, which minimizes the normal of
input signal. The real position of a levitation robot is detected using three sets of
high accuracy laser-beam sensors.

Fig. 27.7 Schematic of the PID plus feed forward controller for three-dimensional motion control
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Fig. 27.8 (a) The microrobot is levitated; (b) Dimensions of the microrobot

Three-dimensional motion control experiment was conducted to validate the
performance of the proposed controller. In the experiment, the levitated microrobot
was a small cylindrical permanent magnet that had 5 mm in diameter and 5 mm in
height. Its remnant magnetic flux density is 0.29 T. The configuration of the levitated
microrobot is shown in Fig. 27.8.

The step motion response was recorded in the experiment. The experimental
results are presented in Fig. 27.9. The experimental performance shows that the
proposed PID plus feed forward controller can provide 20�m motion accuracy in
three axes. However, it should also be noted that cross-coupling effect exists among
three motion axes. The motion in y direction has a significant impact on the stable
levitation of the other two directions. In order to reduce the cross-coupling effect, an
advanced controller, such as an LQG controller [35], can be implemented to control
the motion of the microrobot.

3 Navigation of the Microrobot in a Non-transparent
Environment

Active navigation of a magnetized microrobot depends on stabilizing the inherent
unstable dynamics of the microrobot. It can be achieved by regulating the current
in electromagnets based on the feedback of the microrobot position. Generally,
precision laser-beam sensors are used to provide the feedback position of the
microrobot for a motion control system. The laser beam sensors can provide sub-
micrometers motion accuracy. However, the optical sensors only work in transparent
work environments. There is a promising limitation when they are used to navigate
a microrobot in a work environment with optical blockage. X-ray and ultrasound
devices are commonly used for navigating a microrobot in a nontransparent
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Fig. 27.9 (a) Motion trajectory in x- and y-direction; (b) Motion trajectory in z-direction

environment [27, 36]. However, the X-ray will be harmful to living cells, the
ultrasound penetration depends on the environment, and the complexity of these
systems also limits their application in real industry.

To address the limitation of optical blockage, the use of magnetic flux mea-
surement is a substitution. The magnetic flux can penetrate any nonmagnetic
materials without degrading its strength. Therefore, it is not limited by optical
blockage. Mehrtash in [37] presented the one-directional navigation of a magnetized
microrobot using magnetic flux measurement. Zhang in [38] presented the dual-
axial motion control of a magnetically guided robot using four Hall-effect sensor.
The fundamental is the relation between the location of the levitated microrobot and
the distribution of the magnetic flux in the workspace. Therefore, by mapping this
relation and regulating the magnetic field pattern in the workspace using magnetic
flux feedback, the internally stable dynamics of a levitated microrobot can be
controlled using an open-loop strategy in a small workspace.

Although there are advantages in using magnetic field measurement to determine
the position of the microrobot, an open loop control of the vertical direction
levitation of the Maglev system was internally unstable due to the presence of
gravity force. The stable levitation in this direction requires the dynamic information
of the microrobot. The magnetic levitation system in this chapter has a large
air-gap. The vertical direction levitation cannot be maintained by magnetic field
measurement-based position feedback controller. This is because the low resolution
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Fig. 27.10 Installation of Hall-effect sensors [38]

of Hall-effect sensors used in this study cannot detect the magnetic field of the
microrobot owing to the interference produced by electromagnets.

3.1 Modeling Magnetic Field Pattern for Navigation

In this chapter, the navigation of the microrobot on a horizontal plane using the
magnetic flux measurement based position determination is presented. As is shown
in Fig. 27.10, four Hall-effect sensors are installed symmetrically at the bottom of
the pole-piece (as pointed out in Fig. 27.2) to measure the magnetic flux pattern in
the workspace. In the figure, H1, H2, H3, and H4 are four Hall-effect sensors. H1
and H2 are installed in the x-axis to measure the magnetic flux pattern in the x-axis.
H3 and H4 are installed in the y-axis to measure the magnetic flux pattern in the
y-axis. Output voltage difference of the two Hall-effect sensors is used to represent
the magnetic flux in each axis. For example, Vdx is the magnetic flux in the x-axis,
Vdy is the magnetic flux in the y-axis.

As discussed above, the microrobot will stay at the Bmax point if the levitation
is in a contact-free space. Therefore, the relation between magnetic field pattern
and microrobot positions can be mapped by measuring the magnetic flux in the
workspace when the microrobot is navigated using laser-beam sensors. Figure 27.11
shows the measured magnetic field while the microrobot is navigated using laser-
beam sensors on the horizontal plane that locates at 78 mm below the pole-piece.

According to the measured magnetic flux pattern, the real positions of the micro-
robot in horizontal directions are determined by mapping the measured magnetic
flux using high order polynomial equations. The inputs for both models were the
output voltage differentials Vdx and Vdy of the Hall-effect sensors. In Eq. (27.16), the
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Fig. 27.11 Surface plot of measurements: (a) flux differential in x- and y- direction vs. x-position;
(b) flux differential in x- and y-direction vs. y-position [38]

mth order polynomial of Vdx and the nt order polynomial of Vdy were mapped into
the x-direction position estimation function. In Eq. (27.17), the rth order polynomial
of Vdx and the sth order polynomial of Vdy were mapped into the y-direction position
estimation function.
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where x and y are estimated positions using the magnetic field measurement.
Vi

dx.i D 1; 2; : : : n.m// is the ith order of voltage differential in the x-direction.
Vj

dy.i D 1; 2; : : : n.m// is the jth order of voltage differential in the y-direction. pij,
qkl are the coefficients of mapping functions. For example, pij is the coefficient of the
product of ith order Vdx and jth order Vdy in the x-direction position determination
function. Similarly, qkl is the coefficient of the product of the kth order Vdx and
lth order Vdy in the y-direction position determination function. The orders of the
proposed polynomial models can be determined using cross-validation method by
minimizing the root square mean error of fitting models.

3.2 Sensor Switching Control in Environments
with Optical Blockage

The control system schematic with magnetic flux feedback for open-loop navigation
of the microrobot on a horizontal plane is shown in Fig. 27.12.

Fig. 27.12 Schematic diagram of proposed 2-D Hall-effect sensor feedback control [38]
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Fig. 27.13 Configuration of
laser sensors system. An
object was placed in the
workspace and blocked the
laser beam of L2 [38]

Mapping models were implemented in the control system to predict the x- and y-
direction position of the microrobot. The Hall-effect sensors measured the magnetic
field in the working space. The measurement was then fed to the polynomial
mapping model. The mapping models calculated the x- and y-direction position
based on the measured flux differential. Then the calculated position was fed back
to the controller to form a closed loop position controller.

The proof-of-concept of switching the laser sensor based navigating mechanism
to the magnetic flux based navigation method was evaluated experimentally. The
configuration of laser sensors system of the maglev system is shown in Fig. 27.13.
The laser sensors system is composed of three pairs of laser sensors L1, L2, and L3.
L3 measures the z-direction position. L1 and L2 are used to measure the horizontal
position of the microrobot.

Figure 27.14 shows the results of sensor switching experiment. In this experi-
ment, the microrobot was navigated along y axis, and was kept at x D 0mm in
the x axis, at z D 78mm in the Zm axis. The position of the microrobot can be
measured by the laser sensor at positive y axis. However, the magnetic flux position
determination method switched on when the microrobot moved toward the negative
y axis since the laser beam of L2 was blocked by the environment near the y D 0mm
location.

4 Off-Board Force Measurement and Its Application

4.1 Off-Board Force Measurement

In the steady state of a contact-free levitation, the levitated microrobot stays at the
minimum magnetic potential energy point on a horizontal plane. This minimum
magnetic potential energy point is the location of Bmax Point .xmax; ymax/. However,
when the microrobot is in contact with its environment, the microrobot is not
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Fig. 27.14 Experiment result and (a) Sensor switching and motion tracking performance in
y-direction; (b) Real time photo shot during the experiment

stabilized at the Bmax position. The environment exerts contact force on the
microrobot. Meanwhile, the magnetic field produced by the levitation stage exerts
an equal and opposite magnetic force that moves the microrobot toward the Bmax

point. Figure 27.15 explains this fundamental. Due to the tiny size of the levitated
microrobot and the remote manipulation property of levitation, it is very difficult to
install an on-board force to measure the contact force on the microrobot. In addition,
it is not energy efficient to levitate extra mass.
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Fig. 27.15 Location of levitation robot and position of Bmax point. (a) coincide; (b) separated

A novel off-board force determination mechanism for magnetic navigation
was proposed to determine the real contact force and assist maintaining a stable
levitation. For the proposed method, no force sensor is attached on the microrobot,
and the cost is extremely low. The force determination mechanism was validated
experimentally in a single direction in [39, 40]. The principle is that the contact
force on the microrobot is linear to the distance between the real position of the
levitated microrobot and the position of the Bmax point. The force model in y is an
example, where the force model is expressed as

Fy D C.yr � ymax/ (27.18)

where yr is the real position of the microrobot in the y-direction, y � max is the
position of the Bmax point in the y-direction, and C is a constant similar to the
stiffness of a mechanical spring. The Bmax position, as presented in the previous
section, is determined using Hall-effect sensors attached at the bottom of the pole-
piece. The real position of the microrobot is measured using laser-beam sensors. It
was reported in [39] that the force determination method provides 1:27 �N accuracy
for single axis force sensing.

Experimental result is presented in Figs. 27.16 and 27.17 to show the perfor-
mance of the proposed off-board force determination mechanism. In the experi-
ment, the microrobot was navigated to push an aluminum cantilever beam step-
by-step in the y-direction. The real contact force was measured by measuring the
deflection of the cantilever beam using a high accuracy laser sensor. It shows
that the magnetic flux measurement based off-board force mechanism can provide
very accurate force measurement. It should be noticed that the output force of
a magnetically navigated microrobot is determined by the volume of magnetic
material on the microrobot. A larger microrobot provides more pushing force on
its environment.
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Fig. 27.16 Trajectory of Bmax measured by Hall-effect sensors and trajectory of the microrobot
measured by laser beam sensors

Fig. 27.17 Compare between measured force based on cantilever deflection and calculated force
based on distance between Bmax location and microrobot real position

4.2 Remote Manipulation for Biomedical Applications

Biomedical applications, such as medical surgery and drug delivery, have been
important contributions of MNM. Traditional surgery processes involve cutting
special parts of patient or using soft pipe in order to access the organisms that
require an operation. These procedures make patients feel uncomfortable and
usually require a long recovery period. In addition, taking drugs through mouth
reduces the effectiveness of medicine. MNM, with the feature of wireless control
and the potential to be down scaled, have significant advantages over traditional
manipulators. For instance, a microrobot can be sent directly to the organism that
need a surgery through the mouth or vessel, which prevents damaging other parts of
human body and is less uncomfortable [41]. Also, delivering medicine directly to
the target position can improve the efficiency of drugs.
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Fig. 27.18 Potential biomedical application: remotely navigate a capsule robot into human body
with force sensing at the master side

Most MNM for biomedical applications are passively actuated without active
position or force control. This is owing to the difficulty of localizing the microrobot
in an out-of-reach environment. Moreover, the tiny size of the microrobot makes it
impossible to attach an on-board force sensor to measure the applied force on the
microrobot by its environments, thus reducing the success rate of manipulation.

With the off-board force sensing method presented in the last section and
for the proof-of-concept, a remote micromanipulation system that combines the
developed magnetic levitation stage and a Haptic device was proposed for potential
applications such as drug delivery and explorations of the gastrointestinal (GI) using
a video capsule endoscopy [40]. The system is shown in Fig. 27.18.

The system has a master side and a slave side. The Haptic device, the master
side, generates the motion trajectory of the microrobot. The magnetically navigated
capsule robot [42, 43], the slave side, follows the commanded motion trajectory.
When the microrobot is in contact with its environment, the system improves the
stability of magnetic levitation by transferring the micro force measured at the
microrobot side using Hall-effect sensors to the macro force on the operator side.

5 Conclusion

This chapter presents a magnetically driven micromanipulation system. The prin-
ciple of navigation, modeling the magnetic field, and navigation control of a
microrobot were presented. A PID controller was proposed to control the motion
of the microrobot with 20�m accuracy. However, cross-coupling effect occurred
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during the navigation. One challenge of magnetic navigation is localizing the micro-
robot. A sensor switching motion control mechanism was proposed to maintain
the persistent navigation of a microrobot when optical blockage exists. The system
proposed in this chapter has potential applications in biomedical surgery and drug
delivery. An off-board force sensing mechanism using magnetic flux measurement
was developed to stabilize the navigation.
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Chapter 28
Design, Fabrication, and Robust Control
of Miniaturized Optical Image Stabilizers

Kaiwen Yuan, Alireza Alizadegan, Pan Zhao,
Ryozo Nagamune, Jingsong Chu, Simon Park, and Mu Chiao

Abstract 3D printing and moulding (3DPM) method is applied to the fabrication
of a miniature magnetic actuator for optical image stabilization (OIS) applications.
Polydimethylsiloxane (PDMS) and strontium ferrite (SrFe) nano powder are used
as the main structural materials. Young’s modulus and the magnetization of the
material with SrFe-doping ratios ranging from 20 to 60 % by weight are char-
acterized. The actuator, consisting of four coils, an actuating plate, and a base
supporter, is assembled and tested with a laser Doppler velocimetry (LDV) system.
A tilting angle of 0.6ı is achieved with the application of 500 mA (50 turns/9 mm
long coils). A Taguchi’s orthogonal experimental design is used in the finite element
analysis (FEA) simulation to examine the effect of dimension variations on the
eigenfrequencies. The frequency response of the actuator is characterized, and
the experimental results match with the simulation results between 1 and 450 Hz
showing less than 5 % errors and bandwidth of around 56 Hz. A series of replica
experiments are also performed and analyzed. Additionally, unavoidable product
variabilities in the batch fabrication of miniature actuators are discussed, and the
application of robust control to deal with such variations is proposed.
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1 Introduction

3-Dimension (3D) printing has been applied to rapid-prototyping and customization
with advantages of low cost, speed, and ease of fabrication [4] in many fields,
including medical applications and consumer electronics. 3D printing relies on an
additive manufacturing process to build products layer-by-layer with software that
processes computer-aided design (CAD) files. Sharing the same mechanism, 3D
printers can print in multiple ways, such as with selective laser sintering (SLS),
fused deposition modeling (FDM), stereolithography (SLA), and so on [3]. Diverse
printing materials like acrylonitrile butadiene styrene (ABS), polylactic acid (PLA),
polycarbonate (PC), polyphenylsulfone (PPSU), and nylon can be used. High-
resolution 3D printing methods such as stereolithography (SLA) can allow 3D
printing to rapidly fabricate devices and parts with a high precision [4]. Neverthe-
less, in comparison with traditional injection molding and other technologies, 3D
printing is not economical for large-scale production [6] and the materials for high
resolution 3D printing are less diverse. For example, an SLA printer can only use
photopolymer resin that is solidified with an ultraviolet laser.

The application of 3D printing in injection moulding tooling (i.e., moulds and
cooling channels) fabrication [40] and in vacuum-assisted resin transfer mould-
ing [14] already shows advantages in both the quality and rate. In traditional
moulding methods, for fabricating a mould, generally expensive, computer numer-
ical control (CNC) end mills are required, which are both costly and brittle,
especially for micro- or miniature-scale cases. For micro-mould fabrication, UV
photolithography with clean-room conditions is always required [45], which limits
the production efficiency and adds to the cost. The combination of moulding and 3D
printing (for fabricating the toolings for the moulding methods) provides a scalable,
faster alternative at a lower cost than either traditional moulding methods or micro-
mould fabrication.

Several attempts have been made to use high-resolution 3D printing mould-
ing (3DPM) in lab-on-chip (LOC) [11, 23] and microlens fabrication [42]. The
efforts simplify the micro-fabrication process, shorten the machining duration, and
reduce the cost. Nevertheless, so far, little research has been conducted on 3DPM
applications for actuator fabrication or magnetic material, which require more
considerations such as actuator assembly and accessory components to magnetize
the material.

Generally, an actuator is one of five components for any control system,
which also includes plant, sensor and transducer, signal modification units, and
controllers [13]. Magnetic actuators are an important type of actuators, and they
have been applied to drug delivery [1, 34], disk drives [7], cellular migration [26],
and so on. Compared to electrostatic actuators, magnetic actuators have advantages
in operating wirelessly and at lower voltage.

To achieve and control both desired mechanical and magnetic properties, mag-
netic particles should be loaded into polymers to form composites and be actuated
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with coils. By adding strontium ferrite micropowder into a commercial epoxy
resin and actuating it with a planar coil, large deflections are possible [28, 29].
Pallapa et al. [36] used lithography and micromoulding techniques to mix Nd-Fe-
B powder into a PDMS matrix and the actuator was actuated with printed circuit
board planar coils. In other experiments, a micromirror scanner was demonstrated
using a maximum 20 mT magnetic field [36]. In any case, few authors have reported
adding strontium ferrite nanopowder into a PDMS to form actuators. PDMS,
a porous, biocompatible (non-toxic) and easy to process material is preferable
for the base material and convenient for post-processing (i.e., laser cutting and
coating). Strontium ferrite powders also have advantages over other hard magnetic
material candidates of low cost and chemical inertness [18]. Furthermore, for most
miniature or micro-magnetic actuators, fabrication processes require clean-room
conditions [16, 26, 36, 37], which is both time-consuming and costly. Therefore,
innovative methods need to be developed that simplify the fabrication process and
reduce the cost.

Image stabilization (IS) is a good solution to correct the image blur that results
from a photographer’s hand trembling. Optical image stabilization (OIS) and digital
image stabilization (DIS or EIS) are two types of popular IS methods. DIS shifts
the electronic image from frame to frame to counteract the motion [8] or uses filters
(i.e., Kalman filters) to track the movement of pixels and remove detected irregular
global motion effects [15]. Although the cost of DIS is low, since no physical
components like a gyroscope or actuators are added, it is less effective and may
sacrifice resolution. Therefore, OIS, which modifies the optical path by an actuator
to compensate for hand-tremble, is more advantageous and promising [30, 44]. A
typical OIS system includes a gyroscope to measure hand tremor, an image sensor,
an actuator to modify the optical path, and a controller to process signals and give
commands to the actuator. Lens shifting, module tilting, and image sensor shifting
are commonly used technologies for OIS systems [39, 44]. Actuating methods have
been published, such as the voice coil motor (VCM) [10, 27, 44, 46], moving mir-
rors methods [20], piezoelectric (PZT) methods [25], and microelectromechanical
system (MEMS) based on thermal actuating methods [9, 31]. VCM applies coils to
actuate magnets, which are usually bonded with the lens holder, so that actuating
displacement can be controlled by the current/voltage in the coils. As VCM has
advantages in its low operating voltage, cost effectiveness, and stability, it has been
the main method applied in the OIS industry [21, 43]. Our previous publication [38]
reported an innovative tilting lens VCM actuator concept and we demonstrated a
conception macro prototype. As a follow-up to that research, we fabricated and
tested a miniature prototype.

For OIS applications, the desired performance of the actuating system should
include the actuator tilting in yaw (or pitch) direction of 0.6ı [17] with a low
energy consumption. We applied high-resolution 3D printing moulding (3DPM)
technology to fabricate a magnetic actuator, according to the above specifications
and researched the properties of a mixture of strontium ferrite nanopowder and
PDMS as the filling material, to help us understand and predict the dynamic
and stationary performance of the actuator. Influences of dimension variations
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on performance were studied, especially dynamic performance since errors in
fabrication can lead to variations in the dimensions of parts. These can affect the
performance.

The fabricated actuators have product variations due to the tolerance in fabri-
cation process. Such product variations can be seen in the resonant frequencies
and DC gains in frequency responses. To achieve the actuator’s fast and accurate
performance uniformly over all actuators, we propose to utilize the robust control
techniques based on a mathematical model with parameter uncertainties [24, 35, 47].

2 Design and Fabrication of Lens-Tilting OISs

In this section, we present the design of the actuator in lens-tilting OISs as well as
the fabrication details and the replica experiments.

2.1 Design

A final actuating system (Fig. 28.1) consists of four parts: (1) actuating plate (or lens
holder, with a ring magnet attached), (2) lens, (3) actuating coils (with Ni-Zn cores
inside), and (4) a base supporter. In this paper, we focus on parts 1, 3, and 4. The
design refers to previous work from our group [32, 38] that used coils to actuate
a platform (the lens holder). Since folded beams [32] may cause difficulties in the
demoulding, the design with one beam on each side was used to directly connect
the parallel beams on the supporter and the center circle.

Figure 28.2 shows the dimensions of the actuating plate; the thickness is 1 mm.
The entire length of the system is 12 mm, and four pairs of beams are folded at an

Fig. 28.1 Exploded view of
the actuator system,
composed of lens holder,
coils, and supporter
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Fig. 28.2 Top view and
dimensions of the actuating
plate

angle of 61.87ı and a 2 mm radius central circle. All coils are wound with wires in
the same direction. The coil has 50 turns and has a Ni-Zn core inside, with a length
of 9 mm and an outer diameter of 1.35 mm.

When applying current with the same direction as the four coils, the force
between the coils and the lens holder (including ring magnet and actuating plate)
will cause the plate to translate vertically. When an opposite current is applied to
two pairs of coils on the same side, the plate will rotate in yaw (around the x axis;
Fig. 28.2) or pitch (around the y axis; Fig. 28.2). If a hole is drilled in the center of the
plate, the lens can be mounted and when the plate rotates the light path will change.
By changing the light path, the actuator can compensate for the hand-trembling
effect with the help of sensors and controller. For hand tremor, the frequency can be
as low as about 8–12 Hz [17].

2.2 Fabrication

In the following, details including material preparation, fabrication process flow
(both 3D printing and moulding), and replica experiments are described.

2.2.1 Material Preparation

A layer of 20 % weight/volume polyacrylic acid (PAA, Sigma-Aldrich Corporation)
solvent (in water) was spin-coated onto glass slides as a sacrificial layer at 2000 rpm
for 30 s and then the PAA-coated glass slides were baked at 120 ıC for 3 min. PDMS
(Sylgard 184 Silicone Elastomer, Dow Corning Corporation) was used as the base
material. Pre-polymer and crosslinker, two compounds of PDMS, were mixed at
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Fig. 28.3 Mould of actuating
plate for stereolithography 3D
printing

a 5:1 ratio by weight. Subsequently, strontium ferrite nanopowder (Sigma-Aldrich
Corporation) was introduced at 3:2 (60 %), 2:3 (40 %), or 4:1 (20 %) (strontium
ferrite:PDMS) by weight, and mixed with a stick for at least 1 min.

Stereolithography 3D printing (SLA 3DP) [22] is a 3D printing method that
can achieve high resolution and it was applied in our project. The mechanism of
SLA 3DP uses UV light to solidify the photopolymer, layer by layer, so that the
parameters such as slice thickness, burn-in exposure time, and normal exposure time
are significant.

Asiga Freeform Pico (ASIGA, CA, USA), an affordable stereolithography (SLA)
3D printer with native XY pixel resolutions down to 27�m and 250 nm Z-axis servo
resolution, was used to print the mould, with PlasWHITE (photopolymer, ASIGA,
CA, USA) as the material. A flash mould (without bottom; Fig. 28.3) was designed
to ease the demoulding process, which typically has the most difficulties [19] due
to large surface energy and friction force. After printing, the printed mould was
immersed into isopropyl alcohol (IPA) for 5 min to remove uncured photopolymer.
When dry, it was cured for 20 min in UV light (Pico Flash).

2.2.2 Moulding

The fabrication procedures (Fig. 28.4) for the actuating plate are as follows: (1) 3D
printed mould mounted on PAA-coated side of the glass slide; (2) cylinder magnet
(MAG400190, Main Electronic Supplies Ltd.) positioned at the bottom of the slide;
(3) mixture of PDMS and strontium ferrite filled into the mould; (4) mould carefully
covered with another PAA-coated glass slide and then clamped (Fig. 28.5) with
another cylinder magnet (MAG400185, Main Electronic Supplies Ltd), which also
helps the magnetic powder align vertically during the curing process; (5) curing the
moulded sandwich at 75 ıC for 3 h (on a hot plate or in the oven) and then natural
cooling; (6) magnets slowly removed and the cooled mould sandwich is immersed
in water for 5 min to dissolve the PAA sacrificial layer; (7) slides are uncovered to
obtain the mould with the solidified part inside; and (8) demoulding with tweezers
or a thin stick.
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Fig. 28.4 Fabrication process for the actuating plate

Fig. 28.5 Moulding
sandwich with magnets
clamping glass slides and
magnetizing materials in
mould

The 20 and 40 % SrFe-doped mixtures (Fig. 28.6b, c) have viscosities that are
low enough to stay in the liquid phase. In step (3), we just need to drop the liquid
mixtures into the channels or the center and the liquid will automatically flow to fill
the mould. Nevertheless, for the 60 % SrFe-doped mixture (Fig. 28.6d), the mixture
is mud-like (higher viscosity) and to fill the mould, flat tools, such as a glass slide,
must be used to help fill and compress the materials into the mould. Although it
seems to be more complicated, the 60 % mixture is actually more advantageous than
the 20 or 40 % mixtures for the mould (or flash mould) we used, because the liquid
mixtures tend to flow out, resulting in a waste of material and a failure to completely
fill the mould. By attaching a magnet to the back of the glass slides during filling
(Figs. 28.4–3), the filling material will be attracted to the bottom because of its
magnetic properties, and the magnet will cause a virtual external compression, to
increase the density and amount of SrFe in the mould volume.

After obtaining the actuating plate, the base supporter was also printed using the
SLA 3D printer. The post-processing was the same as that of the moulding (i.e.,
printed part immersed in IPA for 5 min to remove uncured photopolymer, and after
drying, the curing takes place for 20 min with UV light (Pico Flash)). To assemble
the device (Fig. 28.7, the coils (Senders Electronic Commerce Co., Ltd., with HP06
core) were first inserted into the four hollow cylinders with wires coming out. Then,
a ring magnet (R211, K&J Magnetics Inc.) was attached coaxially to the center of
the actuating plate. When placing the plate onto the glass slide, a drop of PDMS
(pre-polymer and crosslinker mixed with 5:1 ratio by weight) was dripped into the
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Fig. 28.6 (a) A drop of PDMS (pre-polymer and crosslinker mixed with 5:1 w/w) on glass slide;
(b) a drop of PDMS doped with 20 % w/w SrFe nanopowder on glass slide; (c) a drop of PDMS
doped with 40 % w/w SrFe nanopowder on glass slide; (d) a drop of PDMS doped with 60 % w/w
SrFe nanopowder on glass slide

hole of the ring magnet. Afterwards, the plate was cured at 75 ıC for 40 min to
solidify the PDMS, and to further bond the ring magnet and the plate together. If
the plate is directly mounted on the supporter, the strong attractive force between
the core of the coils and the ring magnet will cause the plate to snap immediately.
Therefore, we filled PDMS (5:1) into the four grooves at the top of the walls of the
supporter as a glue to bond the plate and supporter. Before mounting the plate, and
to protect it from snapping, another R311 ring magnet was attached on the other side
of the glass slide (Fig. 28.7, step 4; and Fig. 28.8a). Finally, the plate is mounted on
top of the supporter, which is soldered with a flexible printed circuit board (FPCB)
for testing. The device was cured at 75 ıC for 1 h, and afterwards, the auxiliary
parts were removed carefully. Figure 28.8b shows the final actuator after curing. A
hole in the center of the plate can be cut with a laser easily or a cylinder can be
inserted during moulding to embed any lens. Because PDMS is also a promising
optical material [42], in the future, we may be able to mould both the lens and the
lens holder directly. In this project, for ease of characterization, we kept the center
material to emulate the case with a lens.
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Fig. 28.7 Assembling process of actuator

Fig. 28.8 (a) Actuator with auxiliary magnet and glass slide before curing; (b) final actuator after
curing

2.2.3 Replica Experiments

A series of replica experiments were performed to study the influences of fabrication
errors on variations of frequency responses of actuators. Since air gap, which may
have significant influences on magnitude/tilting angle [38], but negligible impacts
on shape of frequency response curves, is not easy to be quantified in assembled
actuators, in this part, we mainly focus on studies of bandwidths and locations
of natural frequencies. Firstly, five moulds (named as Mould1, Mould2, Mould3,
Mould4, and Mould5) were printed with the same SLA 3D Printer. Each mould was
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Fig. 28.9 Fifteen actuating plates with five moulds and three batches

Fig. 28.10 Fifteen assembled actuators with five moulds and three batches (from left to right: first
batch, second batch, and third batch)

used to replicate three actuating plates. The exactly same procedures were followed
to fabricate 15 actuating plates in total, as shown in Fig. 28.9. Fifteen actuators based
on these plates were assembled, as shown in Fig. 28.10. A frequency response test
was conducted for the 15 assembled actuators, with sinusoidal excitations of fixed
amplitude 100 mA and frequency range from 1 to 100 Hz.
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Table 28.1 Dimension of samples for SQUID test

Ratio of Strontium Length Width Thickness Mass
Ferrite (mm) (mm) (mm) (g)

20 % weight/weight 2:57 2:2 1 0:00681

40 % weight/weight 2:09 2:35 1 0:00692

60 % weight/weight 2:29 2:41 1 0:01061

3 Characterization Methods

To understand the material properties and obtain parameters for further simulation, a
tensile test of material and magnetization test were performed to calculate Young’s
modulus, coercivity, remanent magnetic moment (unit weight), etc. For actuator
performances, both stationary and dynamic tests were done with a laser Doppler
vibrometer (LDV) system.

3.1 Characterization of Material

Sample preparation procedures were similar (but not identical) to those above:
(1) PDMS (5:1 ratio of pre-polymer and crosslinker by weight) was mixed with
strontium ferrite with 20, 40, and 60 % strontium ferrite:PDMS ratios by weight;
(2) mixture was stirred with a stick for at least 1 min in petri-dishes (since the
viscosity of the 60 % mixture is low, even using a glass slide to help smear the
mixture, obtaining a uniform layer was difficult); (3) the sample was placed into
an oven at 75 ıC for 3 h with MAG400350 (Main Electronic Supplies Ltd) at the
bottom, and followed with natural cooling; (4) samples were cut with a knife for
characterizations. A Wyko profiler (VEECO Metrology Group, AZ, USA) was used
to measure the thickness of samples and digital calipers were used to measure their
length and width. The tensile test of composites were measured with a thermo-
mechanical analyzer (TMA 2940-Q series, TA Instruments, DE, USA). Testing was
performed at room temperature and the applied force was ramped with 0.05 N min�1
from 0 to 0.1 N or 0.2 N. After obtaining the data for each sample, the end of pre-
loading was set as the start point. Strains and stresses were obtained by dividing the
dimension changes by length (including pre-loading length) and dividing the forces
by section areas. Young’s modulus was calculated with the slope of each curve; the
effect of temperature on Young’s modulus was ignored here.

A superconducting quantum interference device (SQUID) (Quantum Design,
CA, USA) was used to characterize the magnetic moment (emu) versus the applied
magnetic field (kOe) at 300 ıK (26.86 ıC). Samples (Table 28.1) were prepared
exactly as described for the moulds in the Fabrication section.
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3.2 Characterization of Actuator

A LDV system (Fig. 28.11) was used to characterize the actuator. The system
included: (1) a dSPACE DS1103 platform for control of algorithm implementation,
(2) a DC power supply, (3) an amplifier for converting control voltage from dSPACE
to current for the coils of the actuator prototype, (4) a LDV to measure the tilting
(rotating) angle, and (5) the prototype with reflective tape attached at the top center
to strengthen the signal. A 1 Hz sinusoidal current with amplitude ranging from 100
to 500 mA was first applied to the actuator. The direction of the current in coils on
the A and B sides (or the C and D sides) (Fig. 28.8a) was made opposite so that the
actuator could rotate (tilt). The frequency response of the device was also measured
with a 100 mA current, ranging from 1 to 1000 Hz at the B side. In both stationary
and dynamic characterization tests, a 1.25 mm by 1.25 mm square reflecting tape
was cut and attached to the top of the actuating plate, with each edge parallel to
the corresponding wall of the base supporter, to strengthen the signal. The laser was
focused on the edge of the tape at each side to ensure that the rotating radius was
1.25 mm.

4 Experimental Results

Using the experimental setup mentioned above, the characterization results of both
material and actuators are presented and discussed below.

Fig. 28.11 System setup for characterizing the actuator
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Fig. 28.12 Stress-strain curves of pure PDMS and PDMS doped with 20, 40, and 60 % w/w SrFe
composites

4.1 Characterization of Material

The Young’s modulus and the magnetization curve are the essential properties to
be evaluated in our study. The results as well as the comparisons with the related
research works are described next.

4.1.1 Young’s Modulus

Figure 28.12 shows the stress-strain test results for the pure PDMS and PDMS
composites with 20, 40, and 60 % wt SrFe nanopowder loaded, and Fig. 28.13 shows
the elastic modulus of the samples. Young’s moduli of pure PDMS is 1.53 MPa,
which is consistent with [37]. For the 20 and 40 % samples, with addition of SrFe,
the elastic modulus of the PDMS increased by 15.69 % and 47.71 %, respectively.
Previous authors [37] implied that a reduction in Young’s modulus could result in
poor interactions between the PDMS matrix and addition of powders. The results
suggest that for the 20 and 40 % cases, when the mixtures were stiEll liquid, SrFe
and PDMS show good compatibility and SrFe may not prevent the possibility of
crosslinking. For the 60 % case, the elastic moduli decreased by 47.71 %, possibly
because the viscoelastic solid mixture might not have been thoroughly crosslinked,
which would lead to a low modulus [5, 41].

In our case, the 60 % SrFe-doped mixture was used. A low Young’s modulus
of the composite is advantageous for magnetic actuation since a weaker magnetic
field is needed for lower forces (less stress per unit section area), while providing
the same strain (dimension change with unit length). Nevertheless, for a simple
beam or plate, natural frequencies are proportional to the root of Young’s modulus.
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Fig. 28.13 Elastic moduli of pure PDMS and PDMS doped with 20, 40, and 60 % w/w SrFe
composites

The actuating plate can be viewed as a combination of four beams and a circle
plate. A lower Young’s modulus means lower natural frequencies, which may not
be beneficial for control in our case. Higher natural frequencies will help the system
stay away from resonance.

4.1.2 Magnetization Curve

Figure 28.14 shows the M-H hysteresis curves for the samples in Table 28.1. The
coercive force is consistent for all three samples, with an average value of 4.25 kOe
and the remanent magnetic moment (unit weight) is proportional to the by-weight
ratio of strontium ferrite-PDMS, which is also consistent with the findings of other
authors [18, 28]. The coercivity is 1.85 times larger than that reported [18], which
could result from magnetization during curing [12]. An external magnetic field
during mixture solidification can help magnetic particles align themselves in the
vertical direction. Therefore, the aligned sample will show larger coercivity, which
is advantageous since the sample will be more difficult to get demagnetized. The
stress-strain and M-H hysteresis results were applied to a finite element analysis
(FEA) to estimate the force and magnetic field.

4.2 Dimensions

An SZ61 zoom stereo microscope (Olympus Co. Japan) was used to characterize the
top view of the actuator, and ImageJ (National Institutes of Health, USA) software
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Fig. 28.14 Mass magnetization curves versus applied magnetic field for composites with 20–60 %
strontium ferrite nanopowder added at 300 K (26.86 ıC)

Fig. 28.15 Dimensions
characterization under
microscope

was used to calibrate and measure the dimensions (Fig. 28.15 and Table 28.2).
The beams at the A, B, and C side were found to have a relatively uniform beam
width, with an average width of 0.7953 mm (standard deviation of 0.00404 mm).
Nevertheless, the beam at the D side was 10.6 % shorter than the average width of
the others. For four beams, the average width was 0.7743 mm (standard deviation of
0.04296 mm). The variation may be due to the fact that the SLA printer generates
pillars to support the printed part, and the surface of each side may not be
even after the pillars are removed. We used sandpaper to file the uneven sides
manually; however, some errors may have caused the asymmetric errors. In the
future, the errors could be reduced by using a polishing/sanding machine instead
of manual filing. The average beam length was 3.5463 mm (standard deviation of
0.1744 mm). The variation of lengths may have been the result of the assembly.
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Table 28.2 Dimensions of
the prototype

Beam width Beam length Diameter
(mm) (mm) (mm)

A 0:799 3:647 3:700

B 0:796 3:408

C 0:791 3:740 3:862

D 0:711 3:390

As the ring magnet and the cores of coils would attract each other, the errors in
the ring magnet/plate circle and hole in the base supporter, being non-coaxial, may
contribute to variations in bending even without a current. The measurements show
shorter beam lengths at the B and D sides, probably because of the center of the
plate shifting closer to the B and D sides. Assembling errors, along both the C
and D sides, may be due to variations in the diameters (Table 28.2) and could be
reduced with an optimized design for the base supporter (i.e., with grooves to hold
the parallel beams).

4.3 Characterization of Actuator

To characterize the fabricated actuator, we conduct two tests, i.e., stationary test and
frequency response test.

4.3.1 Stationary Test

Figures 28.16 and 28.17 show the relation between the actuating current and the
tilting angle for four sides. All curves are quite linear, with R2 (coefficient of
determination) larger than 0.99 and they perform a tilting rate of between 0.0011
and 0.0012 (Table 28.3), except for the C side that demonstrates a lower tilting
rate. The shorter beam at the D side (Table 28.2) could cause this asymmetry.
For the symmetric side, the plate is able to achieve the desired performance by
being actuated by 0.6ı (the maximum angle from human hand tremor [17]) with
as low as a 500 mA current (50 turns/9 mm) or 1.11 mA/(mm turn), operating at a
much lower current than in other reported designs [9, 27]. According to Ampere’s
Law [33], the magnetic flux density is proportional to the turns of the coil, current,
and is reciprocal to the length. Therefore, by increasing the turns of the coil, the
current used and the thickness of the actuator can be reduced. We intend to make
improvements in this regard in the future.
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Fig. 28.16 Relation between current and tilting angle for the four sides vertically down

Fig. 28.17 Relation between current and tilting angle for the four sides vertically up

Table 28.3 The tilting rate
for four sides with a 1 Hz
sinusoidal current

Actuating Up tilting rate Up tilting rate
side (ı/mA) (ı/mA)

A 0:0012 0:0012

B 0:0012 0:0011

C 0:0006 0:0009

D 0:0011 0:0011
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Fig. 28.18 Frequency responses of the system and simulation results

4.3.2 Frequency Response

Figure 28.18 demonstrates the frequency response for the actuator tested with the
same LDV system and a digital storage oscilloscope (TDS 2014, Tektronix Inc.,
USA). Three tested frequency responses curves show good repeatability. The tilting
angle-frequency curve shows that, at 104.11, 373.68, and 459.73 Hz, there are three
peaks (natural frequencies). All normal modes are far from the operating frequency
range, which is about 8–12 Hz [17] and the bandwidth is around 56 Hz, which means
the ability to compensate undesired vibration under 56 Hz.

5 Uncertainty Modeling and Robust Control
of Lens-Tilting OISs

To design a feedback controller for the OISs which are designed and fabricated in
this chapter, we will take the following procedure. First, we sample the magnetic
actuators in a batch-fabricated production line, and take their frequency responses
as in Fig. 28.18. Due to limited manufacturing tolerance especially inherent to
fabrication and assembly of miniature-scale devices, the frequency responses will
manifest variations in resonant frequencies and DC gains. These variations can be
represented as a transfer function with parametric uncertainties G.s; ı/, where G
is the transfer function, s is the Laplace transform variable, and ı is the parameter
uncertainty vector. To the uncertain model G, we can apply well-established robust
control techniques, such as robust H1 control [24] and �-synthesis [35], in order
to ensure stability of the closed-loop system for all OISs while optimizing the
performance.
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Experimental verifications of the robust control techniques on large-scale OIS
prototypes with product variations have been conducted [2], while the analogous
verifications with miniaturized actuator prototypes are ongoing and will be pre-
sented elsewhere.

6 Conclusion

In conclusion, we successfully applied 3D printing moulding methods to fabricate
a miniature magnetic actuator for an optical image stabilizer. The Young’s modulus
of the magnetization curve for the PDMS composite showed an advantage in the
actuating. The results of the magnetization curves are consistent with previous
works. The actuator could achieve a 0.6ı tilting angle with 500 mA (50 turns/9 mm),
operating at a much lower current than in other designs [9, 27]. The frequency
response test also showed that the actuator could easily help the system become
stable and experimental results match simulation results very well, showing less
than 5 % errors. In replica experiments, we analyzed the moulding errors are 0.69–
10.87 % for diameter, 2.32–22.75% for beam width, and 0.38–4.99 % for beam
length. Mould fabrication errors are 2.90 % for beam width, 2.85 % error for beam
length, and 1.11 % errors for diameter. We also disclosed that standard deviations
of bandwidth are positive-related to errors in beam width and that variations in
natural frequency between 100–1000 Hz are positive-related to errors in beam
length. Finally, the application of robust control techniques to actuate the developed
miniature magnetic actuators was briefly discussed. The experimental validation of
robust control in miniature actuators will be a future research topic.
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Chapter 29
Biofeedback Technologies for Wireless Body
Area Networks

Rui Li, Daniel T.H. Lai, and Wee Sit Lee

Abstract A growing trend of minimised electronic components and wireless
communication technologies has brought great potential for wireless body area
networks (WBAN). In WBAN, invasive or non-invasive sensors placed in on or
around the human body are widely utilised to collect vital data of the human body.
These signals are further analysed and processed in order to provide information on
the state of the human body. Additionally, along with the development of micro-
electro-mechanical-systems (MEMS), portable and wearable measurement units
have become available for making this information delivery system more easily
applicable in practice. Nowadays, such systems have been widely applied in medical
(e.g. blood pressure measurement) and sports (e.g. movement measurement) areas.
Recently, work has begun on exploring a more proactive use of WBANs, switching
them from an active monitoring technology to a proactive one, namely a technology
that not only monitors but also reacts autonomously to the situation. In this chapter,
we focus on an emerging WBAN paradigm, namely real time biofeedback to the
WBAN user. We will first review the concept of biofeedback control systems
and its structure will be illustrated. Biofeedback in WBAN systems requires
a multidisciplinary approach combining actuators, sensors, communications and
signal processing. Existing work in this exciting new area will be highlighted before
further challenges and open research issues are mentioned.

Keywords Body sensor networks • Sensors • Actuators • Biofeedback •
Sports • Health

1 Introduction

In our contemporary society, the requirements of medical services arising from the
aging population as well as diseases such as cardiovascular and cerebrovascular
disorders are increasingly crucial. Given the population change corresponding to
different age groups, it is clear that the age group of 65 and over has increased the
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Fig. 29.1 Global population
estimation by number

Fig. 29.2 Global population
estimation by percentage

most over the last decade [1]. Compared to other age groups, this group numbers
have been steeply climbing as seen in Figs. 29.1 and 29.2 [2]. The aged population
brings significant impact on global economic development, productivity, and more
importantly, the health care system. Australia, for example, has experienced increas-
ing pressure to fund the rising costs of the national health care system over the last
decade. Statistics from the Australian Institute of Health and Welfare [3] showed the
annual national health care expenditure grew an average 5.4 % annually from 1986
to 2011, while GDP grew annually at only 3.1 % ! Within the expenditure, people
aged 65 and over cost more than $8000 per person per year, twice as much as the
cost of the younger group. In addition, top ranked causes of death such as coronary
heart disease (15 % in 2011), cerebrovascular disease (8 % in 2011), dementia (7 %
in 2011), and lung cancer (6 % in 2011)[3] have also put a toll on the healthcare
system. It has been shown that most diseases are preventable with appropriate early
interventions, and they can be well managed and treated by proactive understanding
of common risk factors [4, 5]. The consensus now is to shift the focus of healthcare
from being reactive to proactive (individuals should look after their health early
on) in order to reduce the national burden of costs and increase the efficiency
of the national healthcare system. Clearly this goal requires a dramatic change in
mentality, something that will require time. In the short term, we are forced to look
to science and engineering for possible solutions.
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In sports the use of technology and innovation is fast gaining traction [6]. To
date, various commercialised sports-related innovations have been brought into the
stage. These include competition-level technologies such as Hawk-Eye for tracking
a tennis ball’s trajectory [7], Goal-Line used for validating goals in soccer games
[8], advanced stopwatches used for measuring swimmers’ stroke characteristics
[9], as well as personal training equipment such as heart rate monitoring and
global position system (GPS)-enabled devices [10]. In the meantime, research
has been conducted to explore the possibility of quantifying regular training.
Quantitative assessment technologies are applied to some sports such as cricket fast
bowling [11], surfing [12], snowboarding [13], pistol shooting [14], cycling [15]
and swimming [16, 17]. Such practical technologies are required to help understand
human sensorimotor mechanisms and their interactions with machines, equipment
and environment. In these applications, biofeedback is central for technologies used
for sports training, injury prevention and even rehabilitation.

It is apparent that the medical and sporting needs above require more intrinsic
personal monitoring, something an integrated wireless body area network (WBAN)
promises to do. In typical WBANs, miniature sensors detect physiological symp-
toms or physical activities of human users. A central processing unit deals with
data transmission, signal processing, power management and information storage
[18]. The idea of adding mini actuators to WBAN platform allows one to provide
feedback signals to alert users or to provide some form of augmented information.
In general, biofeedback technologies will be able to spontaneously help monitor and
adjust users’ performance. Furthermore, it is the micro-electro-mechanical-systems
(MEMS) technology which minimises the size of sensors, processors and actuators
that enables the concept of WBAN highly viable and valuable. The biofeedback
control systems which apply MEMS to assemble WBANs will exempt human
involvement in any body area treatment or training sessions. In the meantime, it
would cause minimum possible distraction and discomfort on the end users.

This chapter aims to highlight the past and current biofeedback control tech-
niques, some of which are just beginning to be implemented in the context of
WBANs. The chapter will start with the structure and basic characteristics of a
feedback control system in Sect. 2, followed by Sect. 3 which focuses on various
applications of biofeedback control systems including the area of motor biome-
chanics, health care and sports. Special requirements when applying biofeedback
control systems in WBANs are explained in Sect. 4. Finally, we conclude with
further challenges and open research issues in Sect. 5.

2 Biofeedback Control Systems for WBAN

Biofeedback control systems primarily consist of three elements, namely sensors,
actuators and control algorithms. These elements transfer similarly when biofeed-
back is applied to the WBAN framework albeit with some differences as seen in this
section.
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Fig. 29.3 Diagram of a biofeedback control system for WBAN

2.1 Elements in Biofeedback Control System

Structures of classical feedback control systems vary depending on control theories
involved and the respective control variables. A biofeedback system for WBANs
integrates the ideas of control theory by using sensor data as reference signals and
actuators to provide feedback to the human body (shown in Fig. 29.3). The challenge
is then to appropriately model the component of the human body of interest, e.g.
locomotion, so that correct feedback can be provided.

2.1.1 Sensors

The development of sensor technology is the initiator for further design of biofeed-
back control systems applied in the human body area network. The sensor technolo-
gies transduce physical or chemical parameters to analog or digital signals, allowing
further analysis, e.g. statistics and signal processing. Sensor readings provide the
input of biofeedback control systems. Wearable sensors bring great opportunities
for quantitatively understanding physical characteristics of the user. Typically, force
sensors (including exoskeleton devices [19] and fingertip-mounted [20] devices) and
inertial sensors (including accelerometer [21], gyroscope [22] and magnetometer
[23]) are extensively applied for understanding physical activity both in static cases
(e.g. ability of keeping balance [14]) and motor control tasks (e.g. posture control
[17, 24–46]). Heart rate monitoring devices which are traditionally employed in
medical applications have been brought to sports area in recent years. They have
found more use in hazard monitoring in order to warn athletes of their physical
response to the ongoing training intensity and stress [47]. Energy expenditure can be
measured by direct or indirect methods such as oxygen consumption/carbon dioxide
production devices [48], calorimeters [49] and heat-flow sensors [47].
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Table 29.1 Biofeedback control devices (actuators)

Category Applications

Visual feedback devices [17, 25–32, 34, 52, 63–76]

Audio feedback devices [50, 51, 63, 77, 78]
Tactile devices Electro-tactile [53, 54]

Vibro-tactile (force-haptic) [55–57, 79]

Visuo-tactile (visual-haptic) [58, 59]

Thermal [61, 62]

2.1.2 Actuators

Actuators are tools that can provide the feedback mechanisms to the subject to
improve its current state to the desired one. Typical applications of actuators applied
in human body area control systems are included in Table 29.1. Audio feedback
devices are substantially used to warn control subjects of improper performance
(e.g. risk postures warning [50], gait analysis and diagnosis [51]), while visual
feedback mechanism emphasises the monitoring function by visually illustrating to
control subjects their performance and desired objectives (e.g. 3D shoulder position
measurement [52], swimmers performance measurement[17, 25–32, 34]). The third
type of actuator is tactile feedback actuator devices which can be divided into four
subcategories:

• Electro-tactile actuators transmit control signals through a current injection from
surface electrodes into the human skin giving a prickly sensation. It requires
direct contact between human skin and the electro-tactile actuators. Recently,
researchers have been looking into its applications particularly in areas such as
hand gesture control [53] and sway posture control [54].

• Vibro-tactile actuators are used where visual or audio information is limited. This
type of actuator (usually a piezoelectric transducer) is capable of delivering var-
ious distributed stimuli with robust sensations [47]. In addition to its traditional
applications such as sway warning [55] or risk indication [56], it can also be
applied on a daily-basis such as being used in playing gesture control in piano
training [57].

• Visual-Haptic actuators are designed according to subtle senses of humans. For
instance, visual haptic feedback can be displayed as a bar chart which indicates
users their electroencephalograph (EEG) activities [58]. When used together with
electromyography (EMG) devices, it can provide feedback for general locomotor
control improvement [59].
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• Thermal actuators include, but not limited to, temperature sensors, temperature
control systems (e.g. thermal-electric heating pump and water cooling system)
and thermal stimulators [60]. They provide temperature information to users to
assist their discrimination of different materials [61]. Additionally, the inten-
sity of vibro-tactile feedback on human skin can be quantitatively described
in accordance with thermal feedback human perceived [62]. Unfortunately,
practical applications of thermal feedback mechanisms are limited due to the
lack of thermal actuators developed and understanding of how to use them for
biofeedback [60].

2.1.3 Control Functions

Functional control algorithms are core to control systems. The design of control
algorithms should take into consideration the desired objectives, control variables
and the level of control performance (e.g. accuracy, speed, etc.)[80]. Besides,
there are some significant universal regulations such as the laws of physics (e.g.
Kirchhoff’s current and voltage law, Newton’s force law, etc.)[81], science of
dynamics, disturbances and uncertainties, and system homogeneity (when inter-
connecting multiple systems, all subsystems should be in similarly comparable
performance)[80], restricting the design of control functions. Control models avail-
able range from the standard proportion-integration-differentiation (PID) control
to more advanced concepts such as fuzzy control, stochastic control and model
predictive control.

2.2 WBAN Architectures for Biofeedback

There are three major WBAN architectures that can be integrated with actuators
for biofeedback. The selection of the architecture is critical for feedback control
as it will affect the feedback intensities and the overall system lifespan. These
architectures are depicted in Fig. 29.4:

• Integrated-BAN mode refers to the case where sensor, actuator and control hub
reside on the same node.

• Intra-BAN mode involves a separated control centre which is used for gathering
information from different sensors and sending directive feedback signals to
actuators. The aim of including a single individual control hub is to reduce the
complexity and power consumption of each body area node.

• Inter-BAN mode has an external control centre that collects sensor data and
dispatches feedback signals. Since the control hub is off the body, more complex
control algorithms can be implemented and thus this architecture provides the
most accurate feedback information. However transmission delay times mean
that the system response time is slow making this architecture more suitable for
applications that do not require time critical biofeedback.
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Fig. 29.4 WBAN
architectures: (1) integrated
mode structure; (2)
intra-BAN mode structure;
(3) inter-BAN mode structure

The trade-offs in architecture selection include power consumption, complexity
of control algorithms, response time and control accuracy. The performance of the
WBAN with respect to each trade-off parameter is included in Table 29.2.
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Table 29.2 Performance of WBAN structures

Node power
consumption

Algorithm
complexity Response time Control accuracy

Integrated mode Highest Lowest Fastest Lowest

Intra-BAN mode Medium Medium Medium Medium

Inter-BAN mode Lowest Highest Slowest Highest

3 Applications of Biofeedback Control Systems

The applications of biofeedback control systems are largely found in areas of
biomechanics learning, medical therapy and sports. The key benefits of deploying
such a system on human body are to provide distance control and real-time feedback
to users so that appropriate treatment and prevention of hazards can be implemented
effectively. The following subsections introduce some recent implementations of
biofeedback control system in different fields.

3.1 Biofeedback and Human Movement

Biomechanical analysis has become the fundamental tool for understanding human
locomotion. Current technologies are capable of providing extrinsic feedback
to humans to assist their learning (performance improvement) and performance
achievement (objective outcome). The classification of such extrinsic feedback can
be divided into the following four levels (L1 or neuromuscular level, L2 or kinetic
level, L3 or kinematic level and L4 or movement outcome level) based on the
scope of control subjects: a piece of nerve or muscle, a body position, group of
body positions and overall locomotor performance [82]. Example applications in
each level are summarised in Table 29.3. It is worth mentioning that there is a
growing tendency of feedback complexity along with the rise of control levels due
to the increasing number of associative control variables, yet the control specificity
(precision of control functions) is descending.

3.1.1 Level 1: Neuromuscular Feedback

Neuromuscular level feedback refers to the control functions specifically working on
a nerve or muscle bundle. As long as three decades ago, the design of neuromuscular
biofeedback system has already been developed for hemiplegia treatment [63].
Researchers found that hemiplegic patients with upper limb dysfunctions achieved
certain levels of improvement in movement control after being supplied with EMG
biofeedback through video and visual cues. In addition, patients showing greater
potential in improving their upper extremity functions in this research could be
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particularly identified with the help of designed biofeedback system. Since then
applications of neuromuscular feedback on motor function recovery treatment have
been continuously studied. Later research in muscle rehabilitation programs used
EMG biofeedback systems in computer-game-based routine practice for motivating
patients with motion dysfunctions to complete their recovery training [65]. Similar
applications in [64] have presented a virtual reality model through which patients
access visual feedback on a computer screen. Here a virtual person mimicking their
movement or a desired set of movements is displayed for them to learn. The virtual
person was generated from fusion of data collected from six EMG devices fixed on
the patients’ lower limb muscles.

Lately, researchers tend to put more emphasis on the feedback mechanism and
integrity of control system. Vibrotactile [79] and visual-haptic [59] feedback devices
have been brought into neuromuscular feedback systems where EMG is used as the
transducer device. Moreover, EMG biofeedback control system can also be organ-
ised as a diagnostic tool utilised in the tele-monitoring e-healthcare system for iden-
tifying neuromuscular diseases and managing neuro-rehabilitation progress [67].

It should be noticed that there is a developing tendency of combined applications
of Level 1 and higher level biofeedback mechanisms. In [66], EMG aligned
with a magnetic motion tracking device, which is categorised as the Level 3
kinematic feedback equipment, has been developed to encourage patients with upper
limb disorders to have sufficient physical practice through some human–machine
interactive activities. The idea of voluntary and active self-training and assessment
has been raised in this research.

3.1.2 Level 2: Kinetic Feedback

Kinetic feedback mechanism is more common in human movement control systems,
where the control subject normally refers to a particular position of human body, a
leg or arm, for instance. Within kinetic biomechanical feedback control systems,
inertial measurement units (IMUs) and force sensors are widely used sensing
elements. IMUs are usually applied in cases where control subjects, older adults
or patients with bilateral vestibular loss, for instance, have difficulties in controlling
their posture and posing great risk of falls. Utilising audio feedback as the sensory
input replacement is commonly involved in preliminary design of kinetic feedback
control systems. Tri-axial accelerometer [50] or three uni-axial accelerometers plus
three uni-axial gyroscopes [77] are essential in acquiring trunk tilt displacements.
Wireless vibrotactile feedback (VTTF) [56] is another efficient feedback manner
generated when there is an excess of the threshold of safe sway. In recent years,
following with the development of sensor technology, more comprehensive and
lightweight inertial measurement sensors have been developed. 9 degree-of-freedom
(DOF) inertial sensor containing a tri-axial accelerometer, a tri-axial gyroscope,
and a tri-axial magnetometer exerts better accuracy and adaptability in measuring
gravity, orientation and angular velocity within trunk sway and posture control
study [55].
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Force sensors, on the other hand, is another significant tool for balance assistance
and gait measurement. Force sensing resistors (FERs) can be placed in shoes for
step counting [78]. Together with telecommunication protocols, they can constitute
a tele-monitoring/rehabilitation program for post-stroke recovery. Similarly, F-scan
pressure sensors together with audio or tactile feedback devices can form up a solo
integrated gait sensor (SIGS) unit for prevention, diagnosis and treatment of walking
problems [51].

3.1.3 Level 3: Kinematic Feedback

Kinematic level feedback contains integrated systematic movement information.
The feedback is usually related to multiple positions of human body, so this is
a dynamic and interactive feedback model. Electromagnetic tracking devices are
capable of providing interventional-image-based visual feedback, which brings its
applications to the kinematic level. Relevant studies conducted these years spread
over various fields such as shoulder position measurement [52], respiratory motion
detection [68] and tumour position detection [70].

In addition, the alliance of different level applications brings great opportunity
for measurements with higher degree of complexity. For example, in [69], EMG-
based muscle recruiting improvement (Level 1), force-and-inertial-sensor-based
body motion detection (Level 2), camera-based 3D motion qualification (Level 3),
as well as innovative visual feedback techniques have comprised an evolutionary
anterior cruciate ligament (ACL) injury prevention system for young athletes [69].

3.1.4 Level 4: Movement Outcome Feedback

The highest level of biomechanical feedback control system emphasises the “knowl-
edge” of locomotor results [82]. Feedback from this level will generally provide
information on overall consequence of movement. In the study of [71, 72], the
influences regarding pattern of movements and effect of movements have been
investigated. The results indicate that feedback mechanism plays more profound
impacts in enhancing the effect of movement than conducting the movement itself,
and the learning of movement effect is more efficient than the learning of body
movement. In other words, effect of movements, also known as movement outcome,
can be regarded as the boost of motor performance, and this could be the ultimate
objective when controlling human locomotion.

3.2 Health Care

In medical applications, biofeedback systems are widely accepted in clinical
therapies. For instance, wearable respiratory biofeedback system, which includes
a heart rate monitoring belt equipped with electrocardiograph (ECG) sensors and a
respiration monitoring belt equipped with respiratory inductance plethysmograph



672 R. Li et al.

sensors, is designed for self-training and learning by letting patients follow the
target respiration rhythm in a pre-defined system and watching the visual feedback
on screen [73]. Robotic therapy technology for dementia care has matured in over
30 countries. MSD2.0 tele-monitoring system, a typical application, is developed
to quantitatively assess patients’ functional, medical, psychosocial and cognitive
status [74]. Besides, EEG device is used to detect brain activities. Near-infrared
spectroscopy is involved in the measurement of blood hemoglobin levels for the
aim of accurately identifying active brain areas. For hypertension treatment, chest
sensors are placed on patients to collect their pulses and breathing patterns. Blood
pressure can be reduced if patients could well adapt to the feedback and follow
the instructive inhale and exhale guidance [75]. Similarly, continuous glucose
monitoring systems are developed for diabetes care. In hospitals, blood glucose level
is measured by inserting a small catheter containing a subcutaneous sensor into
patient body and results can be immediately displayed on monitor [76]. In home
settings, wearable devices such as Glucowatch Biographer wristwatch developed
by Cygnus Inc. are more convenient for conventional applications as the blood
glucose is measured by an electrode/glucose oxidase/biosensor unit [76]. All the
above-mentioned medical systems provide visual feedback signals to patients so
that they can review their status and take responsible steps or measures. Generally,
biofeedback systems have been extensively infused into clinical applications and
they have shown effective functions in medical treatment and recovery therapies.

3.3 Sports

Bringing electronics technology into sports is an emerging research area where
focuses are mostly placed on monitoring and improving athletes’ kinematic perfor-
mance, assessing athletes’ psychological status and maintaining individuals’ fitness
in a scientific and quantitative manner. Application examples are presented in the
following:

3.3.1 Athletes Kinematic Analysis

Thanks to the merits of MEMS such as the unnoticeable size, wearable sensors
and technologies have been introduced into various sports fields. For instance,
runners’ strides can be quantitatively measured and analysed by installing a three-
dimensional (3D) accelerometer providing spatial-temporal characteristics reading
on runner’s waist [36]. In skiing, gliding movement patterns and distance can be
recognised as visual feedback by placing accelerometers (ADXL210E, Analog
Devices, USA) and gyroscopes (ADXRS300, Analog Devices, USA) on skier’s
body, force-sensing resistors (IEE company) under athlete’s feet, and infrared
distance sensors (GP2D12, Sharp) on ski boot’s sides [37]. Similarly, for snowboard
learning, researchers have developed a mistake recognition system which applies
inertial sensors (Bluetooth Shake SK6) to detect incorrect upper body rotations, two
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bend sensors put at the back of each knee to detect insufficient knee flexion, and four
force-sensitive resistors placed in each boot, under the ball of foot and under the heel
to detect incorrect weight distribution [38]. In golf swing training, motion patterns
during swing are captured by placing 3D accelerometers and 3D gyroscopes on club
head, club grip, left wrist, right wrist, and at the back of waist, respectively [39].

In addition, there are some systems designed for skills acquisition and assess-
ment. For example, position-tracking system with microwave senders installed in
the football and the players’ shin guards can assist game monitoring and players’
performance observation [41]. Gyroscope sensors, together with optical-markers-
based motion-capturing system which is also found being used in motorcycle rider’s
3D position estimation [46], are employed in tennis training. Feedback of upper
arm internal rotation, wrist flexion and shoulder rotation in the first tennis serve
are visually displayed for coaches and biomechanists [24]. In both examples, visual
feedback of athletes’ performance can be set up as benchmarks for further teaching
purpose or as athletes selection criterion.

Besides, there are some other type of data collection technologies designed
specifically for sports area applications. In cycling practice, power meters such
as embedded strain gauges installed at rear hub or on pedals are used for aver-
age power output measurement [42]. Cyclists’ energy consumption can then be
calculated by multiplying power they generate by time. Other techniques such as
radiography [43], computed tomography [44] and magnetic resonance [45] can also
be employed in aerodynamics or body position analysis because of their capabilities
of supplying image feedback of cyclists’ musculoskeletal tissues. All the above-
mentioned biofeedback systems are deigned to provide visual feedback to users. It
is also known that IMU technologies are widely applied in swimming performance
monitoring and assessment. Parameters such as lap time, turn overs, stroke count,
instantaneous velocity measurement and temporal phase detections have been
studied in diverse literature. Typical examples of biofeedback technologies in the
sports area are summarised in Table 29.4.

Experiments set-up in [40] have explored the effectiveness of different feedback
contents. In this research, accelerometers were placed on rowing athletes’ shoulders,
hips and at the flywheel cage of the dynamic ergometer. Researchers found that
detailed feedback (e.g. distance remaining, stroke rate and stroke count) is more
beneficial for athletes than summary feedback (e.g. percentage scores), and no
feedback case exerted worst performance.

3.3.2 Athletes Psychological Analysis

Athletes’ psychological conditions have considerable impacts in their competitive
levels because nervous or emotional psychological status before or during compe-
titions will inevitably bring debilitating effects to their intrinsic performance. Date
back to 1980, researchers conducted some cognitive training programs including
mental rehearsal, relaxation practices and cognitive restructuring exercises to
help athletes reduce their stress. Football and basketball players were invited to
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participate in the experiment of feedback effectiveness test. A positive result has
been revealed that most players showed a reduced muscle tension and increased
performance rating after being provided with EMG and heart rate feedback infor-
mation [83].

Later in 2010, researchers developed more reliable biofeedback training mech-
anisms for athletes’ peak performance training. Skiing athletes were invited to
multiple biofeedback training experiments such as electrodermal response (EDR)
biofeedback, EEG sensory-motor-rhythm (SMR) training and peak achievement
training (PAT) [84]. The defined experiments have successfully helped those partic-
ipants in terms of self-controlling their activation levels and managing their moods
and emotions. Results also indicated a potential improvement in athletes’ attention
and concentration maintenance due to the lower anxiety level. Similar research
has been launched in [85] where basketball players were supplied with heart rate
variability biofeedback training (feedback on response time, concentration, heart
rate variability, respiration rate and shooting differences) and motivational video
training. After sufficient training sessions, stressed athletes showed an improved
capability of controlling their psychophysiological status. Biofeedback training has
been proved to be a promising technique to help athletes perform maximally in
formal competitions.

3.3.3 Fitness Maintenance

Recently, wearable biofeedback devices have also been extensively designed and
developed by many commercial industries as the assistive equipment for self-
training and fitness maintenance. Biofeedback training has become an accessible
and reliable routine for individuals. Typically, activity track devices assembled with
GPS are used for speed and distance recording (e.g. TiMex,1 Garmin,2 TomTom3).
Heart rate monitor can be added to basic activity track devices to measure
exercise intensity (e.g. TICKR,4 Megallan,5 Fitbit,6 SUUNTO,7 Polar,8 Mio Alpha,9

Adidas10). Textile pressure sensors are used to improve walking or running cadences
and foot landing (e.g. Sensoria Smart Sock11). 9-axis kinematic sensors are capable

1TiMex: http://www.timex.com/sport.
2Garmin: http://www.garmin.com/.
3TomTom: http://www.tomtom.com.
4TICKR: http://eu.wahoofitness.com/devices/hr.html.
5Megallan: http://eu.wahoofitness.com/devices/hr.html.
6Fitbit: http://www.fitbit.com/.
7SUUNTO: http://www.suunto.com/.
8Polar: http://www.polar.com/.
9Mio Alpha: http://www.mioglobal.com/Default.aspx.
10Adidas: http://micoach.adidas.com/smartrun/.
11Sensoria: http://www.sensoriafitness.com/.

http://www.timex.com/sport
http://www.garmin.com/
http://www.tomtom.com
http://eu.wahoofitness.com/devices/hr.html
http://eu.wahoofitness.com/devices/hr.html
http://www.fitbit.com/
http://www.suunto.com/
http://www.polar.com/
http://www.mioglobal.com/Default.aspx
http://micoach.adidas.com/smartrun/
http://www.sensoriafitness.com/
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of measuring steps, pace, impact G force, contact strike, and the type of foot
strike. RunScribe12 develops its data-driven athlete tracking unit by fitting a 9-axis
kinematic sensor on runner’s shoes and providing them with 3D analysis feedback.
Power meter which measures exercise intensity in unit of watt is uniquely designed
by Stryd.13 Running Injury Clinic14 establishes a multi-camera motion capture
system for 3D gait assessment. Parvo15 devotes to test cardiopulmonary stress by
measuring indirect calorimetry and maximal oxygen consumption. All the above-
mentioned technologies provide visual feedback to users which allow them to
directly observe their exercise statistics or images on devices.

4 Requirements for Biofeedback Control System
Applied in WBAN

Designing a biofeedback control system requires a high level of system integration,
which brings design specifications of various aspects a significant effect in system
performance. Figure 29.5 provides an overview of requirements in biofeedback
system design.

The design and development of a biofeedback control system consists of four
main tasks: system modelling, system identification, signal processing and control
function integration [86]. Mathematical models are required to be capable of truly

Fig. 29.5 Biofeedback control system design requirements

12RunScribe: http://www.runscribe.com/.
13Stryd: https://www.stryd.com/.
14Running Injury Clinic: http://runninginjuryclinic.com/clinic-services/.
15Parvo: http://www.parvo.com/.

http://www.runscribe.com/
https://www.stryd.com/
http://runninginjuryclinic.com/clinic-services/
http://www.parvo.com/
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representing real world control subjects. Human locomotion is a complex and
dynamic system which requires complicated models to represent and explain its
kinematic functions (e.g. static state, dynamic state, various environment impacts,
etc.). When identifying an engineering control subject, system inputs, outputs, and
their relationships will need to be analysed in depth in order to recognise system
characteristics. Performance-relevant parameters such as noise, interferences and
disturbances should be substantially accounted for. There will be various types of
noise and interference collected along with the motion signals. This will emphasise a
highly accurate and reliable denoising algorithm being a critical necessity. Typically,
common noises collected in WBAN may because of, but not limited to, body
temperature, skin moisture, limb shaking and electromagnetic radiation from other
electronic devices (e.g. mobile phones). All of these factors will need to be
considered in the design of control algorithms so that a feasible solution can be
enabled. Besides, the choice of control functions, including the number of DOF will
significantly affect the performance of designed control system. It is required to be
maximally suitable for control subjects and should be decided after balancing all the
trade-off parameters.

A typical trade-off parameter in the design of control system appears in the
choice of an appropriate feedback gain. It is universally acknowledged that a high-
gain feedback system will have more profound impacts on control subjects in terms
of making decisions. Nevertheless, high feedback gain will consequently lead to the
requirement of large control actions, which may be beyond the available actuation
range. In this case, the high-gain solution turns to be invalid. Also, high-gain
feedback may lead to the system instability resulting in self-sustaining oscillations
of control subjects and increase the system sensitivity to noises [80]. Therefore, an
approximate feedback gain is the essential requirement in any control systems.

It should be noticed that a suitable measurement unit is also critical in biofeed-
back control systems, especially when applying in WBAN. Factors such as sensor
size, form factors and physical compatibility will all affect its feasibility and
suitability. According to [80], requirements on measurement unit applied in WBAN
are concluded as following:

• Reliability: the designed measurement unit should be capable of working within
a necessary range and transmitting signals to other components of the control
system.

• Accuracy: collected data should be highly accurate.
• Responsiveness: measurement units should be flexible for various changes and

response quickly.
• Noise Immunity: the operation of measurement units should not be seriously

affected by noises.
• Linearity: measurement units should be aware of the existence of non-linear

components and try to compensate their effects.
• Non-intrusiveness: the application of measurement units should not affect the

behaviour of control subjects (In WBAN case, it is a human being).
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Particularly, when applying control systems on human body, it is necessary to
consider the power consumption and network lifetime issues. To avoid frequent
change of batteries and unexpected suspension of control functions, battery capacity
should be improved and more importantly, power consumption for computation
and device operation should be reduced. The requirements on power consumption
are described as the balance maintenance between minimum interference, mini-
mum tissue heating, minimum required transmission power and minimum failure
[87–90]. Moreover, for the aim of reducing control function operation impacts on
human bodies in terms of electronic and magnetic radiation and energy absorption
by tissues, low transmission duty cycles is another requirement in addition to low
transmission power consumption [90].

Additionally, security should be another issue to be considered in WBAN.
According to [87], security issues include data authentication, data integrity, data
confidentiality and data refreshing. All of these security aspects are set up to
protect users’ privacy and information’s availability. There should be a security
level ranking system and measurement plan for potential risks. Distinguishable
management plans for different hazard priorities are expected. Also, in order to
maintain a secure and constant connection between control subjects and control
centre, a certain level of transmission bandwidth, throughput, delay and error rate
should be maintained, even though it may consequently result in the sacrifice
of power consumption. It can be another design tradeoff requiring researchers’
attentions and case-based solutions.

5 Challenges in Biofeedback Control System Design

Applying biofeedback control system on human body is still in its initial concept
designing stage. There are various unknown factors requiring explorations. Factors
challenging further researchers in the design of biofeedback systems and their levels
of significance are summarised in Table 29.5.

First of all, the mutual impact between humans and control systems remains
unclear. How will humans interact with control devices (sensors/actuators), how
will the control devices deal with influences such as the complex and changing
environment or human body movement which may result in serious signal strength
distortion, variation and attenuation [91], and how can the power consumption
be minimised without compromising system stability and reliability. All of these
questions are challenging for the interested researchers because very limited studies
have addressed them effectively.

Secondly, when applying biofeedback control systems particularly in sports area
the design of control functions normally focuses on the habituation of athletes’
ability of balance maintenance or self-control of motor postures. In this process,
problems of various psychological reactions, such as the capability of learning
and adapting, or the diversity of feedback incentives acting on different control
subjects, may be involved. Ideally, athletes are expected to adapt to feedback signals
spontaneously. It means that they could react to stimulations as soon as they receive
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Table 29.5 Biofeedback control systems design challenges

Factors Level Sub-factors Level

Mutual interactions
between humans and
machines

Severe Human vs. control devices Major

Control devices vs. power consumption Moderate

Control devices vs. changing
environment and human mobility

Moderate

Control methods Severe Balanced merits and drawbacks Severe

Case-specific solutions Moderate

Habituation Moderate Long-term adaption Major

Spontaneous reactions Major

Psychological reactions Minor

Actuators Moderate Tactile feedback Major

Audio feedback Moderate

Visual feedback Moderate

Others Minor

Interferences Minor Off-body Interferences Major

On-body Interferences Moderate

Level of control
applications

Minor Movement outcome level Major

Kinematic level Major

Neuromuscular level Major

Kinetic level Minor

them and they could react correctly. Fast and accurate reactions will dramatically
descent the period of each functional control cycle and correspondingly improve the
control effectiveness. However, human reaction mechanism on external feedback
stimulations remains unknown. To direct a motion trajectory moving as desired
trail which is calculated by control system is still challenging. From a long-term
perspective, users are expected to be able to conduct self-control through a self-
actuated adjustment instead of relying on machine support. To achieve this goal,
long-term performance monitoring and behavioural analysis will be required.

In addition, dealing with interferences in physical layer, including on-body
and off-body interferences is another challenging task. On-body interference (also
known as intra-coexistence [92]) occurs when multiple sensing nodes are placed on
human body and they negatively interact with each other’s signal strength. Off-body
interference (inter-coexistence [92]) occurs due to the application of other electronic
devices within the control system operation range. Both types of interference are
unavoidable. They need to be removed through the design of software functions and
development of sensor technology.

Selecting an appropriate control variable or a group of co-related control vari-
ables which would assist the maintenance of body stability or the control of dynamic
postures could be challenging, too. According to Sect. 3, there are four levels of
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biomechanics and human movement control categorised depending on the selection
of control variables, rising from bottom-layer nerve or muscle control to top-
layer movement outcome control. The selection considering available complexity
of control algorithms and control specificity brings flexibility for diverse control
applications, yet the choice is pivotal for control performance. To choose one or
some control variables that are sensitive for feedback signals and exert remarkable
capability of adapting to external indications could be demanding important.

Moreover, the lack of research focusing on the selection of actuators applied
to the human body requires immediate attention as the actuators critically deliver
detailed feedback information. When applying same control functions to same
control subjects, control performance will largely depend on control subjects’
reactions to different type of actuators and different actuating intensities. In previous
studies, visual feedback devices are predominantly involved. However, in some
circumstances e.g., underwater sports, activities requiring strict visual attention or
where visual information is limited could limit the effectiveness of visual feedback.
For the case where all the available actuators could potentially work, a comparison
considering factors such as impact on human performance, comfort, or minimum
intrusiveness should be made for maximising the effectiveness of control systems
and the biofeedback provided.

Last but not least, an appropriate control method selection is critical in WBAN
design. However, the merits and drawbacks of applying them in WBAN control
systems remain unclear. Due to the fact that human body control is extremely
complex and the individuality of each control subject may lead to diverse reactions
to a single stimulation, the universal-applied conventional solutions may be too
circumscribed in this case. For instance, control methods for swimming body
rotation control and for surfing standing posture control, or even control methods for
recreational swimmers and for elite swimmers can all be different. This challenging
characteristic of WBAN biofeedback control system brings great opportunities for
discovering new and creative solutions with excellent adaptability for each human
body control scenario.

6 Conclusion

In this survey, a review of the ongoing research on biofeedback system in WBAN
is presented. Typical applications of biofeedback system and research merits
are listed. Components included in biofeedback control system and the system
structure are described. Additionally, various applicable control methods which are
designed to fulfill different system requirements are provided. Finally, particular
requirements when applying biofeedback system in WBAN and future research
challenges are raised. Importantly, biofeedback control systems will allow for
continuous monitoring and measurement of users and will be able to provide
instantaneous feedback to users. In summary, this is a method which will exempt
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human involvement in any body area control operations. It will realise an effective
distance-control approach in WBAN, and will significantly improve the way people
understand and control their movements.
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Chapter 30
Inverse Adaptive Controller Design for
Magnetostrictive-Actuated Dynamic Systems

Zhi Li, Chun-Yi Su, and Xiuyu Zhang

Abstract Magnetostrictive actuators featuring high energy densities, large strokes,
and fast responses are playing an increasingly important role in precision position-
ing applications. However, such actuators invariably exhibit asymmetric hysteresis
nonlinearities that could cause oscillations and errors in the micro-positioning
tasks. Therefore, in this chapter, an inverse adaptive controller design method is
developed for the purpose of mitigating the hysteresis effect in the magnetostrictive-
actuated dynamic systems. Focusing on the asymmetric hysteresis phenomenon,
an asymmetric shifted Prandtl–Ishlinskii (ASPI) model and its inverse are utilized
to describe and compensate the asymmetric hysteresis behaviors in the magne-
tostrictive actuator, respectively. To guarantee the global stability of the closed-loop
system and the transient performance of the tracking error, a prescribed adaptive
control method will be applied. The effectiveness of the proposed control scheme is
validated on the magnetostrictive-actuated experimental platform.

Keywords Magnetostrictive actuator • Magnetostrictive-actuated dynamic sys-
tems • Nonlinear systems • Asymmetric hysteresis • ASPI model • Inverse
compensator • Inverse compensation error • Prescribed adaptive control • Pre-
scribed performance function • Backstepping control technique

1 Introduction

Magnetostrictive materials are a class of materials that change their shape when
exposed to an external magnetic field. This property of the magnetostrictive
materials is called magnetostriction [1] which was first discovered by James Joule
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in 1842. Among the available magnetostrictive materials, the giant magnetostrictive
material Terfenol-D is considered the most ideal material for fabricating magne-
tostrictive actuators. Terfenol-D is capable of providing a positive magnetostrain of
1000–2000ppm (parts per million) at 50–200 kA/m in bulk materials. In addition,
Terfenol-D shows the largest room temperature magnetostriction of any known
magnetostrictive material which presents a good trade-off between high strain and
high Curie temperature [2]. Featuring these properties, magnetostrictive actuators
are poised to play an increasingly important role in applications of micro/nano-
positioning [3], high dynamic servo valve [4], high-frequency micro-pump [5], etc.

The input and output responses of the magnetostrictive actuator are very
important index to evaluate the performance of the actuator. According to the
experimental tests reported in the literature [6–8], the input and output responses
of the magnetostrictive actuated dynamic systems associated with different input
frequencies and mechanical loads show complex nonlinear effects. Such nonlinear
effects will severely deteriorate the positioning and tracking performance of the
actuator and in the meantime cause inaccuracy, oscillations, and some other
unexpected effects to the system [9], which poses a great challenge on applications
of the actuator. The common approach for remedying the hysteresis effect is to
construct a hysteresis inverse in putting in cascade as a compensator to cancel the
hysteresis effect [10–12]. For constructions of the hysteresis inverse, two approaches
are generally used: direct construction of complete inverse function of the hysteresis
function (model) [10, 11], and use of an inverse multiplicative structure [13, 14]
of the models to compensate the complicated component in the model, in which
the development of the complete inverse function of the hysteresis model is not
required. Direct construction of inverse function of the hysteresis model is mainly
for operator based models such as Preisach model [15] and Prandtl–Ishlinskii (PI)
model [10]. In both, the hysteresis is modeled by a superposition of elementary
relay or play operators. However, only the PI model possesses the analytic form
of the inverse [10], which explains why the PI model is becoming dominant in the
direct inverse compensation approaches. In this chapter, we will focus on the direct
inverse approaches owing to unknown function in hysteresis models.

It is recognized that the operator based models generally describe the symmetric
hysteresis effects. However, in the magnetostrictive actuators, the hysteresis behaves
asymmetrically. To keep the feature of PI model with the analytic inverse, the
extension of the PI model to describe the asymmetric hysteresis behavior has been
exploited in the literature, including: (1) cascading a nonlinear operator with the
PI model. In [11], a modified PI model, superposition of one-sided dead-zone
operators proceeded by the PI model, was proposed. This model can describe the
asymmetric hysteresis behavior and has analytical solutions of its inversion, but it
cannot describe the saturated hysteresis behaviors; (2) modifying the elementary
play operator. In [16], the elementary play operator was redefined as right-side play
operator and left-side play operator. In [17], a non-symmetric play operator was
considered as the elementary operator. In [18], a generalized play operator with
envelope functions was proposed, where the analytical inversion was provided with
requirement of first-order derivative of the input signals.
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To avoid the drawbacks of the PI extensions and preserve the advantage of the
existing analytic inverse of the PI model while still being able to describe the
asymmetric hysteresis behavior, an asymmetric shifted Prandtl–Ishlinskii (ASPI)
model is utilized, which is constructed by three components: a PI model, a shift
model, and an auxiliary function. The advantages of the proposed model are: (1)
it is able to represent the asymmetric hysteresis behavior; (2) it facilitates the
construction of the analytic inverse by directly utilizing the available PI inverse
result in [10] without the requirement of first-order derivative of the input signals;
(3) the analytical expression of the error of the inverse compensation can be derived
for the asymmetric case, which will be explained as follows.

As reported in the literature, using the inverse for hysteresis compensation
generally exhibits notable compensation errors, which are attributed to hysteresis
characterization errors. The use of an estimated hysteresis model in deriving the
model inverse would be expected to yield some degree of hysteresis compensation
error. This error yields tracking error in the closed-loop control system. To
accommodate such a compensation error, the analytical expression of the error
of the inverse compensation is urged in the controller design. Along this line, in
[19] and [20] the analytical inverse compensation error for backlash hysteresis
was derived and a corresponding adaptive control scheme was then developed.
For the PI model, an analytical error expression was obtained and an adaptive
backstepping control scheme was developed in [21]. However, the analytical error
expression was obtained only for the PI model, it has not yet been exploited for its
extensions. Therefore, as listed in the third advantage, the inverse compensation
error for the proposed ASPI model is analytically derived for the purpose of
the controller design when the nonlinear system is preceded by the asymmetric
hysteresis. In order to ensure the transient and steady-state performance of the
tracking error a prescribed adaptive control scheme is employed. The developed
prescribed adaptive control approach guarantees the global stability of the nonlinear
system and achieves the prescribed transient and steady-state performance of the
tracking error without knowledge of system parameters. To validate the developed
ASPI model and the adaptive inverse hysteresis control scheme, experimental results
on a magnetostrictive actuated platform are presented.

2 Magnetostrictive Actuator and Its Experimental Tests

The input and output responses of the magnetostrictive actuator are very important
index to evaluate the performance of the actuator. To fully investigate the input and
output responses, a magnetostrictive-actuated experimental platform is established,
including a magnetostrictive actuator with mechanical loads, a capacitive sensor
with a sensor driver, a power amplifier, and a dSPACE control board. The detailed
information of these devices are provided as follows.
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Fig. 30.1 The schematic
illustration of the
magnetostrictive actuator

2.1 Magnetostrictive Actuators

The magnetostrictive actuators are solid state magnetic actuators and they convert
electrical current inputs into corresponding mechanical outputs. The magnetostric-
tive actuators provide an efficient way to harness the power of Terfenol-D tech-
nology and respond quickly to input current with repeatable, forceful mechanical
motion. In comparison with traditional linear electromagnetic actuators, the mag-
netostrictive actuators have the advantages of nanometric positioning resolutions,
high energy densities, large bandwidth, etc. Figure 30.1 shows the inside structure
of magnetostrictive actuator. The actuator consists of a Terfenol-D drive rod sur-
rounded by the winding coil, bias permanent magnets that produce the bidirectional
movement of the rod, a pair of preloaded springs, and an output rod attached to the
end of one Terfenol-D rod. Since the Terfenol-D rod can produce a large stroke and
output force, no additional mechanism is designed to amplify the output motion.

The magnetostrictive actuator works on the principle that when a supplied current
flows through the winding coils, a magnetic field H is created. In the presence of
the magnetic field, small magnetic domains rotate or re-orient themselves along
the magnetic lines to cause internal strains in the Terfenol-D rod. As a result, a
magnetostrictive force is produced and exerts on the output rod of the actuator,
which causes an output displacement of the output rod. The above process including
the transformation among electrical domains, magnetic domains, and mechanical
domains thus causes a very complex dynamic input and output responses.
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2.2 Description of the Experimental Platform

The detailed information of the experimental platform is listed as follows:

• The magnetostrictive actuator (Model: MFR OTY77) is manufactured by Etrema
Products, Inc, which provides a peak-to-peak output displacement of 100�m
under excitations at frequencies up to 1250 Hz.

• The capacitive sensor (Lion Precision, model C23-C) with a capacitive sensor
driver (Lion Precision, Elite Series CPL190) is used for measuring the displace-
ment of the actuator with a sensitivity of 80 mV/�m, and bandwidth of 15 kHz.

• The power amplifier LVC2016 produced by AE Techron Inc. amplifies the
excitation current from the dSPACE to the actuator.

• The dSPACE control board equipped with 16-bit analog-to-digital converters
(ADC) and 16-bit digital-to-analog converters (DAC) is used to collect the data
from the integrated capacitive sensor and apply the control signal to the amplifier.
The Control Desk software in dSPACE is used for the system implementation and
to interface the DS1104 PCI dSPACE board

Figure 30.2 demonstrates the magnetostrictive-actuated experimental platform. The
magnetostrictive actuator is mounted on an aluminum plate via two pillow blocks.
The mechanical loads are applied to the actuator via the load support frame. The
capacitive sensor is fixed by an aluminum block attached to the plate. Based on the
developed experimental platform, the experimental tests can be done under different
input amplitudes, input frequencies as well as mechanical loads.

Figure 30.3 shows the input and output relationships of the actuated systems
under different input frequencies, input amplitudes as well as applied mechanical
loads. It can be observed from the experimental tests that: (1) when the magne-
tostrictive actuator operates with different input frequencies and without mechanical
loads, the input and output responses of the actuator show dynamic hysteretic

Fig. 30.2 The experimental platform with mechanical loads
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Fig. 30.3 The input and output relationship under different input frequencies, input amplitude as
well as applied mechanical loads. (a) Different input frequencies with same input magnitude 1 A
without mechanical loads. (b) Different input frequencies under 5 A without mechanical loads. (c)
Different mechanical loads with same input frequency 1 Hz. (d) Different mechanical loads with
same input frequency 200 Hz

behaviors and the width of input and output curves increase with increasing
of the input frequencies; (2) when the magnetostrictive actuator operates with
different input frequencies and mechanical loads, the input and output responses
of the magnetostrictive actuator show strongly frequency-dependence and load-
dependence properties, especially operating in high input frequency and heavy
mechanical load.

From the above observation, the input and output responses of the magnetostric-
tive actuated dynamic system show highly nonlinear hysteresis effects, especially
with mechanical loads. The existence of the hysteresis effects limits the actuating
precision and performance of the actuator, and may cause undesirable inaccuracies
or oscillations in the actuated systems. Therefore, in the following development, an
inverse adaptive controller design method will be systematically reported for the
purpose of mitigating the dynamic hysteresis effects.
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3 Problem Statement

For the control purpose, the magnetostrictive-actuated dynamic systems can be
expressed as a nonlinear plant preceded by a hysteresis actuator ˘Œv�.t/, that is,
the hysteresis is present as an input of the nonlinear plant as follows:

x.n/.t/C
kX

iD1
aiYi.x.t/; Px.t/; : : : ; x.n�1/.t// D bu.t/ (30.1)

u.t/ D ˘Œv�.t/ (30.2)

where v.t/ denotes the input and u.t/ denotes the output, Yi are known continuous,
linear, or nonlinear functions. Parameters ai and control gain b are unknown
constants, ˘Œv�.t/ denotes the output of the hysteresis operator, which will be
described in the following development.

The control objective is to design a control signal v.t/ for system (30.1), such
that

P1: The system state x.t/ tracks a desired signal xd.t/ and all signals in the closed-
loop are bounded;

P2: Both transient and steady-state performance of tracking error e1.t/ D x.t/ �
xd.t/ should be within the prescribed area.

Compared with general nonlinear control for the system (30.1) only, the control
signal u.t/ becomes the output of the hysteresis operator u.t/ D ˘Œv�.t/, where the
actual control signal is v.t/. As it is well known, the hysteresis nonlinearity will
deteriorate the system performance and cause inaccuracy or oscillations. Therefore,
it imposes a challenge to handle this cascaded term with a basic requirement
that u.t/ is not available/measurable. The common approach for remedying the
effect is to construct a hysteresis inverse as a feedforward compensator. Then the
control law can be designed with available control methods. The complete control
scheme is shown in Fig. 30.4. It should be noted that the operator ˘Œ�� in Fig. 30.4
is a static hysteresis operator (rate-independent). The dynamic behaviors of the
magnetostrictive actuated system (rate-dependent and load-dependent phenomena
in Fig. 30.3c, d) can be qualified in the formulation of the dynamic system in (30.1).

Throughout the paper the following standard assumptions are required:

Fig. 30.4 The control scheme
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Assumption 1: The sign of uncertain parameter b in (30.1) is known. Without
losing generality, it is selected as b > 0 in this paper.

Assumption 2: The desired trajectory xd.t/ and its (n-1)th-order derivatives are
continuous. Furthermore, Œxd; Pxd; : : : ; xn

d�
T 2 ˝d � RnC1 with ˝d being a

compact set.

4 Modeling and Inverse Construction of Asymmetric
Hysteresis

In this section, the hysteresis operator ˘Œv�.t/ defined in (30.2) will be specified
as an illustration. In the literature, many hysteresis models have been proposed for
representing hysteresis behaviors, such as Preisach model, Prandtl–Ishlinskii (PI)
model, and Bouc–Wen model, etc. As an illustration, an extended PI model, the
asymmetric shifted Prandtl–Ishlinskii (ASPI) model [22], is utilized in this chapter
to describe the asymmetric hysteresis behavior in the magnetostrictive actuator,
which can be seen in Fig. 30.3b. It is noted that the selection of the hysteresis
model is open and interested readers may refer to [18, 23] for different asymmetric
hysteresis models.

4.1 The Asymmetric Shifted Prandtl–Ishlinskii Model

In order to extend the PI model to describe the asymmetric hysteresis effect,
still possessing its unique property of being analytically invertible, an asymmetric
shifted Prandtl–Ishlinskii (ASPI) model is defined in this section, which is com-
posed of three components: a Prandtl–Ishlinskii (PI) model, a shift model, and an
auxiliary function. The purpose for introducing the shift model is to change the
symmetric characteristics of the ASPI model and the auxiliary function is used for
representing the saturated phenomenon. The ASPI model is thus defined as

u.t/ D ˘Œv�.t/ D PŒv�.t/C HŒv�.t/

HŒv� D R1sat

�
H1Œv�

R1

�

H1Œv� D �Œv�.t/C g.v/.t/ (30.3)

where the first term PŒv�.t/ is the PI model [10], which is defined as

PŒv�.t/ D p0v.t/C
Z 1

0

p.r/FrŒv�.t/dr (30.4)
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Fig. 30.5 Play operator

where p0 is a positive constant; p.r/ is a given density function, satisfying p.r/ � 0

with
R1
0 rp.r/dr < 1. Suppose that CmŒ0; tE� is the space of piecewise monotone

continuous functions.
For any input v.t/ 2 CmŒ0; tE�, the play operator FrŒv�.t/ with threshold r is

defined as

FrŒv�.0/ D fr.v.0/; 0/ (30.5)

FrŒv�.t/ D fr.v.t/;FrŒv�.tj// (30.6)

for tj < t � tjC1; 0 � j � N � 1, with

fr.v;w/ D max.v � r;min.v C r;w// (30.7)

where 0 D t0 < t1 < : : : < tN D tE is a partition of Œ0; tE�, such that the function
v.t/ 2 C is monotone on each of the subintervals Œtj; tjC1�. Figure 30.5 illustrates the
input and output relationship of the play operator.

sat.$/ is the saturation function defined as

sat.$/ D

8̂
<̂
ˆ̂:

C1 if $ > 1

$ if � 1 � $ � 1

�1 if $ < �1
R1 > 0 is a design parameter to define the bound of HŒv�. �Œv�.t/ is defined as the
superposition of the weighted shift operators:

�Œv�.t/ D
Z C1

C0

�.c/�cŒv�.t/dc (30.8)

where �.c/ � 0 is the density function with
R C1

C0
c�.c/dc D L� < 1. �cŒv�.t/ is the

shift operator defined as

�cŒv�.0/ D  c.v.0/; 0/ (30.9)

�cŒv�.t/ D  c.v.t/;  cŒv�.ti// (30.10)
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Table 30.1 Coefficients of
the PI model and the ASPI
model

The PI model The ASPI model

p.r/ r 2 Œ0; 4� 0:4e�0:01.rC 1
6 / 0:4e�0:01.rC 1

6 /

�.c/ c 2 Œ1; 4� 0:02e�0:1.c�1/

g.v/ 0:8arctan.3v � 2/

�0:05v2 C 0:05v
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Fig. 30.6 Input–output responses of the PI model and the ASPI model

for ti < t � tiC1; 0 � i � N � 1, with

�c.v;w/ D max.cv;min.v;w// (30.11)

where 0 D t0 < t1 < : : : < tN is the partition of Œ0; tN �. c 2 RC, IRC WD
fx 2 Rjx � 0g is a parameter to determine the shape of the shift operator.
When c > 1, �cŒv�.t/ is called left shift operator; when 0 < c < 1, �cŒv�.t/ is
called right shift operator. The last term g.v/.t/ in (30.3) is an auxiliary function,
which assists to represent the saturation behavior of hysteresis nonlinearity. As an
illustration, with a selected density function p.r/ D 0:4e�0:01.rC 1

6 /, �.c/ and g.v/
can be correspondingly constructed, which are listed in Table 30.1 (for the detailed
numerical implementation of the ASPI model, please refer to Sect. 7.1). Figure 30.6
shows responses of the PI model and the ASPI model with this selected density
functions and the bound for HŒv� being selected as R1 D 10. From Fig. 30.6, it shows
the proposed ASPI model can indeed describe the asymmetric hysteresis effect.

4.2 The Inverse Construction for the ASPI Model

The challenge addressed in this section is to develop an inverse model ˘�1 of the
ASPI model for the purpose of mitigating the hysteresis effect. In fact, the inverse
of˘ can be constructed by utilization of the inverse result developed in [10] for the
PI model itself. In the following development, we will show the procedures for this
construction.

From (30.3), it is obvious that if we can find a˘�1 so that˘Œ˘�1Œu��.t/ D u.t/,
then such a ˘�1 can be qualified as an inverse of the ASPI model. Since u in (30.3)
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is expressed as u.t/ D ˘Œv�.t/ D PŒv�.t/C HŒv�.t/, PŒv�.t/ can be re-expressed as

PŒv�.t/ D u.t/ � HŒv�.t/ (30.12)

Taking the inverse of P in (30.12) on both sides, one has

v.t/ D P�1ŒPŒv��.t/ D P�1Œu � HŒv��.t/ (30.13)

where P�1Œ�� denotes the inverse model of the PI model, which is defined as

PŒu��1.t/ D Np0u.t/C
Z N�

0

Np.r/FrŒu�.t/dr (30.14)

where

Np0 D 1

p0
(30.15)

Np.r/ D .'�1/00.r/ (30.16)

'.r/ D Np0r C
Z r

0

Np.�/.r � �/d� (30.17)

Thus, the following inverse˘�1 is obtained

˘�1Œu�.t/ D P�1Œu � HŒv��.t/ D v.t/ (30.18)

The merit of the above construction is the utilization of the analytic inverse result
for the PI model in [10]. Only an extra signal HŒv�.t/ is included to the input of P�1
for the inverse construction of ˘Œv�.t/.

5 Analytical Error of the Inverse Compensation
for the Asymmetric Shifted Prandtl–Ishlinskii Model

It is noted that use of an estimated hysteresis model in deriving the inverse
model would yield some degree of hysteresis compensation error. This error will
cause tracking error in the closed-loop control system. To accommodate such a
compensation error, the analytical expression of the inverse compensation error
should be derived first. In [21], an analytic inverse compensation error of the PI
model is developed. However, such an approach is only limited to the symmetric
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hysteresis case. Focusing on the asymmetric hysteresis, in the following develop-
ment we will derive the analytic inverse compensation error for the asymmetric
shifted Prandtl–Ishlinskii (ASPI) model.

5.1 Overview of Composition Theorem Applied
to the PI Model

In order to use the composition theorem to find the compensation error of the PI
model, we first need to rewrite the PI model as [24]

PŒu�.t/ D ' 0.0/u.t/C
Z �

0

' 00.r/FrŒu�.t/dr (30.19)

where '.r/ denotes the initial loading curve which uniquely determines the shape
of hysteresis loop described by the PI model and is defined as

'.r/ D p0r C
Z r

0

p.�/.r � �/d� (30.20)

Thus, ' 0.0/ D p0 is a positive constant, ' 00.r/ D p.r/ denotes the density function.
According to the composition theorem presented in [25], the composition between
two PI models P� Œ��.t/ and PıŒ��.t/ is expressed as

P	Œu�.t/ D P� ı PıŒu�.t/

D 	0.0/u.t/C
Z �

0

	00.r/FrŒu�.t/dr (30.21)

where 	.r/ D � ı ı.r/, �.r/ and ı.r/ denote the initial loading curves of the P� Œ��.t/
and PıŒ��.t/, separately.

Since in practice, the exact density function p.r/ in the PI model may not be
available. It needs to be estimated based on the measured data. In this case, the
inverse model should be constructed based on the estimated density function, which
is denoted as Op.r/. Let OPŒ��.t/ denote the estimation of the actual hysteretic behavior
PŒ��.t/ as

OPŒu�.t/ D O' 0.0/u.t/C
Z �

0

O' 00.r/FrŒu�.t/dr (30.22)

where O'.r/ is defined as

O'.r/ D Op0r C
Z r

0

Op.�/.r � �/d� (30.23)
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OP�1Œ��.t/ denotes the inverse of OPŒ��.t/ as

OPŒu��1.t/ D ONp0u.t/C
Z N�

0

ONp.r/FrŒu�.t/dr (30.24)

where,

ONp0 D 1

Op0 (30.25)

ONp.r/ D . O'�1/00.r/ (30.26)

O'�1.r/ D ONp0r C
Z r

0

ONp.�/.r � �/d� (30.27)

Thus, by applying the composition theorem on the PŒ��.t/ and OP�1Œ��.t/ yields

u.t/ D P ı OP�1Œud�.t/

D 	0.0/ud.t/C
Z �

0

	00.r/FrŒud�.t/dr (30.28)

where ud is the desired input signal. The compensation error epi.t/ can be analyti-
cally written as

epi.t/ D ud.t/ � u.t/

D .1 � 	0.0//ud.t/ �
Z �

0

	00.r/FrŒud�.t/dr (30.29)

5.2 Analytical Error of the Inverse Compensation
for the Asymmetric Shifted Prandtl–Ishlinskii Model

Due to the presence of the estimation error, we use Ŏ Œu�.t/ to estimate the true
hysteresis phenomenon˘Œu�.t/, which is expressed as

Ŏ Œv�.t/ D OPŒv�.t/C OHŒv�.t/ (30.30)

where OHŒv� D O�Œv�.t/C Og.v/.t/.
The output of the composition between the inverse compensation Ŏ �1Œu�.t/ and

true hysteretic behavior˘Œu�.t/ is expressed as

u.t/ D ˘ ı Ŏ �1Œud�.t/ D P ı OP�1Œud � OHŒv��.t/ C HŒv�.t/ (30.31)



700 Z. Li et al.

According to the combined results in (30.21), (30.31) becomes

u.t/ D 	0.0/.ud � OHŒv�.t//C
Z �

0

	00.r/FrŒud � OHŒv��.t/dr C HŒv�.t/

(30.32)

Because of ErŒv�.t/C FrŒv�.t/ D v.t/, where ErŒv�.t/ denotes the stop operator as

ErŒv�.0/ D er.v.0/� w�1/ (30.33)

ErŒv�.t/ D er.v.t/ � v.ti/C ErŒv�.ti// (30.34)

for ti < t � tiC1 and 0 � i � N � 1, with

er.v/ D min.r;max.�r; v// (30.35)

w�1 is the initial value. Then, we have

u.t/ D 	0.0/.ud � OHŒv�.t//C
Z �

0

	00.r/.ud � OHŒv�.t//dr

�
Z �

0

	00.r/ErŒud � OHŒv��.t/dr C HŒv�.t/

D 	0.0/.ud � OHŒv�.t//C .	0.�/ � 	0.0//.ud � OHŒv�.t//

�
Z �

0

	00.r/ErŒud � OHŒv��.t/dr C HŒv�.t/

D 	0.�/ud � db.t/ (30.36)

where db.t/ D 	0.�/ OHŒv�.t/�HŒv�.t/CR �
0
	00.r/ErŒud � OHŒv��.t/dr. The estimation

(inverse compensation) error e.t/ of the ASPI model is therefore expressed as

e.t/ D ud.t/ � u.t/ D .1 � 	0.�//ud.t/C db.t/ (30.37)

It should be noted that if the estimated hysteresis operator Ŏ Œ��.t/ is equal to the
true hysteresis ˘Œ��.t/, it yields 	.r/ D r, 	0.r/ D 1, 	00.r/ D 0, then in (30.37)
	0.�/ D 1, db.t/ D 0, leading to e.t/ D 0. Before showing the way to utilize the
estimation error in the next section, the following lemma is exploited to facilitate
the robust controller design.

Lemma The term db.t/ in (30.37) is bounded, i.e. jdb.t/j � D1 where D1 is a
bounded constant, for any time t � 0.

Proof Based on the definition of the stop operator [24], one has

jErŒ��.t/drj � r � � (30.38)
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From (30.38), we have

Z �

0

	00.r/ErŒud � OHŒv��.t/dr � �

Z �

0

	00.r/dr

� �.	0.�/ � 	0.0// (30.39)

Thus,

ˇ̌
ˇ̌Z �

0

	00.r/ErŒud � OHŒv��.t/drj � j�.	0.�/ � 	0.0//
ˇ̌
ˇ̌ (30.40)

Here, we slightly modify the HŒv� term in the ASPI model as

OHŒv� D R1sat

 OH1Œv�

R1

!

OH1Œv� D O�Œv�.t/ C Og.v/.t/ (30.41)

Since HŒv� is a designed term, we just put a bound to the function. Moreover, if the
output of OH1Œv� is less than the bound R1, OHŒv� D OH1Œv�, and normally R1 can be set
as a sufficiently large value. According to the definition in (30.41), it yields

� R1 � HŒv� � R1 (30.42)

�	0.�/R1 � 	0.�/ OHŒv� � 	0.�/R1 (30.43)

From (30.42) and (30.43), we have

j	0.�/ OHŒv� � HŒv�j � j.	0.�/C 1/R1j (30.44)

Therefore, based on (30.40) and (30.44),

jdb.t/j � j.	0.�/C 1/R1j C j�.	0.�/� 	0.0//j D D1 (30.45)

6 Prescribed Adaptive Control

Different from the standard procedure of backstepping control presented in the
literature [9, 26], the transient and steady-state performance of tracking error are
incorporated in the design procedure of prescribed adaptive control. This control
approach is originally developed in [27], which is the first time that provides a
systematic procedure to accurately compute the required bounds, thus making track-
ing error converge to a predefined arbitrarily small residual set, with convergence
rate no less than a pre-specified value, exhibiting a maximum overshoot less than a
sufficiently small preassigned constant [27, 28].
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6.1 Prescribed Performance Function and Error
Transformation

The performance function is introduced in [27] for the purpose of depicting a
convergent zone in which the trajectory of tracking error which starts from a point
in the zone remains for all future time. The performance function is a decreasing
smooth function, which is defined as 
 W RC ! RC with limt!1 
.t/ D 
1 > 0.

It is noted that the control objective P2 can be guaranteed by satisfying

M
.t/ < e1.t/ < M
.t/ (30.46)

for all t � 0, where M < 0;M > 0 are selected parameters. M
.0/ and M
.0/
represent the upper bound of the maximum overshoot and the lower bound of the
undershoot. The constant 
1 denotes the maximum tracking error at the steady
state. Thus, the performance function and the parameters M, M prescribe the
convergent zone for the transient and steady-state performance of the tracking error.

In order to meet the requirements P1 and P2 together with condition (30.46),
an error transformation is developed [27] by transforming the original nonlinear
system (30.1) into an equivalent unconstraint one. Define S.�/ a smooth and strictly
increasing function and z1 a transformed error as

e1.t/ D 
.t/S.z1/ (30.47)

S.�/ conforms the following conditions:

1. M < S.z1/ < M
2. limz1!C1 S.z1/ D M, limz1!�1 S.z1/ D M

Since S.�/ is strictly increasing as well as 
.t/ > 0, the inverse transformation can
be written as

z1 D S�1
�

e1.t/


.t/

�
(30.48)

Assume z1.t/ remains bounded z1 2 L1, 8t � 0, then M < S.z1/ < M holds,
and hence the condition (30.46) can be guaranteed. A candidate function S.�/ is
selected as

S.z1/ D Mez1 C Me�z1

ez1 C e�z1
(30.49)

Conduct inverse transformation on (30.49), yielding

z1 D S�1
�

e1.t/


.t/

�
D 1

2
ln

e1.t/=
.t/� M

M � e1.t/=
.t/
(30.50)
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Then the derivative of z1 with respect to time can be written as

Pz1 D @S�1

@
e1.t/

.t/

�
e1.t/


.t/

�

D 1

2



1

e1.t/=
.t/ � M
� 1

e1.t/=
.t/ � M

�� Pe1.t/

.t/

� e1.t/ P
.t/

2.t/

�

D r1.Px1 � Pxd � e1.t/ P
.t/=
.t// (30.51)

where r1 D 1
2
.t/ Œ

1
e1.t/=
.t/�M � 1

e1.t/=
.t/�M
�. It is noted that both e1.t/ and 
.t/ in

(30.51) are available and they can be involved in controller design.

6.2 Prescribed Adaptive Controller Design

The system (30.1) can be rewritten as

Px1 D x2

Px2 D x3

::: (30.52)

Pxn�1 D xn

Pxn D aTY C bu.t/

where a D Œ�a1;�a2; � � � ;�ak�
T and Y D ŒY1;Y2; � � � ;Yk�

T . The parameters a, b
are unknown. u.t/ denotes the system input with the inverse compensation as

u.t/ D 	0.�/ud � db.t/ (30.53)

Considering the time derivative of transformed error (30.51) and nonlinear system
(30.52), the transformed nonlinear system dynamics are given by

Pz1 D r1.x2 � Pxd � e1.t/ P
.t/=
.t//
Px2 D x3

::: (30.54)

Pxn�1 D xn

Pxn D aTY C bpud.t/ � d.t/ (30.55)
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where bp D b	0.�/, d.t/ D bdb.t/. Thus, the entire transformed dynamic system
can be further written as

Pz1 D r.x2 � Pxd � e1.t/ P
.t/=
.t//
Pz2 D x3 � Rxd � P̨1

:::

Pzn�1 D xn � xn�1
d � P̨n�2

Pzn D aTY C bpud.t/ � d.t/ � xn
d � P̨n�1 (30.56)

The controller design is achieved by using the recursive back-stepping technique
and is summarized as follows. The control law is developed as

ud.t/ D O�ud1.t/ (30.57)

with

ud1.t/ D �knzn � zn�1 C P̨n�1 C x.n/d � OaTY C sgn.zn/ OD (30.58)

where

z1 D 1

2
ln

e1.t/=
.t/ � M

M � e1.t/=
.t/
(30.59)

zi D xi � x.i�1/d � ˛.i�1/; i D 2; 3; : : : ; n (30.60)

˛1 D �k1z1=r1 C e1.t/ P
.t/=
.t/ (30.61)

˛2 D �k2z2 C P̨1 � r1z1 (30.62)

˛i D �kizi C P̨ i�1 � zi�1 (30.63)

where ki are positive designed parameters. The parameters O�, OD and the vector Oa are
updated by the following adaptation laws:

PO� D �
�ud1.t/zn (30.64)

POa D �aYzn (30.65)

POD D �
Djznj (30.66)

where D D bD1 and D1 is the bound defined in the Lemma in Sect. 5.2. The stability
of the closed-loop system is established in the following theorem.
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Theorem For the transformed nonlinear system (30.56) preceded by ASPI model
and its inverse compensator, the prescribed adaptive controller presented by
(30.57)–(30.66) guarantees that

1. All signals in the closed-loop system remain bounded;
2. The tracking control with prescribed performance condition (30.46) is preserved.

Proof From (30.51), and (30.59)–(30.63), and with bpud.t/ D bp
O�ud1 D ud1 �

bp
Q�ud1, we have

z1Pz1 D rz1z2 � k1z
2
1 (30.67)

z2Pz2 D z2z3 � k2z
2
2 � rz1z2 (30.68)

ziPzi D ziziC1 � kiz
2
i � zi�1zi (30.69)

znPzn D zn.�knzn � zn�1 C QaTY C sgn.zn/ OD
�d.t/� bp

Q�ud1/ (30.70)

where Q� D � � O�, Qa D a � Oa. Let QD D D � OD. To establish the global boundedness,
the following Lyapunov function candidate is adopted:

V.t/ D
nX

iD1

1

2
z2i C 1

2
QaT�a

�1 Qa C bp

2
�
Q�2 C 1

2
D

QD2 (30.71)

The derivative of V.t/ with regard to the time is

PV.t/ D �
nX

iD1
kiz

2
i C QaTYzn � bp

Q�ud1zn C sgn.zn/ ODzn

�d.t/zn C QaT�a
�1 PQa C bp


�

PQ� Q� C 1


D

PQD QD

� �
nX

iD1
kiz

2
i C QaT.Yzn C �a

�1 PQa/ � bp
Q�.ud1zn

� 1


�

PQ�/� QD.jznj � 1


D

PQD/

D �
nX

iD1
kiz

2
i (30.72)

Equations (30.71) and (30.72) show that V.t/ is nonincreasing. Therefore, zi.i D
1; : : : ; n/, O�, Oa, and OD are bounded. By utilizing the Lasalle–Yoshizawa theorem in
[29] to (30.72), it further follows that zi ! 0.i D 1; : : : ; n/ as t ! 1, which
concludes the tracking error is bounded within the prescribed zone.
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7 Experimental Results

In this section, the prescribed adaptive controller designed above will be verified
via the magnetostrictive-actuated dynamic system. The inverse compensator is
first constructed and implemented in the dSPACE. Then the prescribed adaptive
controller is also applied in the dSPACE to suppress the inverse compensation error
and meanwhile improve the control precision. Finally, the experimental results will
be provided to demonstrate the effectiveness of the developed control scheme.

7.1 Identification of the Asymmetric Hysteresis Model
and the Inverse Compensation

In Sect. 4.1, we developed an asymmetric hysteresis model ASPI model to describe
the hysteresis behaviors in the magnetostrictive actuator. To facilitate the identifica-
tion, the numerical expression of the ASPI model is written as

u.t/ D PŒv�.t/C �Œv�.t/C g.v/.t/

D p0v.t/C
nX

jD1
pjFrj Œv�.t/ C

mX
jD1

qj�cj Œv�.t/ C g.v/.t/ (30.73)

where pj denotes the weight of the play operator; Frj Œv�.t/ is the play operator at
the threshold of rj; n is the number of the play operator used for identification. qj

denotes the weight of the elementary shift operator; �cj Œv�.t/ is the elementary shift
operator at the slope of cj; m is the number of the elementary shift operator used for
identification. g.v/.t/ is an auxiliary function, which is selected as

g.v/.t/ D �a3v.t/
3 � a2v.t/

2 � a1v.t/ � a0 (30.74)

The thresholds rj were selected as rj D 0:3j (j D 1; 2; : : : n), where the current
is a designed decreasing sine signal as i.t/ D 5e�0:1t sin.2�t/, see Fig. 30.7a.
The weights pj in (30.73) can be found by the following constrained quadratic
optimization:

minfŒC� � d�T ŒC� � d�g (30.75)

with the constraints

p.j/ � 0; j 2 f0; 1; 2; : : : ;Ng (30.76)

where � D Œp0; : : : pmCnC4�T , C D ŒFr1 ; : : : ;FrN �, N D m C n C 4, d is the output
of the magnetostrictive actuator under a designed amplitude decreasing sinusoidal
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Fig. 30.7 Comparison of experimental data and the model. (a) Input signal. (b) Comparison of
the output between the experimental data and the model. (c) Comparison of the input and output
responses between the experimental data and the model
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Table 30.2 Coefficients of
the ASPI model

Numbers rj pj cj qj aj

0 0 0:9002 0

1 0:3 0:8445 1:1 1:3809 0

2 0:6 0:4276 1:2 0 0:3106

3 0:9 1:4821 1:3 0 0:0417

4 1:2 0:6097 1:4 0

5 1:5 1:3596 1:5 0

6 1:8 1:2051 1:6 0

7 2:1 1:0574 1:7 0

8 2:4 0:2835 1:8 1:0056

9 2:7 0:1636

input signal. Then, the nonlinear least-square optimization toolbox in MATLAB was
employed to identify the above parameters and the results are shown in Table 30.2.
Figure 30.7b, c show the comparison between the experimental data and the model.

Based on above parameters, the inverse multiplicative structure compensator is
therefore implemented as

v.t/ D Ŏ �1Œu�.t/ D OP�1Œu � OHŒv��.t/ (30.77)

where

OPŒu��1.t/ D ONp0u.t/C
nX

iD1
ONpiFONri

Œv�.t/ (30.78)

ONri D p0Ori C
iX

lD1

l�1X
jD1

bj.Orl � Orl�1/ (30.79)

ONp0 D 1=Op0 (30.80)

ONpi D � Opi

.Op0 CPi
jD1 Opj/.Op0 CPi�1

jD1 Opj/
(30.81)

Therefore, the thresholds and weights of P�1Œ��.t/ are calculated as: ONriŒ0; 0:2701;

0:7935; 1:4452; 2:5415; 3:82075:5078; 7:5565; 9:9223; 12:3732�, ONp0 D 1:1109,
ONpiDŒ�0:5377;�0:1128;�0:1867;�0:0391;�0:0567;�0:0314;�0:0196;�0:0044,
�0:0024�. The inverse compensator was implemented in the Matlab/Simulink and
the codes were transformed into real-time control codes and downloaded to the
dSPACE board. A desired tracking signal ud.t/ D B1 sin.2�t/;B1 D 5; 10; 15 was
applied to the compensator. Figures 30.8, 30.9, and 30.10 show the compensation
results. It can be seen that, due to the existence of the modeling errors, the
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Fig. 30.8 The inverse
compensator with desired
input ud.t/ D 5 sin.2� t/

Fig. 30.9 The inverse
compensator with desired
input ud.t/ D 10 sin.2� t/

inverse compensation errors are unavoidable, leading to approximate linear
relations between the input current and the output displacement. To accommodate
compensation errors, the prescribed adaptive control scheme will be applied.

7.2 The Implementation of the Prescribed Adaptive Control

The entire control scheme is illustrated in Fig. 30.4. Since in experiments we only
focus on the low frequency application, the dynamic model of the magnetostrictive
actuated system is first reduced to a first-order system [30], namely we select
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Fig. 30.10 The inverse compensator with desired input ud.t/ D 15 sin.2� t/

n D 1, Y D x.t/ in (30.52). Similar treatment can also be found in [31, 32].
The control objective is to force the output of the magnetostrictive-actuated system
to follow the desired signal xd D 5 sin.t/ and ensure the transient and steady-
state performance of the tracking error within the prescribed function area. The
prescribed performance function is selected as 
 D .1 � 0:07/e�t C 0:07 with
M D 10, M D �10. The parameters in the control and adaptive laws are selected
as c1 D 30, 
� D 2, �a D 2, 
D D 25. The initial state is chosen as x.0/ D 1:3. In
addition, in the implementation the function sgn.zn/ is replaced by sat.zn/ to avoid
the chattering effect. The experimental results are shown in Figs. 30.11– 30.14,
and 30.15. Figure 30.11 shows the control signal. Figure 30.12 shows the tracking
error. It can be seen that a fairly satisfactory tracking performance is achieved
and the tracking error converges to a small neighborhood of zero. The input–
output relation of the magnetostrictive actuator with prescribed adaptive controller
is demonstrated in Fig. 30.13. To further illustrate the effectiveness of the adopted
controller, a desired signal xd D 5 sin.100 � 2�t/ with higher frequency is applied.
The prescribed performance function is selected as 
 D .1 � 0:07/e�100t C 0:07

with M D 10, M D �10. Figures 30.14 and 30.15 show the tracking error
and the input–output relation of the magnetostrictive-actuated dynamic system
with the prescribed adaptive controller. From above experimental results, it can be
seen that the developed prescribed adaptive controller shows an excellent tracking
performance.
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Fig. 30.11 The control input signal to the system
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Fig. 30.12 The tracking error

8 Conclusions

This chapter systematically demonstrates an inverse adaptive controller design
method for the magnetostrictive-actuated dynamic system. The developed ASPI
model is used to describe the asymmetric hysteresis effect, the inverse multiplicative
structure is utilized to obtain the inverse compensator of the ASPI model. Due to
the presence of the estimated error, the inverse compensation error is unavoidable.
By means of the composition theorem, the analytical inverse compensation error
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Fig. 30.13 The input–output relation of the magnetostrictive actuator with prescribed adaptive
controller
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Fig. 30.14 The tracking error with desired input xd D 5 sin.100 � 2� t/

is derived. To suppress such a compensation error, a prescribed adaptive control
method is applied, in which the global stability of the closed-loop system with
a prescribed transient and steady-state performance of the tracking error can be
guaranteed. The effectiveness of the proposed control scheme is validated via the
experimental tests.
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