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Series Editor’s Note

The second edition of The Human Frontal Lobes represents a window into the rapid
growth of our knowledge on the functions of the frontal lobe. In the few years since
the first edition was released, the sophistication of our understanding, and the tech-
nologies and techniques that have been developed, continue to expand the horizons
of our appreciation of frontal lobe functions and their centrality in human behavior.

This edition reflects the vast increase in knowledge that has been accrued over the
past 8 years. Drs. Miller and Cummings have assembled an all-star team of basic and
clinical scientists who provide a comprehensive review of the frontal lobes, including
cytoarchitectonics, neurotransmitter systems, and neuroimaging. In keeping with
the rapid growth in knowledge and evolving technologies, the section on imaging
techniques has been significantly expanded. Similarly, the sections on neurological
and psychiatric diseases reflect the increasing awareness of the frontal lobes in
a broad range of disorders, as well as our enhanced understanding of the
pathophysiological mechanisms underlying these diseases.

The first edition of this book was the inaugural volume of the Guilford series The
Science and Practice of Neuropsychology. The goal of this series is to integrate the
scientific foundations and clinical applications of knowledge of brain—behavior rela-
tionships. The study of the frontal lobes is in many regards at the leading edge of the
neuroscience knowledge explosion that has fundamentally revised many traditional
concepts and constructs. This second edition demonstrates how rapidly the field is
advancing.

ROBERT A. BORNSTEIN, PhD
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Preface

Since the publication of the first edition of The Human Frontal Lobes in 1999, scien-
tific understanding of the frontal lobes has greatly advanced, with the fields of neu-
ropsychology, neuroimaging, and neuroscience all contributing to a rapidly chang-
ing perspective on the role of the frontal lobes in behavior and cognition. Not only
are these advances important for understanding the neuroanatomy, neurophysi-
ology, and neurochemistry of frontal lobe function, but they have also altered clini-
cal approaches to the evaluation of patients with frontal lobe disorders. This chang-
ing landscape is reflected in this book’s new edition. This second edition of The
Human Frontal Lobes brings an international perspective to the organization, func-
tion, and role in disease of the frontal lobes, and the chapter authors come from a
wide variety of specialties.

The neuroanatomical section of this book is reorganized and expanded to reflect
the evolving understanding of frontal lobe divisions. Increasingly, frontal lobe divi-
sions are influenced by a better understanding of the circuits and connections associ-
ated with specific frontal areas. Harry J. Jerison contributes a fascinating chapter on
evolution that challenges existing paradigms regarding selective growth of pre-
frontal regions. Daniel H. Geschwind and Marco Iacoboni, leaders in our under-
standing of brain asymmetries, further pursue novel aspects of prefrontal anatomy
by describing differences in left versus right prefrontal structure, changes that reflect
these unique aspects of human anatomy. Other chapters in this section explore the
anatomy of prefrontal cortex from the histological to the gross morphological level.
These contributions are lively and accessible to a broad audience ranging from clini-
cians to basic scientists. Similarly, the neurochemistry section of this book reflects
new concepts regarding the roles of serotonin, acetylcholine, and dopamine in the
cognitive and emotional functions of the frontal lobe. The role of dopamine in
reward and learning is emphasized in a new chapter from Antonello Bonci and
Susan Jones.

Over the past 7 years the field of functional imaging has expanded, leading to a
comprehensive picture of the circuitry that contributes to the cognitive and emo-
tional underpinnings of frontal lobe function. The sections on functional and struc-
tural imaging and on neuropsychological functions reflect this evolving story.
Howard Rosen and David Dean offer a new chapter on structural imaging and
Adam L. Boxer describes the role that the frontal lobes play in the planning of move-
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ment. A new chapter from Margaret McKinnon and colleagues discusses the key
role of frontal cortex in autobiographical memory, and Adam Gazzaley and Mark
D’Esposito outline the anatomy and testing of working memory.

The neuropsychology section has chapters that range from practical to theoretical.
Joel H. Kramer and Lovingly Quitania offer a practical approach to bedside neuro-
psychological testing, while Donald T. Stuss explores more experimental approaches
to frontal testing. The critical roles of the frontal lobes in personality and emotion
are described in a new chapter from Katherine P. Rankin.

The clinical chapters reflect an explosion of new findings regarding the critical
functions of the frontal lobes in the major degenerative disorders. A new series of
chapters explore the clinical (Pei-Ning Wang and Bruce L. Miller), imaging (Murray
Grossman), and neuropathological (Nigel J. Cairns and colleagues) features of
frontotemporal dementia and related disorders. Finally, the wide range of neurologi-
cal and psychiatric syndromes that are driven by loss of function in prefrontal cortex
are described.

The Human Frontal Lobes is recommended for readers who enjoyed the first edi-
tion of this book and for new readers interested in the rapidly evolving story regard-
ing the role of the prefrontal cortex in human disease.
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CHaPTER 1

The Human Frontal Lobes
AN INTRODUCTION

Bruce L. Miller

Recent research into the functions of the fron-
tal lobes is transforming our understanding of
this important brain region. This chapter offers
an overview of the frontal lobes and introduces
the major topics discussed in greater detail
throughout this book. A historical review em-
phasizes the key developments in frontal lobe
research generated over the past two centuries.
Also, it describes the important new imaging
techniques that play an increasingly central
role in the study of the frontal lobes; new cog-
nitive, social, and pharmacological approaches
to frontal lobe functions; and human neurolog-
ical and psychiatric diseases in which fron-
tal lobes or frontal-subcortical connections to
the frontal lobes are particularly vulnerable.
Frontotemporal dementia, traumatic brain in-
jury, anterior cerebral artery stroke, schiz-
ophrenia, and depression are introduced as
model systems for understanding frontal func-
tion. Links between subcortical and frontal
structures are noted, and future approaches to
frontal lobe research are outlined.

HISTORICAL OVERVIEW OF CLINICAL ADVANCES

During the 19th century, Dr. John Harlow’s de-
scription of the social changes in Phineas Gage
following traumatic injury to the orbitofrontal
cortex (Macmillan, 2001) and Broca’s delinea-
tion of the language functions of dominant

frontal cortex (Berker, Berker, & Smith, 1986)
forever changed the way that brain—behavior
relationships would be perceived. With the
emergence of new histological and anatomical
techniques by von Economo and Broadmann,
and the growth of experimental psychology,
Tilney suggested in 1928 that the 20th century
would become “the century of the frontal
lobes.” Yet for the first 60 years of the 20th
century, biologically oriented studies of frontal
cortex were exceedingly uncommon, and op-
portunities to understand the sequelae of fron-
tal lesions associated with stroke, tumor, trau-
ma, seizures, infections, and neurodegenerative
or psychiatric disorders were routinely ignored.
Even when procedures such as the frontal
leukotomy emerged as a routine practice for
patients with disabling psychiatric conditions,
there was never a systematic attempt to under-
stand the effects of this procedure on cognition
or behavior.

In retrospect, this lack of scientific progress
had many causes. Undoubtedly, the formal sep-
aration of the fields of psychiatry and neurol-
ogy at the end of the 19th century had a nega-
tive influence, leaving higher cortical functions
neglected by both fields. For nearly a century,
the dominant focus of psychiatry was no longer
brain-behavior relationships, whereas neurol-
ogy became the study of motor and sensory,
but not higher cortical functions. Also, the
frontal lobes did not prove easily tractable to
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clinicians; the cognitive and behavioral deficits
associated with frontal injury were not readily
apparent or easily characterized. The concepts
of executive control and behavioral disorders
due to frontal lobe pathology were foreign to
the field. Similarly, imaging and the technolo-
gies needed to measure frontal lobe function
or structures were lacking. By midcentury,
Tilney’s predictions appeared premature.

However, by the 1960s, a few investigators
began seriously to tackle questions regarding
the function of the frontal lobes. In the area of
motor systems, Penfield’s intraoperative stimu-
lation work facilitated understanding of the
functional organization of motor and premotor
cortex. Penfield’s work helped to elucidate the
concept that the frontal lobes has three major
anatomical divisions: the motor strip involved
with fine coordination of movement; the pre-
motor area, a region involved with the overall
organization of movement; and the prefrontal
region. Stimulation of the motor strip resulted
in simple movements of the affected muscles
and muscle groups, whereas with premotor
stimulation, complex organized movements
were seen (Penfield, 1954). Yet Penfield seemed
to run into a brick wall when he electrically
stimulated prefrontal cortex. These prefrontal
areas were “silent,” and Penfield was unable to
explain the functions of these regions based
upon these stimulation studies.

Paul Yakovlev’s anatomical studies of the
frontal lobes and their connections strongly in-
fluenced neurologists and pathologists, includ-
ing Norman Geschwind, D. Frank Benson, and
Arne Brun, who went on to do important
research into frontal lobe function. Yakovlev
focused these emerging investigators on the
phylogenetic and developmental origins of
frontal cortex and the subcortical-limbic con-
nections to the frontal regions (Yakovlev,
1968). This work eventually led to important
new studies that explored the clinical syn-
dromes associated with frontal injury from
stroke, trauma, tumor, and neurodegeneration.
In the second half of the 20th century, Alexan-
der Luria and D. Frank Benson began to focus
their research on the vast space of the frontal
lobes. Luria (1970), the innovative Russian
psychologist, developed novel and, even by to-
day’s standards, remarkably modern theories
about frontal lobe functions. His theories
about frontal lobe organization were highly
theoretical, but many components of Luria’s
ideas were shaped and sharpened by his clinical

experiences with patients who had focal le-
sions.

The advent of behavioral neurology under
the leadership of Norman Geschwind and D.
Frank Benson stimulated a whole generation of
neurologists and psychologists to explore the
anatomical basis for cognition and behavior.
Benson, a student and colleague of Geschwind,
was particularly intrigued by functions of the
frontal lobes and even traveled to Russia to ob-
serve Luria’s patient-based approach to frontal
lobe function (Benson, 1996). Benson liked to
tell how Luria’s patients and their families ap-
proached him with profound formality, re-
specting his place in Russia’s rigid hierarchy.
Patients with frontal lobe injury were different,
often greeting Luria like an old friend, entering
inappropriately into his personal space.

Benson realized that the frontal lobes had a
strong connection to social cognition, and he
was one of the first investigators to include the
study of behavior in the evaluation of frontal
lobe function. The importance of his studies
and their influence on his students cannot be
underemphasized. Benson stressed the impor-
tance of bedside observation. He believed that
capturing phenomenology was the first step,
with theories coming later. Theories were
greatly bolstered if they were based upon care-
ful clinical observations. Among the behavioral
neurologists of his generation, Benson was
most willing to explore the interface between
neurology and psychiatry, and he realized that
the frontal lobes played an important role in
the genesis of behaviors that were considered
psychiatric in origin.

Some of his most original work came from
his study of the role of the frontal cortex in
disorders that were considered psychiatric
in origin: syndromes such as reduplicative
paramnesia and confabulation associated with
amnesia. Benson hypothesized that one possi-
ble mechanism for delusions was the patient’s
altered monitoring of distorted or incomplete
information (Mercer, Wapner, Gardner, &
Benson, 1977). In the case of reduplica-
tive paramnesia, the combination of dis-
torted visual information from a posterior
nondominant temporal-parietal lesion and ab-
normal monitoring due to a frontal lesion led
to delusions about the identity of a place
(Benson et al., 1976). With confabulation asso-
ciated with amnesia, frontal injury led a patient
to fill in the amnesia with false information,
whereas without the frontal injury, the confab-
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ulation would not occur (Benson et al., 1996;
Stuss & Benson, 1986).

Benson and his colleague and friend Don
Stuss evaluated the effects of leukotomy on
frontal lobe function (Stuss et al., 1981). This
work required finding patients in whom
leukotomy has had been performed. In many
instances, Stuss and Benson found patients in
whom the procedure had been performed years
or even decades earlier. It represented the be-
ginning of a new era, and Stuss and Benson
eventually modified Luria’s classification by
suggesting that the prefrontal cortex has three
major anatomical divisions: orbitofrontal,
cingulate, and dorsolateral. Whereas the
orbitofrontal cortex modulated social control
and the cingulate cortex was responsible for
the generation of goal-directed behavior, the
neuropsychological functions of the frontal
cortex were localized within dorsolateral
prefrontal regions (Stuss & Benson, 1986).
These concepts have proven remarkably dura-
ble across many approaches, whether lesion-
based or studied in healthy controls with func-
tional magnetic resonance imaging (fMRI).

Others continue to evaluate the frontal lobes
from distinctive perspectives. The concept of
working memory pioneered by Alan Baddeley
(2003) began the parcellation of specific fron-
tal lobe neuropsychological functions localized
to different regions in the frontal cortex. Patri-
cia Goldman-Rakic and colleagues (e.g.,
Chafee & Goldman-Rakic, 1998) emphasized
the role of a frontoparietal system in visual at-
tention/working memory tasks and showed the
role and anatomy of the dopaminergic compo-
nents of this circuit. Mark D’Esposito and col-
leagues (e.g., Ranganath & D’Esposito, 2005),
Cheryl Grady (2002), and others have success-
fully used functional imaging techniques such
as fMRI to evaluate this working memory sys-
tem in vivo. Marsel Mesulam’ (1998) histo-
logical and phylogenetic approaches to cortical
organization have emphasized the functional
organization of cortex based on connections to
primary sensory or motor areas. With his
single-cell recording in rodents, Edmund
Rolls’s  (2004) pioneering research has
demonstrated the important function of
orbitofrontal cortex in reward and eating-
related behaviors. Finally, Antonio Damasio’s
(2003) “somatic marker” theory suggests that
the orbitofrontal cortex is involved with the in-
terpretation of autonomic information in deci-
sion making.

IMAGING

Neuroimaging research continues as the pre-
eminent technique for evaluation of the frontal
lobes. Computed tomography (CT) became
widely available in the late 1970s; prior to that,
clinicians had few ways to visualize the struc-
ture or function of frontal cortex. Older tools,
pneumoencephalography and angiography,
were highly invasive, painful, and sometimes
dangerous, and offered only crude outlines of
frontal anatomy. With CT, suddenly clinical-
anatomical correlations could be made iz vivo,
and the presence and extent of structural le-
sions associated with stroke, demyelination, tu-
mor, or trauma became visible prior to death.
CT allowed researchers to explore the relation-
ship between volume of frontal injury and clin-
ical status with trauma, tumor, stroke, and
neurodegeneration. Measurement of atrophy
became a way to differentiate between normal
aging and dementia, and to separate the dis-
tinctive dementia syndromes from each other.
Yet CT had constraints related to the frontal
lobes. In particular, artifacts generated from
adjacent bone diminished visualization of
orbitofrontal and anterior frontal structures.
Also, resolution between gray and white matter
was limited.

Development of MRI in the early 1980s cir-
cumvented some of the problems associated
with CT. Better resolution of gray and white
matter, and disappearance of artifacts associ-
ated with bone made MRI the technique of
choice for the evaluation of the frontal lobes.
MRI allowed quantitative measurement of
frontal volumes, facilitating studies on the role
of frontal cortex, or subfrontal white matter le-
sions in the pathogenesis of a wide variety of
cognitive and behavioral syndromes.

Volumetric region-of-interest (ROI) mea-
sures of normal or pathological tissue, corre-
lated with specific cognitive or behavioral pa-
rameters, remain a widely used approach to the
study the sequelae from frontal injury. Hand-
drawn measures (ROIs) in different frontal re-
gions have facilitated the study of neurological
and psychiatric disorders. However, because
this approach is slow and interrater reliability
is a methodological concern, automatic ROI
methods are being developed for measuring the
frontal lobes in their entirety and for selective
regional analyses.

Other MRI-based techniques have facilitated
study of brain-behavior relationships related
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to the frontal lobes, including voxel-based-
morphometry (VBM) and deformation-tensor
morphometry (DTM). With these techniques,
the brains from two groups can be compared
with regards to overall patterns of atrophy.
Often a disease cohort is compared to age-
matched controls, and VBM and DTM also al-
low comparisons between an individual patient
and a control group (Ashburner & Friston,
2001; Studholme et al., 2004). Or, a patient’s
results can be compared with use of images
obtained at different times. Unlike ROI ap-
proaches, VBM and DTM require no a priori
hypotheses and allow comparisons of the
whole brain (or specific frontal regions) be-
tween patient cohorts and controls. These tech-
niques have proven particularly powerful for
delineating the most vulnerable brain regions
in different conditions that cause dementia.

Structural MRI still holds great promise for
facilitating a better understanding of the fron-
tal lobes. VBM and ROI approaches are still
relatively new, and studies combining these
techniques with newer cognitive approaches
should offer many new insights into structural
and functional relationships related to the fron-
tal lobes. Movement from 0.5 to 1.5 T (tesla)
magnets has improved resolution of frontal re-
gions and has facilitated better separation of
gray matter from white matter. Furthermore,
more powerful magnets (3, 4, and 7 T magnets)
will offer even greater advantages for structural
resolution of the frontal lobes in the coming de-
cade.

Functional methods wusing radionuclides
such as single-photon emission computed to-
mography (SPECT) and positron emission to-
mography (PET) have contributed to a better
understanding of the frontal lobes. SPECT and
PET have helped to show the frontal compo-
nent of a wide variety of disease states, includ-
ing depression (Mayberg, 2002), obsessive—
compulsive disorder (Saxena et al., 2004),
schizophrenia (Hill et al., 2004), attention defi-
cit disorder (Schweitzer et al., 2003), Alzhei-
mer’s disease (Craig et al., 1996), and
frontotemporal dementia (Miller et al., 1991).
Similarly, frontal contributions to working
memory, generation, executive function, apa-
thy, and disinhibition continue to be explored
with these functional techniques. Both SPECT
and PET still have great potential for imaging
the brain receptor systems described in Chap-
ters 12-17, this volume.

Increasingly, MRI is being explored as a way
to supplement, or even replace, SPECT and
PET techniques for measuring brain metabo-
lism. Perfusion MRI (Callen, Black, Caldwell,
& Grady, 2004) offers better resolution and is
less invasive than either SPECT or PET, but sys-
tematic comparisons between perfusion MRI,
SPECT, and PET are still lacking. A newly
funded National Institutes of Health (NIH) ini-
tiative on imaging in dementia will compare
the relative value of perfusion MRI and PET,
facilitating more scientific selection of imaging
techniques in the future.

fMRI is a new and powerful tool that has
dramatically changed research into the frontal
lobes by allowing noninvasive evaluation in
vivo. Relying upon changes in the MRI signal
that occur when the brain undergoes metabolic
activity (the BOLD signal), fMRI allows study
of brain activity associated with specific cogni-
tive tasks (Frackowiak, 2000-2001). Frontal
brain regions that are active during working
memory, self-reflection, word generation, tem-
poral sequencing, set shifting, and many other
cognitive paradigms are being evaluated by
psychologists, psychiatrists, and neurologists
with this technique (Baron-Cohen, 2004). An-
other exciting development with fMRI has
been the mapping of networks activated with
cognitive tasks or during rest (Greicius,
Krasnow, Reiss, & Menon, 2003). This eluci-
dates an understanding of what brain systems
work together during specific activities. No
technique has ever generated quite so much
new data regarding the functional organization
of the frontal lobes, and it will be many years
before this data can be fully understood.

Magnetoencephalography, transcranial mag-
netic stimulation, and nuclear magnetic reso-
nance spectroscopy represent other imaging
approaches that have been applied to the study
of frontal lobe function in healthy or disease
states. Whatever the technique, it is clear that
neuroimaging will continue to influence of our
understanding of the frontal lobes.

NEUROANATOMICAL/FUNCTIONAL ORGANIZATION

The frontal lobes are no longer considered a
single functional entity. Rather, there are a vari-
ety of ways to anatomically subdivide this
brain region, all based upon distinctive con-
structs. Most researchers accept that the fron-
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tal lobes have three major divisions: motor,
premotor, and prefrontal regions. Motor and
premotor areas are considered distinctive func-
tional units, whereas prefrontal cortex is more
complex, requiring further subdivision. One
system to subdivide the frontal cortex relies on
the distinctive functions of different prefrontal
regions. Another approach considers regional
connections to and from specific subcortical re-
gions. Additionally, the left and right frontal
lobes are increasingly differentiated: The left
frontal lobes are more specialized for language-
related functions, and the right frontal region is
dominant in social cognition and emotion. An-
alyzing regional histology represents another
way to subdivide the frontal lobes.

A functional approach suggested by Stuss
and Benson (1986) divides prefrontal cortex
into orbital, dorsolateral, and cingulate re-
gions. Increasingly, these gross divisions are be-
ing further parcellated into smaller functional
units. Baddeley (2003) and others have shown
a dorsal prefrontal (Brodmann’s area [BA] 46)
parietal system involved with working memory
(left verbal working memory and right visual
working memory). A more ventral frontal-
parietal system is involved with mirror move-
ments, (Rizzolatti, Fogassi, & Gallese, 2002),
speech initiation (Dronkers, 1996), and affect
matching (Rosen et al., 2004). Orbitofrontal
cortex has important medial-lateral and right—
left divisions. Medial orbitofrontal cortex is
strongly connected with hypothalamic nuclei,
whereas lateral orbital cortex is more strongly
connected with anterior temporal and insular
regions. In certain behavioral paradigms or-
bitofrontal regions show antagonistic func-
tions. For example, the medial area activates
when an individual is hungry, whereas the lat-
eral region activates when the same individual
is sated (Small, Zatorre, Dagher, Evans, &
Jones-Gotman, 2001).

“Executive control,” a broad term used to
describe the neuropsychological functions of
the frontal lobes, incorporates many distinctive
cognitive processes. Neuropsychologists are
now attempting to subdivide neuropsychologi-
cal functions into their anatomically driven
subcomponents. Working memory is a core
constituent of executive function, and when
there are deficits in working memory, nearly all
other tests of executive control are vulnerable.
Other components of executive control include
generation, inhibition, set shifting, concept for-

mation, temporal sequencing, insight, interper-
sonal perspective taking (theory of mind), and
social and real-world executive performance.
Distinctive tasks that capture these different as-
pects of executive control are in development.
Similarly, the anatomical components of these
tasks are under investigation. This topic is ex-
plored by Kramer and Quitania in Chapter 18,
this volume. Left versus right frontal lobe func-
tions are now under careful scrutiny. Linguistic
functions of Broca’s area in prefrontal cortex
has been understood for nearly 150 years, but
only recently have investigators begun to for-
mally address the preeminence of the right
prefrontal cortex for social and emotional
behavior. For example, in a recent imaging
study of a large cohort of patients with demen-
tia, Rosen and colleagues (2004) found that re-
petitive compulsive behaviors were strongly as-
sociated with right supplementary motor area
atrophy, disinhibition with atrophy in the right
orbitofrontal cortex, and apathy with atrophy
in the right cingulate cortex. Right insular atro-
phy correlated with abnormalities in eating.
fMRI approaches to behavior suggest that self-
reflection, reading the emotional expressions of
others, and many other aspects of social cogni-
tion activate more right compared to left fron-
tal regions. The specifics of behavioral special-
ization of right frontal cortex still remain
poorly understood, but the combination of
fMRI and lesion studies should elucidate many
of these details in the coming decades.
Earlier, Yakovlev (1968), but more recently
Flaherty and Graybiel (1995), Tekin and
Cummings (2002), and others, have empha-
sized the intimate connections between sub-
cortical and frontal structures, and this connec-
tivity has helped to organize the frontal lobes
into distinctive units. The presence of these an-
atomical circuits suggests one way to classify
the organization of the frontal lobes. Tekin and
Cummings suggest that there are five distinc-
tive frontal subcortical systems: (1) supplemen-
tary motor area, (2) frontal eye fields, (3)
dorsolateral prefrontal, (4) orbitofrontal, and
(5) anterior cingulate cortex. With each circuit,
specific neurochemical systems transmit their
functional activity. Lesions in these different
frontal or subcortical circuits lead to distinctive
clinical syndromes. With supplementary motor
dysfunction, deficits in controlled movement
and repetitive motor behaviors emerge (Gorno-
Tempini, Murray, Rankin, Weiner, & Miller,
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2004); with eye movement injury, control of
gaze is diminished (Chou & Lisberger, 2004);
with dorsolateral dysfunction, there is loss of
executive control and neuropsychological defi-
cits in the area of working memory, and alter-
nation and planning deficits emerge (Boone et
al., 1999); orbitofrontal dysfunction causes
social deficits, including disinhibition with
sparing of cognition (Damasio, 2003); and
cingulate lesions lead to “amotivational” states
(Tekin & Cummings, 2002). Psychiatric syn-
dromes are strongly linked to these frontal-
subcortical circuits, in particular, depression,
mania, and obsessive—compulsive disorders.
The relationship of these psychiatric syn-
dromes to frontal lobe dysfunction is discussed
extensively in this book. Finally, movement dis-
orders are particularly prominent when the
basal ganglia component of frontal-subcortical
circuits is affected.

Mesulam (1998) considers anatomical con-
nectivity and histology in his approach to corti-
cal organization of the frontal regions. His
system empbhasizes limbic, paralimbic, and cor-
tical divisions. Cortical regions are divided into
four subtypes—primary, unimodal, hetero-
modal, and supramodal cortex—based on the
nature of these regions’ other cortical connec-
tions. With this system, the first-order regions
include primary motor (BA 4), sensory (BA 3),
visual (BA 17), auditory (BA 42), and gustatory
cortex (BA 43). These regions are theoretically
bound together by the fact that they are the
first cortical regions that connect with sub-
cortical areas that translate information from
or to the external milieu. Unimodal regions
have efferent connections from the primary ar-
eas and process only one type of sensory stim-
uli (visual, auditory, or gustatory). Hetero-
modal regions are areas that connect with
unimodal areas and are involved with multiple
types of sensory processing. In the final, supra-
modal division, many prefrontal regions are
considered supramodal because they are re-
mote from sensory processing, and involved
with higher order processing.

Finally, in recent years, the role of a his-
tologically unique neuron, the spindle cell, is
being explored in relation to the distinctive
functions of the frontal lobes in humans. Ori-
ginally described by von Economo, these large,
spindle-shaped cells found in layer 5b of the
ventral frontal anterior cingulate and anterior
insular regions are more strongly localized to

the right frontal area. These cells first appeared
in great apes but are only abundant in humans.
They first appeared in orangutans but are far
more abundant in gorillas. Spindle cells show
still greater abundance in bonobo chimpanzees
and have 1,000-fold greater concentration in
humans than in chimps. Spindle cells are absent
in gibbons, New World monkeys, Old World
monkeys, and all other mammals studied
(Allmann, Hakeem, & Watson, 2002; Nim-
chinsky et al., 1999). The role of these cells in
social cognitive paradigms will be extensively
studied in the coming decade.

NEUROLOGICAL DISORDERS
OF THE FRONTAL LOBES

One important approach to understanding
frontal function is to examine neurological dis-
orders that selectively attack the frontal re-
gions. Neuroimaging has facilitated this ap-
proach by allowing investigators to outline
brain areas affected by distinctive pathological
processes. Many neurological disorders involve
the frontal lobes either directly or through
frontal-subcortical connections. Alzheimer’s
disease (AD) is an example of a disease in
which frontal cortex is not the primary site of
injury but is usually affected at some time in
the course of the illness (Johnson, Vogt, Kim,
Cotman, & Head, 2004). With AD, the combi-
nation of imaging, behavioral, and cognitive
approaches has helped to clarify the role of the
cingulate cortex in a variety of psychological
processes, including apathy and compulsions.
There are also a few conditions in which fron-
tal cortex is the primary site of disease. Fronto-
temporal lobar degeneration (FTLD) is one
such example, and this disorder has become a
powerful model for the investigation of frontal
function. Three subtypes of FTLD exist, all de-
fined by distinctive clinical syndromes (Rosen
et al., 2002). The core features of the major
subtype, frontotemporal dementia (FTD), in-
clude loss of social and personal conduct, loss
of insight, and emotional blunting. The most
profound atrophy with FTD is in the anterior
cingulate, insular, and orbitofrontal cortex.
The right hemisphere is more severely affected
than the left. In the second subtype, progressive
nonfluent aphasia, the atrophy involves these
same frontal regions but is more severe on the
left than on the right side. With semantic de-
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mentia, the third FTLD subtype, the insula and
orbitofrontal cortex, amygdala, and anterior
temporal lobes are bilaterally atrophic. These
distinctive anatomies facilitate exploration of
the functions of the right versus left frontal cor-
tex and different frontal regions. Each patient
with FTLD shows slightly distinctive involve-
ment of dorsolateral, orbital, cingulate, or in-
sular regions. This allows comparison of indi-
viduals, or groups of patients, with unique
anatomical patterns, with the goal of parceling
out the specific functions of these frontal re-
gions.

There are other neurological disease models
for the evaluation of frontal lobe function. Be-
ginning with Harlow’s descriptions of Phineas
Gage, trauma has helped to delineate the func-
tional anatomical divisions in the frontal lobes.
Often, trauma selectively injures orbitofrontal
cortex while sparing dorsolateral regions (Al-
exander & Stuss, 2000). In patients with these
selective injuries, profound deficits in social
behavior and intelligence, with sparing of the
cognitive components of frontal lobe function,
led to the recognition that orbitofrontal and
dorsolateral components of the frontal lobes
are distinctive. Similarly, from the clinical study
of patients with selective injury to the cingulate
cortex associated with anterior cerebral artery
stroke or psychosurgery (Brower & Price, 2001),
researchers now suspect that this area is partic-
ularly important for initiation of behavior.

PSYCHIATRIC DISORDERS AND THE FRONTAL LOBE

An important paradigm shift in psychiatry has
been the recognition of dysfunction in the
prefrontal cortex or within frontal-subcortical
circuitry in many psychiatric disturbances. This
conceptual shift has been driven by converging
evidence generated through a wide variety of
approaches: cognitive, behavioral, neuroimag-
ing, and neuropathological. Schizophrenia rep-
resents one such disorder in which all of these
distinctive parameters suggest frontal dysfunc-
tion.

Neuropsychological testing of many patients
with schizophrenia shows deficits in frontal/ex-
ecutive skills compared to controls (Kremen,
Seidman, Faraone, Toomey, & Tsuang, 2004).
Similarly, the behavioral features of patients
with schizophrenia have many parallels to pa-
tients with frontal injury. The negative symp-

tom complex found in many patients with
schizophrenia is similar to the apathetic syn-
dromes caused by frontal injury (Boone, Miller,
Swartz, Lu, & Lee, 2003). Furthermore, pa-
tients with schizophrenia who have the most
severe negative symptoms, such as apathy, tend
to have the smallest frontal brain volumes, fur-
ther linking specific symptoms in schizophrenia
to the frontal lobes (Roth, Flashman, Saykin,
McAllister, & Vidaver, 2004). Also, a wide-
variety of PET and fMRI studies show meta-
bolic abnormalities at rest and during ac-
tivation in prefrontal cortex (Davidson &
Heinrichs, 2003). Finally, autopsies of many
patients with schizophrenia reveal neuropatho-
logical abnormalities. Most of these changes
are found in the hippocampus, but recent
work suggests that abnormalities in the frontal
regions (Webster, O’Grady, Kleinman, &
Weickert, 2005).

Schizophrenia represents just one of the
many psychiatric illnesses in which behavioral
disturbance is linked to the frontal lobes. Ma-
jor depression is associated with hypometabo-
lism in the dorsal and orbitofrontal cortex
(Mayberg, 2002). Metabolic changes have also
been noted in the anterior cingulate and insular
regions. Similarly, disproportionate atrophy in
the orbitofrontal cortex is seen in elderly pa-
tients with depression or bipolar disorder. Also,
injury to frontal cortex is often followed by de-
pressive syndromes, and right orbitofrontal in-
jury can trigger secondary manic syndromes.
Frontal-subcortical circuits have also been
hypothesized to participate in obsessive—
compulsive disorder, and this hypothesis is sup-
ported by both structural and functional imag-
ing. Finally, attention deficit disorder is clearly
associated with dysfunction in the prefrontal
cortical, attentional, and executive systems.

SUMMARY

The frontal lobes are a large brain region rep-
resenting 30% of the cortical surface. The
coming decade will see a more definitive explo-
ration of the structural, functional, neuro-
chemical, and histological underpinnings of the
frontal lobes. Understanding the frontal lobes
will lead to advances against a wide variety of
neurological and psychiatric conditions. These
new developments are outlined throughout this

book.
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CHAPTER 2

Conceptual and Clinical Aspects
of the Frontal Lobes

Jeffrey L. Cummings
Bruce L. Miller

The human frontal lobes mediate the behaviors
that most distinguish man from animals. Even
higher nonhuman primates lack the empathy,
regret, sarcasm, social awareness, planning, and
judgment characteristic of human behavior.
These frontally mediated behaviors define the
highest level of human culture and achievement.
Frontal executive functions are also among the
most vulnerable of all human capabilities and
are compromised by a variety of neurological
illnesses, including stroke, demyelinating disor-
ders, neurodegenerative diseases, traumatic
brain injury, and neoplasms. Developmental
disorders frequently find their most severe ex-
pressions in frontal executive dysfunction.

Disorders of frontal lobe function and exec-
utive abilities are commonly encountered in
clinical circumstances. The assessment and in-
terpretation of frontal executive skills are com-
plex and require substantial clinical expertise.
Neuropsychological measures have evolved
that capture aspects of frontal executive behav-
ior, and advances are being made in developing
bedside tests that provide insight into frontal
executive abnormalities. In this brief chapter,
an overview of frontal executive dysfunction is
provided, methods of assessment are described,
and disorders commonly affecting these func-
tions are discussed. The anatomical underpin-
nings of distinct aspects of frontal executive
functions are correlated with clinical and func-
tional descriptions.

12

FRONTAL LOBE FUNCTIONS

Several major categories of function are medi-
ated by the frontal lobes. Elemental neurologi-
cal functions, speech and language abilities,
volitional eye movements, motivational behav-
iors, social competency, and executive abilities
are mediated by discrete regions within the
frontal lobe.

Elemental Neurological Functions

Basic neurological functions mediated by the
frontal lobes include pyramidal motor func-
tions, control of continence, and olfaction.
Olfaction depends on the integrity of the olfac-
tory bulb, olfactory nerve, and olfactory tract.
The olfactory bulbs and nerves lie on the infe-
rior surface of the orbitofrontal cortex, where
they are vulnerable to damage by orbitofrontal
injury. Traumatic contusions and subfrontal
neoplasms (e.g., meningiomas) are not infre-
quent causes of acquired olfactory dysfunction.
The medial olfactory track projects into the
septal region of the basal forebrain within the
inferior medial frontal lobe.

The pyramidal motor tract begins in the mo-
tor strip and projects through the internal cap-
sule and peduncle to the basis pontis and the
medullary decussations before descending to
the anterior horn cells. Pyramidal lesions cause
a characteristic posture featuring extension of
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the lower limb and flexion of the upper limb.
This posture is the typical hanging posture of
the nonhuman primate and reflects the evolu-
tionary history of the nonpyramidal motor sys-
tem. There is concomitant spasticity of the in-
volved limbs, with a gradual crescendo of tone,
culminating in sudden cessation of resistance as
Golgi tendon organs release the spastic resis-
tance. The pyramidal motor system mediates
fine finger and lip movements, as well as upper
limb reach into the environment. This upper
limb reach, and hand and lip dexterity allow
for fine motor control of writing and speech,
which contribute importantly to human enter-
prise and culture.

Ocular Motor Functions

Volitional eye movements are mediated by the
frontal eye fields anterior to the motor strip.
Saccadic eye movements depend on the integ-
rity of this system. Supranuclear eye move-
ment abnormalities reflecting an involvement
of the frontal eye fields or disconnection of
the fields from the ocular nuclei occur in
progressive supranuclear palsy, Huntington’s
disease, and a variety of other neurological
disorders. Seizures produce ocular deviation
away from the affected frontal eye field, and
ocular eye deviation toward the affected side
is characteristic of a postictal state or a focal
lesion.

Frontal Release Signs

Frontal release signs, more properly called
“primitive reflexes,” represent evolutionarily
derived motor programs that facilitate the exis-
tence of the infant but are normally lost as
frontal cortex matures and frontal function
suppresses these more primitive motor pro-
grams. The suck reflex represents the innate
sucking response necessary for infant survival.
It reappears in advanced neurological disorders
or diseases specifically affecting the frontal
lobes. Similarly, the grasp reflex enhances the
chance of survival in tree-dwelling primates,
whose survival from infancy depends on un-
learned reflexes to hang from parents or
branches. The grasp reflex reappears in pa-
tients with diffuse neurological dysfunction or
frontal lobe disorders. The extensor plantar
represents a portion of the triple flexion with-
drawal reflex, a protective response to distal
limb stimulation.

The palmomental reflex can occur in normal
individuals but may occur asymmetrically or be
elicitable after multiple stimulations in individ-
uals with frontal dysfunction. It has been hy-
pothesized that the palmomental reflex repre-
sents a primitive growl response associated
with upper limb simulation.

Sphincter Control

The urethral and anal sphincters are repre-
sented anatomically in the medial inferior fron-
tal cortex, inferior to the leg area of the medial
primary motor cortex. Involvement of this re-
gion through anterior cerebral artery stroke or
degeneration results in loss of sphincter control
and urinary or fecal incontinence.

Speech and Language Functions

Speech and language functions are mediated by
frontal lobe structures. A frontal dysarthria has
been described with lesions anterior to the
mouth area of the primary frontal cortex.
Aphemia is a syndrome that begins with mu-
tism and evolves into a “foreign accent syn-
drome.” It is associated with small lesions con-
fined to Broca’s area of the left hemisphere.
Larger Broca’s area lesions produce the syn-
drome of Broca’s aphasia, with nonfluent ver-
bal output, largely intact comprehension, and
compromised repetition. Medial left frontal le-
sions produce a transcortical motor aphasia
characterized by nonfluent output, preserved
comprehension, and preserved repetition. An
executive aprosodia with impaired speech oc-
curs with lesions of the right hemisphere in the
location equivalent to Broca’s area on the left.
More anterior lesions of the right hemisphere
contribute to a language output syndrome of
verbal dysdecorum, featuring lewd remarks,
sarcasm, or inappropriate humor (Alexander,
Benson, & Stuss, 1989). Thus, frontal lobe le-
sions may produce a variety of speech and lan-
guage disorders. The syndromes tend to be spe-
cific for left or right hemisphere.

Prefrontally Mediated Skills and Syndromes

The prefrontal cortex is parcellated into orbito-
frontal, dorsolateral prefrontal, and medial
frontal/anterior cingulate regions. Each of
these mediates a separate set of skills and
produces a distinct clinical syndrome when
rendered dysfunctional (described below). Dis-
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orders affecting the medial frontal cortex pro-
duce an apathetic amotivational syndrome; dis-
orders of the orbitofrontal cortex produce
a disinhibited, impulse control disorder; and
lesions of the dorsolateral prefrontal cortex
result in executive dysfunction (Cummings,

1998; Sarazin et al., 1998).

FRONTAL-SUBCORTICAL CIRCUITS

Frontal—cortical regions are connected to a
complex circuitry of subcortical structures
(Figure 2.1). Frontal motor cortex and frontal
eye fields connect to subcortical motor and oc-
ular control nuclei through descending path-
ways involving the basal ganglia and thalamus.
The behaviorally relevant cortical regions of
medial frontal cortex, orbitofrontal cortex, and
dorsolateral prefrontal cortex each project to
distinct areas of the striatum. These striatal re-
gions in turn project to subdivisions of the sub-
stantia nigra and globus pallidus. Nigral and
pallidal structures project to discrete nuclei of
the dorsomedial thalamic nuclei. The final limb
of the circuit projects back to frontal cortex, as
well as more widely to parietal and temporal
regions (Cummings, 1998). Each frontal-
subcortical circuit has both a direct and an in-
direct pathway. The indirect pathway projects
from globus pallidus externa to the sub-
thalamic nucleus and back to globus pallidus

interna before connecting to thalamic nuclei.
The direct circuit projects from globus pallidus
interna to medial thalamic regions. The dy-
namic balance between direct and indirect cir-
cuitry provides the basis for some types of
motoric and behavioral disturbances eman-
ating from disorders of one of the compo-
nent pathways (Litvan, Paulsen, Mega, &
Cummings, 1998).

Each of the frontal-subcortical circuits is rel-
atively discrete, with communication between
circuits occurring primarily at the level of the
frontal cortex. This anatomical arrangement
emphasizes the unique function of the frontal
cortex as an integrator across functional com-
plexes.

The principal pathways outlined here share
common transmitters, as well as an overall
common anatomical structure (while remain-
ing largely discrete within those structures).
Glutamate is the principal cortical transmitter,
both from cortex to striatum, and from
thalamus to cortex. The main excitatory trans-
mitter within the circuits is also primarily glu-
tamate, whereas the common inhibitory trans-
mitter is y-aminobutyric acid (GABA). These
pathways receive modulating input from sero-
tonergic and dopaminergic nuclei. In addition,
cholinergic interneurons comprise a population
within the striatal structures. Differential
expression of receptor subtypes distinguishes
among the frontal-subcortical circuits.

Orbitofrontal Dorsolateral Medial Frontal
—> Cortex Prefrontal Cortex
Cortex

Caudate Caudate Nucleus

Nucleus Nucleus Accumbens

Globus Globus Globus

Pallidus Pallidus Pallidus
— Thalamus Thalamus Thalamus

FIGURE 2.1. Principal anatomic structures of frontal-subcortical circuits.
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MEDIAL FRONTAL CORTEX

The medial frontal cortex comprises the sup-
plementary motor area and the anterior
cingulate cortex. The anterior cingulate is inti-
mately involved in motivated behavior, and the
principal behavioral product of anterior
cingulate dysfunction is an amotivational apa-
thetic state. Apathy has several dimensions (Ta-
ble 2.1). Motoric apathy is manifested by di-
minished motor activity, reduced gesturing,
and diminished verbal output. Cognitive apa-
thy is manifested by decreased curiosity and al-
tered interest in learning, deducing, and draw-
ing logical conclusions. Affective apathy
includes diminished vocal inflection and re-
duced facial expression of internal emotional
states. Emotional apathy is evidenced by re-
duced social interest, diminished affection, and
compromised enthusiasm. Motivational apathy
includes reduced initiation and poor mainte-
nance of implemented activities. The indepen-
dence and anatomical and neurobiological cor-
relates of these different forms of apathy have
not been determined.

Apathy occurs with degenerative, ischemic,
neoplastic, and infectious conditions affecting
the anterior cingulate cortex, nucleus
accumbens, globus pallidus, thalamus, or con-
necting white matter tracts. Apathy is particu-
larly  striking in some patients with
frontotemporal dementia, individuals with
thalamic stroke, and persons with human
immunodeficiency virus (HIV) encephalopathy.

ORBITOFRONTAL CORTEX

The orbitofrontal cortex, particularly the right-
hemispheric orbitofrontal regions, mediates the
rules of social convention. Patients with orbito-
frontal lesions are socially disabled, manifest-
ing interpersonal disinhibition, poor social

TABLE 2.1. Components of the Apathetic Syndrome

Motoric
Cognitive
Affective
Emotional

Motivational

judgment, impulsive decision making, lack of
consideration for the impact of their behavior,
absence of an appreciation for the effect of
their behavior or comments on others, and lack
of empathy for others. This orbitofrontal
syndrome has been labeled a “pseudopsycho-
pathic” disorder, linking it to the sociopathic or
psychopathic behavior exhibited by individuals
with character disorders who manifest a disre-
gard for accepted social conventions. Like indi-
viduals with sociopathy, patients with orbito-
frontal syndromes may commit minor crimes,
such as shoplifting, and may come to clinical
attention through manifestations of criminal
behavior (Miller, Darby, Benson, Cummings,
& Miller, 1997). Other behaviors that fre-
quently co-occur with the orbitofrontal disinhi-
bition syndrome include apathy, restlessness,
stereotypes, indifference, euphoria, disinterest-
edness, cheerfulness, diminished attention, de-
pendence or hyperdependence on stimuli in the
physical environment, planning disorders, and
impairment of emotional control (Sarazin et
al., 1998). When orbitofrontal injury is sus-
tained in childhood, a similar behavioral com-
plex emerges but, in addition, the patients
exhibit defective social and moral reasoning
(Anderson, Bechara, Damasio, Tranel, &
Damasio, 1999). “Theory of mind” tests reveal
that the ability to infer the mental state of oth-
ers depends explicitly on right orbitofrontal
function (Stuss, Gallupp, & Alexander, 2001).
Orbitofrontal dysfunction is frequently appar-
ent in individuals exhibiting the environmental
dependence syndrome manifested by imitation
and utilization behavior (Lhermitte, 1986;
Lhermitte, Pillon, & Serdaru, 1986).

DORSOLATERAL PREFRONTAL CORTEX
AND EXECUTIVE FUNCTION

The dorsolateral prefrontal cortex is responsi-
ble for organizing a volitional response to envi-
ronmental contingencies, recalling past events
and planning current actions in a temporally
informed manner, programming motor acts to
follow volitional command, implementing pro-
grams to achieve the intended goal, monitoring
the results of the action to determine the suc-
cess of the intervention, and adjusting or stop-
ping the action depending on the outcome of
the assessment (Royall et al., 2002) (Figure
2.2). Each of these component processes is an
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Distractibility Cancellation; vigilance

test
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motor programs

FIGURE 2.2. Components of frontal executive function abnormalities and relevant assessments.

executive process, and each may be impaired
independently of the others. Thus, patients
with executive dysfunction disorders may man-
ifest any of a diverse array of clinical phenom-
ena reflecting the complex organizational
framework mediating executive function. Not
all patients with frontal lobe or frontal-
subcortical circuit disorders exhibit abnormali-
ties in all executive function domains.
Prefrontal functions are conceptualized as a
nested series of hierarchical functions, with the
first, lowest level involved in selecting motor
actions and motor programs, the second pro-
viding contextual control and involved in se-
lecting premotor representations contingent on
external circumstances, and a third, episodic
control level placing the volitional act in a tem-
porally relevant and situationally informed
context (Koechlin, Ody, & Kouneiher, 2003).

Executive function depends on the integrity
of instrumental functions, such as language,
memory, praxis, and visuospatial skills. One
cannot abstract proverbs, a function that de-
pends on assigning two meanings to language,

in the presence of a primary language deficit.
Likewise, the typical memory syndromes asso-
ciated with prefrontal dysfunction, such as a
retrieval deficit disorder, cannot be exhibited in
the presence of a frank amnesia associated with
temporal lobe dysfunction. Strategies associ-
ated with resolution of complex visuospatial
challenges cannot be developed and applied in
the absence of elementary visual perceptual
and visuospatial functions. In the course of as-
sessment, relative functional capacity of instru-
mental functions must be ensured before con-
clusions can be derived about the integrity of
executive functions.

Many executive function tasks assess multi-
ple types of executive processes. For example,
the Wisconsin Card Sorting Test assesses both
abstraction and preservation. The clock draw-
ing task tests both visual strategy and freedom
from distraction. Failure of a specific execu-
tive function task rarely implicates a single,
unique executive process. Rules that apply to
assessing frontal disorders are summarized in

Table 2.2.
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TABLE 2.2. Observations Guiding the Assessment of Frontal Lobe Functions

e Executive function has many dimensions, including choosing, planning, programming, implementing,

monitoring, and adjusting or ending a volitional act.

e Individual component processes of executive functions can be affected independently.
e Not all component processes are affected in patients with frontal lobe disorders simultaneously.
e Assessment of multiple component processes should be included in the evaluation of patients with a

suspected frontal lobe dysfunction.

e Executive function depends on intact instrumental functions such as language, memory, praxis,

perception, and visuospatial processing.

e Many tests of frontal lobe function simultaneously assess more than one component process.

e Executive function is synthetic, creative, and generative; the constrained and structured circumstances of
many testing situations minimize the effects of frontal dysfunction.

e Executive functions, motivation, and social behavior depend on frontal-subcortial circuitry in addition

to integrity of frontal cortex.

e “Frontal” disorders may occur with subcortical lesions (basal ganglia, thalamus) linked to frontal cortex

through fontal-subcortical circuits.

e Three relatively distinct frontal lobe syndromes are recognized: An amotivational syndrome reflects
dysfunction of the anterior cingulate and medial frontal cortex; disinhibition is associated with
disturbances of the inferior frontal cortex; and executive dysfunction is associated with dysfunction of

the dorsolateral prefrontal cortex.

Component Procedures of Executive Function
Volition

There are few pure tests of volition. Assessment
of this domain is best accomplished by investi-
gating the patient’s insight and determining his
or her understanding of the illness, disability,
and likelihood of regaining employment status.
Verbal fluency testing contains a generative in-
tellectual component relevant to the assessment
of volition. Patients must volitionally search
their lexicon to identify members of a specific
category, such as animals or words beginning
with the letter “a.”

Volitional activity demands the ability to
suppress habitual responses in favor of novel
activity, an ability tested by the Stroop Color—
Word Test. This ability is critical to implement-
ing programs in response to environmental
contingencies (Peterson et al., 1999). Volition
also requires abstraction of a pattern from the
background. Abstraction is assessed by the
Wisconsin Card Sorting Test and tests of simi-
larities, differences, and proverb interpretation
(Goldstein, Obrzut, John, Ledakis, & Arm-
strong, 2004; Rezai et al., 1993).

Planning and Recalling

This component of executive function medi-
ates development of a plan and puts it into a
temporal context of previously accomplished
activities. Assessments relevant to this execu-

tive function level include mental control tasks
and the ability to hold the task in mind, such as
reciting the months of the year in reverse order
or spelling the word “world” backwards,
tower tests that require extensive planning,
complex figure copy tasks that require a so-
phisticated strategy to best accomplish the
copy, maze tasks that require the patient to an-
ticipate and plan maze moves, and a clock-
drawing task that requires the patient to ex-
hibit spatial planning (Royall, Cordes, & Polk,
1998). Memory functions rendered abnormal
by prefrontal cortex dysfunction include prob-
lems retrieving information from semantic
stores, impairments of temporal ordering, dec-
rements of source memory (where or when
something was learned), increased susceptibil-
ity to interference in the course of memory test-
ing, compromised strategies for encoding and
retrieval, impaired metamemory or insight into
memory function, and increased rates of
confabulatory and false memory responses
(Wheeler, Stuss, & Tulving, 1995). Patients
have difficulty retrieving remote memories, just
as they do retrieving recent memories, and
there is less of a recent-remote dissociation in
frontally based retrieval deficit syndromes
compared to temporally based amnestic disor-
ders (Mangels, Gershberg, Shimamura, &
Knight, 1996). Procedural or motor learning is
impaired in patients with prefrontal lesions
(Gomez Beldarrain, Grafman, Pascual-Leone,
& Garcia-Monco, 1999).



18 OVERVIEW OF THE FRONTAL LOBES

Motor Programs

Appropriate programming involves both se-
lecting and implementing a program and re-
sisting or inhibiting alternative responses.
Commonly used motor program tests include
alternating programs, reciprocal programs,
and the go/no-go test.

Implementation of Volitional Activity

The actual implementation phase of volitional
activity is mediated by frontal motor cortex or,
in the case of eye movements, by frontal eye
fields. Relevant measures of motor activity in-
clude the Trail Making A test, the grooved peg-
board test, and the finger-tapping test.

Monitoring the Effects of Volitional Activity

A variety of vigilance and abstraction tasks are
required to monitor the impact of a volitional
effect. Cancellation tasks assess vigilance, as do
digit span and continuous performance tasks.

Adjusting and Stopping Volitional Activity

Adjusting and stopping volitional activity is as
critical as implementing it. Perseveration is a
commonly observed clinical phenomenon that
represents an inability to stop an action appro-
priately. This is tested clinically with multiple
loops or motor programming tasks, such as
alternating programs. The Wisconsin Card
Sorting Test and the Trail Making B Test also
elicit perseverative behavior.

BEDSIDE ASSESSMENT
OF FRONTAL LOBE FUNCTION

Orbitofrontal, medial frontal, and some as-
pects of dorsolateral prefrontal dysfunction are
best assessed by careful observation during the
course of an interview. Is the patient disinhibit-
ed, impulsive, and tactless? Is the patient apa-
thetic, agestural, and without motivation?
Does the patient have poor judgment, failing to
grasp the implications of his or her illness or
disability?

Bedsides mental status testing can assess a
substantial number of component executive
processes. Lexical search strategies are as-
sessed by verbal fluency; information and re-

call search is assessed through tests of recent
and remote recall; strategy generation can be
determined through complex figure copy
tasks; mental control is assessed by asking the
patient to repeat the months of the year in re-
verse order, to spell the word “world” back-
ward, or to execute serial subtractions. Ab-
straction is assessed through interpretation of
proverbs or derivation of the meaning of dif-
ferences or similarities. Motor tasks include
motor programming tasks such as go/no-go
tasks and serial hand sequences. Freedom
from distraction can be assessed by asking
the patient to draw the face of a clock and
set it for the time of 11:10. Vigilance and
concentration are examined with a continu-
ous performance test, and the ability to shift
sets can be determined by asking the patient
to perform oral trails (alternating between
counting and reciting the alphabet).

In addition to these individual components
of a bedside assessment of frontal lobe func-
tions, several relevant rating scales and ques-
tionnaires have been developed and may as-
sist in identifying and characterizing frontal
lobe disorder. The EXIT-25, which provides a
brief assessment of several component frontal
executive functions, may be used in conjunc-
tion with the CLOX, a method of scor-
ing clock drawing that emphasizes executive
function (Royall et al., 1998). The Frontal
Assessment Battery (FAB; Dubois, Slachevsky,
Litvan, & Pillon, 2000) also assesses several
processes relevant to frontal lobe function
and has been shown to identify patients with
frontal lobe syndromes. The Montreal Cogni-
tive Assessment (MoCA; Nasreddine et al.,
2005) is a 30-item cognitive assessment with
an emphasis on evaluation of executive func-
tion.

Assessment of neuropsychiatric symptoms
may assist in identifying patients with frontal
lobe dysfunction. The Neuropsychiatric Inven-
tory (NPI; Cummings et al., 1994) had been
used to assess patients with frontotemporal de-
generation, where it reveals a characteristic
profile of disinhibition and euphoria (Levy,
Miller, Cummings, Fairbanks, & Craig, 1996).
The Frontal Systems Behavior Scale (Stout,
Ready, Grace, Malloy, & Paulsen, 2003) in-
cludes ratings of apathy and disinhibition and
measures of executive dysfunction, and is use-
ful in assessment of patients with frontal lobe
disorders.
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FUNCTIONAL IMAGING AND THE EXPLORATION
OF FRONTALLY MEDIATED ABILITIES

Functional magnetic resonance imaging
(fMRI) has emerged as a tool uniquely suited
to explore aspects of frontal lobe function. In
these assessments, an individual is challenged
with a unique situation or test. Activation of
a specific region of the frontal lobes in re-
sponse to the challenge implies participation
of that region in generating the response.
This methodology has been successfully ap-
plied to the exploration of higher-order hu-
man cognitive functions. For example, regret
has been shown to depend on the integrity of
orbitofrontal cortex (Camille et al., 2004).
Conflict monitoring has been ascribed by
fMRI to the anterior cingulate, a concept
consistent with the idea that absence of con-
flict monitoring would result in an apathetic
syndrome (Kerns et al., 2004). Activation of
the presupplementary motor area, as well as
right dorsolateral prefrontal region was ob-
served when patients paid attention to their
volitional activity (Lau, Rogers, Haggard, &
Passingham, 2004). Participation of the ante-
rior cingulate cortex has been demonstrated
in monitoring situations in which errors are
likely to occur (Carter et al., 1998), and the
orbitofrontal cortex was found to participate
in reward-dependent activity in nonhuman
primates (Roesch & Olson, 2004). This ap-
proach has been unusually valuable in link-
ing regions of frontal cortex to specific be-
haviors.

DIFFERENTIAL DIAGNOSIS OF CONDITIONS
PREDOMINANTLY AFFECTING
FRONTAL CORTICAL FUNCTION

A variety of neurological disorders can have
disproportionate impact on frontal function
(Table 2.3). Among vascular disorders, occlu-
sion of the anterior cerebral artery produces
an anterior cingulate syndrome, whereas oc-
clusion of the superior branch of the middle
cerebral artery affects dorsolateral prefrontal
cortex. Rupture of anterior communicating
artery aneurysms may produce orbitofrontal
injury and a disinhibition syndrome. Frontal
cortical degenerations likewise produce a
prominent frontal disorder (Miller, Boone,
Cummings, Read, & Mishkin, 2000).

TABLE 2.3. Conditions Producing a Disproportionate
Impact on Frontal and Frontal-Subcortical Function

Vascular disorders
Anterior cerebral artery occlusion
Middle cerebral artery occlusion
Anterior communicating artery aneurysm rupture
Cerebrovascular disease affecting small vessels
Degenerative disorders
Frontotemporal dementia
Primary progressive aphasia
Frontal variant of Alzheimer’s disease
Progressive supranuclear palsy
Corticobasal degeneration
Parkinson’s disease
Multiple sclerosis
Infections
Syphilis
HIV infection
Traumatic brain injury
Brain neoplasms
Butterfly gliomas
Subfrontal meningiomas
Hydrocephalus

Frontotemporal dementia affecting primarily
right anterior temporal or frontal structures
produces a disinhibition syndrome, whereas
asymmetric involvement of the left frontal
cortex produces primary progressive aphasia.
A frontal variant of Alzheimer’s disease has
been recognized, in which prominent frontal
features co-occur with a typical amnestic
type of memory disorder (Johnson, Head,
Kim, Starr, & Cotman, 1999). Disorders of
frontal-subcortical circuits, such as progres-
sive supranuclear palsy and corticobasal de-
generation, also produce a frontal-type syn-
drome. Demyelinating disorders, particularly
multiple sclerosis, affecting frontal lobe white
matter tracks can produce a prominent
frontal-type syndrome. Traumatic brain injury
not infrequently has disproportionate effects
on the orbitofrontal cortex, resulting in an
orbitofrontal disinhibition syndrome in the
posttraumatic state. Syphilis and HIV are two
examples of infectious disorders that can
have disproportionate effects on frontal func-
tion. Patients with brain tumors, particularly
butterfly gliomas involving the frontal lobes
bilaterally, or subfrontal meningiomas that
compress the orbitofrontal cortex from be-
low, may present with prominent frontal lobe
dysfunction. Obstructive hydrocephalus may
produce a frontal-type syndrome.
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TREATMENT

Most disorders of the frontal lobe await dis-
covery of disease-modifying treatments to
ameliorate their impact on frontal function.
Disease-specific therapies may be useful in
ameliorating progression of stroke or multiple
sclerosis affecting frontal lobe functions. Symp-
tomatic treatments may sometimes provide
useful relief of symptoms. Cholinesterase in-
hibitors have modest effects on executive dys-
function in Parkinson’s disease dementia (Emre
et al., 2004), and selective serotonin reuptake
inhibitors may improve behavior in frontal de-
generations (Swartz, Miller, Lesser, & Darby,
1997).
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CHAPTER 3

Frontal-Subcortical Circuits

Tiffany W. Chow
Jeffrey L. Cummings

Frontal-subcortical circuits (FSCs) incorporate
complex input from the central nervous system
to modulate the expression of cognition and
emotion through behavior and movement. Al-
exander, Delong, and Strick (1986) used the
concept of the motor thalamocortical circuit as
an architectural template to build the concept
of other FSCs. Their description of five corti-
cally anchored circuits provided a basis for
subsequent elucidation of how those circuits
influence behavior and movement. This chap-
ter presents the clinical neuropsychiatric syn-
dromes associated with disturbances of these
circuits. These FSCs include those behaviorally
relevant circuits originating in dorsolateral pre-
frontal, superior medial frontal, and orbito-
frontal cortices. In addition, there are impor-
tant roles for inferotemporal and posterior
parietal cortical regions via open connections
to these circuits.

This chapter begins with an orientation to
features shared by all FSCs. We describe the
balanced inhibitory and excitatory influences
that modulate cortical activation within each
circuit. Each circuit has a direct pathway that
generally enhances cortical activity; there is
also a mechanism for inhibition within each
circuit via an indirect pathway. The manifesta-
tions of direct or indirect pathway dominance
allow a wide repertoire of adaptive responses
to shifting internal priorities or external envi-
ronmental stimuli. The manifestation of a par-
ticular neuropsychiatric symptom can reflect a
loss of the balancing mechanism within one
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or more FSCs. After introducing the generic
neuroanatomy and connectivity of the circuits,
this chapter presents cognitive and behavioral
functions of the FSCs. The following section
describes the impact of clinical neuropsychiat-
ric syndromes on the cognitive, behavioral, and
motor FSCs. Subsequent chapters of this book
detail further the assessment of FSC function.

THE FSC PROTOTYPE
Shared Anatomy and Neurochemistry of the FSCs

As illustrated in Figure 3.1, FSCs share a com-
mon template of topography and physiology.
Each circuit enjoins the same member struc-
tures, but the circuits are arranged in parallel,
largely segregated from each other. The relative

B gloiaus
pallidus

“thalamus

FIGURE 3.1. Basic structural template for the FSCs.
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TABLE 3.1. Neurotransmitters and Neuropeptides
of the FSCs

Glutamate Enkephalin
GABA Neurotensin
Dopamine Substance P
Acetylcholine Dynorphin
Serotonin Adenosine
Norepinephrine Neuropeptide Y

anatomical positions of the circuits are pre-
served as they pass through striatum (caudate
and putamen), globus pallidus, substantia
nigra, and thalamus (Mega & Cummings,
1994). In addition to sharing anatomical com-
ponents, each circuit makes use of the same
neurotransmitters and neuropeptides, although
the distribution of neuroreceptor subtypes
might mediate different activations for each
circuit (see Table 3.1). Figures 3.2 to 3.5 show
the cortical areas involved in FSCs; although
these figures illustrate one cerebral hemisphere,
the FSCs are present bilaterally.

thalamus

pallidus

caudate

FIGURE 3.2. Dorsolateral prefrontal-subcortical cir-
cuit. Brodmann’s areas 9 and 46 from DLPFC
serve as the origins. Each of these BAs has a dor-
sal and ventral stream by which it relays to the
dorsal aspect of the head of the caudate. These
four subcircuits continue to specific regions with-
in GPi and/or the substantia nigra (not shown).
From those destinations, the circuit proceeds to
ventroanterior, ventrolateral, or dorsomedial
thalamic nuclei before returning to the cortical or-
igins (Middleton & Strick, 2000).

thalamus

anterior
cingulate
gyrus

globus pallidus

FIGURE 3.3. The superior medial FSC. Input travels
from neurons of the anterior cingulate and other
superior medial frontal (SMF) regions to the ven-
tral striatum, which includes the ventromedial
caudate, ventral putamen, nucleus accumbens,
and the olfactory tubercle (Middleton & Strick,
2000; Selemon & Goldman-Rakic, 1985). Projec-
tions then innervate areas of the globus pallidus
and substantia nigra (not shown). This FSC con-
tinues to the ventroanterior and dorsomedial nu-
clei of the thalamus and closes with projections
back to cortex (Middleton & Strick, 2000).

Each FSC has a direct pathway that results in
sustained activation of the cortical component.
Cortical projections release glutamate (GLU)
to the corresponding regions of the striatum,
which usually includes the caudate nucleus;
some FSCs involve the putamen or ventral
striatum, which consists mainly of the nucleus
accumbens. Binding of GLU at N-methyl-D-
aspartate receptors in the striatum triggers re-
lease of y-aminobutyric acid (GABA) at the in-
ternal segment of the globus pallidus interna
(GPi) and substantia nigra. This diminishes
GABA release from the GPi to the thalamic
component of the circuit. The disinhibited
thalamus then enhances glutamatergic excita-
tion of cortical regions.

There is also an indirect pathway for each
circuit to balance the direct pathway. The indi-
rect pathway diverges from the direct pathway
when striatal efferents project to the globus
pallidus externa (GPe). GABA-ergic pallidal fi-
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thalamus

caudate

medial OFC

globus
pallidus

lateral OFC

FIGURE 3.4. Lateral and medial orbitofrontal-sub-
cortical circuits. The lateral OFC (lateral and or-
bital aspects of Brodmann’s area 12) connects as
two subcircuits with ventromedial caudate, then
medial GPi and substantia nigra (not shown),
then dorsomedial and ventroanterior thalamic
nuclei, before returning to lateral OFC. The
medial OFC begins from Brodmann’s area 13 and
insular transitional cortex, projecting to the ven-
tromedial caudate, similar to the lateral orbito-
frontal circuit, but also with projections to the
ventral striatum similar to the superior medial
FSC. The next destination of the medial OFC
subcircuits is ventral pallidum and substantia
nigra (not shown). Thalamic nuclei for this circuit
include ventroanterior, dorsomedial, and ventro-
lateral.

bers extend to the subthalamic nucleus, which
then stimulates the GPi of the direct pathway
with GLU. This glutamatergic influence on the
GPi counterbalances the direct pathway’s
GABA-ergic input at the GPi, which would
otherwise lead to inhibition of cortical activa-
tion via the thalamus.

The direct pathway of the circuit disinhibits
the thalamus, whereas the indirect pathway in-
hibits it. The relative influences of the direct
and indirect pathways determine the control of
the thalamocortical connections and the motor,
cognitive, or behavioral output of the circuit.
Both pathways begin with excitatory, gluta-
matergic projections from the frontal cortex to
specific areas within the striatum. Striatal out-
put neurons then project to either GPi or Gpe

to the direct or the indirect pathway, respec-
tively.

The direct and indirect pathways diverge in
neuroanatomical connectivity at the cytoarchi-
tectural level. The division of striatal neurons
into striosomes and matrix allows for the bifur-
cation of circuits to direct and indirect path-
ways. Both striosomes and matrix produce
GABA, but striosomes project onward to GPi
(the direct pathway), and the matrix efferents
take the other route (indirect pathway), pro-
jecting to GPe. The pathways also differ in
neuroreceptors expressed: The striosomal di-
rect pathway features dopamine type 1 recep-
tors, whereas the matrix indirect pathway has
dopamine type 2 receptors.

Several neurotransmitters and neuropeptides
have impacts on the cortex, striatum, and glo-
bus pallidus within the FSCs. Neurotransmit-
ters and neuropeptides with effects on the FSCs
are listed in Table 3.1. Neurotransmitter influ-
ences on the circuits are complex. No single
neurotransmitter has one simple role in activat-
ing or inhibiting a given circuit. The heteroge-
neity of receptors for each neurotransmitter
(e.g., at least five dopamine receptor families
have been described) and different localization
of these receptors on components of the circuit

inferotemp;:ra{
cortex

FIGURE 3.5. Lateral view of cortical contributions
to DLPFC and inferotemporal subcortical circuit.
The inferotemporal circuit echoes the FSC’s corti-
cal connectivity to basal ganglia with reflection
back to via thalamus for modulation of cortical
visuomotor processing (see Table 3.2).
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make it difficult to predict the outcome of acti-
vating a single neurotransmitter receptor. Cir-
cuit physiology also enjoys a reputation for
plasticity that reflects shifts in pre- and post-
synaptic neuroreceptor activation. Neurotrans-
mitters also affect one another; for example,
cholinergic agonism can enhance dopamine re-
lease in the striatum. Pharmacological manipu-
lations of the FSCs are therefore challenging,
because benefits in one axis of behavior, cogni-
tion, or motor function may bear undesirable
effects in another. A classic example is the pro-
duction of extrapyramidal rigidity when dopa-
mine receptor blockade is used to treat psycho-
sis.

FSC Connections

Each FSC has three orders of connectivity: (1)
connections within each circuit’s direct and in-
direct pathways, (2) corticocortical connec-
tions with the other circuits, and (3) open con-
nections to areas outside the FSCs (see Figure

3.6). Open elements of the circuits relate
systematically to brain regions that mediate re-
lated functions and have similar phylogenetic
origins to the FSC. Neuroanatomical structures
with which the circuits share open connections
are more easily understood in the context of
the clinical syndromes specific to each circuit
and are discussed below.

BEHAVIORALLY RELEVANT FSCs

Lesion studies and functional neuroimaging re-
veal the roles of the FSCs in cognition, motiva-
tion, affect, and motor control. Classically,
three FSCs were linked to executive dysfunc-
tion, akinetic mutism, and disinhibition; more
recent neuropsychological and neuroimaging
studies have confirmed major roles for the
dorsolateral prefrontal (DLPFC), superior
medial frontal (formerly known as ante-
rior cingulate), and medial orbitofrontal-sub-
cortical (OFC) circuits, as well as a contribut-

temporal lobe
posterior :
parietal er::tgrrg:al «— | amygdala heteromodal
cortex h|ppocampus sensory cortex
DLPFC Superior Medial Lateral
Medial OFC OFC
O cortex
entorhinal
cortex, O caudate
amygdala O globus pallidus
. thalamus
supplementary )
motor cortex . ventral striatum

FIGURE 3.6. Connectivity of the FSCs, using symbols derived from Figure 3.1. Figure courtesy of Sajung

Yun.
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ing role for the lateral OFC. We present the
associations among these four neurobehavioral
FSCs to cognition, motivation, affect, and so-
cial behavior.

Executive Functions

Examples of executive activities include the
ability to organize a behavioral response to
solve a complex problem (e.g., learning new in-
formation, copying complicated figures), sys-
tematically searching memory, activation of re-
mote memories, appropriate prioritization of
external stimuli, attention, generation of motor
programs, and use of verbal skills to guide
behavior. As described in more detail by Stuss
(Chapter 19, this volume), basic working
processes for these activities include (1) task
setting, (2) initiation of the task, (3) detecting
error, and (4) behavioral self-regulating func-
tions.

These processes are modulated by more than
one FSC. Superior medial cortex includes the
anterior cingulate gyri. Task setting correlates
with activity in the left DLPFC, whereas error
detection correlates with right DLPFC acti-
vation (Stuss, Binns, Murphy, & Alexander,
2002). The laterality of DLPFC FSC contribu-
tions to cognition highlights the presence of
FSC connectivity in both hemispheres, with the
potential for differentiation between hemi-
spheres. Initiation of a new task involves both
left and right superior medial frontal FSCs
(Stuss, Floden, Alexander, Levine, & Katz,
2001). Behavioral self-regulation can be defec-
tive after disruption of the medial OFC circuit.
Impulsivity can cause difficulty with executive
function by enhancing distractibility and im-
pairing prioritization of external stimuli.

The separation of executive function into ba-
sic processes helps to explain how lesions in
different frontal areas can cause a patient to do
poorly on tests of executive function, such as
the Wisconsin Card Sorting Test (WCST),
while performing adequately on other tests. Er-
rors may be made to different degrees and for
different reasons, based on the type and num-
ber of FSCs disrupted. For example, an individ-
ual may show impairment on the WCST be-
cause of slowed response time after resection of
a butterfly glioma that intruded upon superior
medial frontal cortex. Another individual with
a lesion to the left DLPFC may have no diffi-
culty initiating a response but will make multi-
ple errors due to faulty task setting whenever

the examiner shifts the rules for matching the
cards (e.g., matching by color instead of
shape). A third individual who has suffered a
hemorrhagic infarct in the left head of the
caudate nucleus, disrupting both the superior
medial frontal and DLPFC FSCs, would show
marked impairment on the WCST in slow pro-
cessing time and perseverative errors.

Four of the FSCs and their open connections
therefore contribute to executive function.
Brain lesions outside of the FSC proper may
cause FSC dysfunction if they affect open con-
nections. Posterior parietal Brodmann’s area
(BA) 7a is richly interconnected to prefrontal
BA 46 of the DLPFC (Yeterian & Pandya,
1993). BA 7a participates in visual processing,
attending to significant visual stimuli, visually
guided reaching, and planning visuospatial
strategies. This is distinct from the infero-
temporal subcortical circuit, which contributes
input to the motor FSC (see Table 3.2).

The number of FSCs disrupted will change
behavior. The exact location of a lesion along
the FSC may also determine the type of cogni-
tive impairment that results. Lesions of the
dorsolateral cortex and caudate nucleus result
in poor recall, with relative preservation of rec-
ognition abilities (Butters, Wolfe, Granholm, &
Martone, 1986), whereas further along the cir-
cuit, thalamic lesions produce impairment of
both recall and recognition (Stuss, Guberman,
Nelson, & Larochelle, 1988). Lesions in the
thalamus usually combine the amnesia of me-
dial limbic dysfunction and executive im-
pairment (Deymeer, Smith, DeGirolami, &
Drachman, 1989; Eslinger, Warner, Grattan, &
Easton, 1991; Stuss et al., 1988), because the
thalamus is poised at the intersection of the
FSCs, with the limbic circuit comprised of the
hippocampus, fornix, and hypothalamus.

We present the functional neuroimaging
findings that support these linkages in the con-
text of circuit-related neuropsychiatric syn-
dromes later in this chapter.

Motivational Function

Akinetic mutism occurs with bilateral lesions
of the anterior cingulate cortex (Barris &
Schuman, 1953; Fesenmeier, Kuzniecky, &
Garcia, 1990; Nielsen & Jacobs, 1951). With
bilateral lesions, patients are profoundly apa-
thetic or abulic; rarely moving, they are incon-
tinent, eat and drink only when fed, and may
have speech limited to monosyllabic responses
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TABLE 3.2. Symptoms of Neuropsychiatric Syndromes That Relate to FSCs

ANATOMY

Inferotemporal
Superior medial subcortical
DLPFC FSC Lateral OFC Medial OFC circuit
Dementia Impaired task Apathy, Irritability, Loss of Impaired visual
setting and amotivational obsessive— empathy and discrimination,
monitoring, syndrome, compulsive social skills visual
depression depression features hallucinations
Primary Impaired task Apathy, Depression, Loss of Psychosis,
psychiatric  setting and amotivational obsessive— empathy and visual
disorders monitoring, syndrome, compulsive social skills, hallucinations
depression, depression, disorder, mood
mania mania, Kliiver—Bucy instability
(psychosis?) agitation syndrome
Movement  Impaired task Apathy, Irritability, Visual
disorders setting and amotivational obsessive— hallucinations
monitoring, syndrome, compulsive (usually
depression depression features iatrogenic)
Vasculitis, Impaired task Apathy, Irritability, Loss of Impaired visual
encephalitis  setting and amotivational obsessive— empathy and discrimination,
monitoring, syndrome, compulsive social skills, visual
depression depression features mood hallucinations

instability

to others’ questions. Displaying no response to
pain or emotions, patients show complete in-
difference to their circumstances. Unilateral
lesions produce less dramatic apathetic syn-
dromes, including transient akinetic mutism
(Damasio & Damasio, 1989). Patients also ex-
perience a diminished ability to conceive new
thoughts or participate in creative thought pro-
cesses. Lesions outside the anterior cingulate
gyrus but within other areas of the superior
medial frontal cortex (e.g., the supplementary
motor area) and its subcortical circuit can also
cause difficulty in task initiation or motivation
to continue the task to completion (Bechara &
Van der Kooy, 1989). The superior medial FSC
has open connections with the limbic and hip-
pocampal systems: It receives afferents from
the entorhinal cortex, the perirhinal area,
and the hippocampus (see Figure 3.6). The
amygdala also contributes to the superior me-
dial FSC as a minor open afferent. Whereas the
superior medial FSC is the externally directed
arm of the limbic system, enabling the inten-
tional selection of environmental stimuli based
on the internal relevance of those stimuli for
the organism, the OFC is phylogenetically
older and involved with the internal state of the
organism. For its part, the medial OFC circuit

relays its prioritization of internal drives (aver-
sive, appetitive) to the superior medial FSC
(Mega & Cummings, 1994). As shown in Fig-
ure 3.6, the superior medial FSC has an affer-
ent connection from the medial OFC circuit to
the ventral striatum. There also are opportuni-
ties for mutual influences between these FSCs
in their connections to amygdala and en-
torhinal cortex. These convergences may relate
to the anhedonia, apathy, and psychomotor re-
tardation seen in depressive states.

Akinetic mutism has occurred in the context
of midline pathology due to craniopharyngi-
omas and neoplasms of the third ventricle, re-
sulting in obstructive hydrocephalus. Apathy
occurs as a component of many neuropsychiat-
ric syndromes (listed later in this chapter).

Dysregulation of Affect and Social Behavior

In general, the two OFCs (medial and lateral)
mediate empathic, civil, and socially appropri-
ate behavior. An individual’s patterned set of
social behaviors defines his or her personality
to others, and personality change is the hall-
mark of orbitofrontal dysfunction (Damasio,
Grabowski, Frank, Galaburda, & Damasio,
1994). (See also Rankin, Chapter 23, this vol-
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ume.) Patients with lesions of the OFC, often
from traumatic brain injury, may develop irri-
tability, lability, tactlessness, and fatuous eu-
phoria (Bogousslavsky & Regli, 1990; Hunter,
Blackwood, & Bull, 1968; Logue, Durward,
Pratt, Piercy, & Nixon, 1968). Patients do not
respond appropriately to social cues, show un-
due familiarity, and cannot empathize with the
feelings of others. Enslavement to environmen-
tal cues, exemplified by utilization behavior
(inappropriate automatic use of tools and uten-
sils in the patient’s environment), and auto-
matic imitation of the gestures and actions of
others may occur with large lesions (Cum-
mings, 1993; Lhermitte, Pillon, & Serdaru,
1986). Patients with primarily orbitofrontal
dysfunction may perform card-sorting tasks
normally (Laiacona et al., 1989; Stuss et al.,
2000). As described earlier in the section on ex-
ecutive functions, this would reflect intact
DLPFC and superior medial FSCs. Behavioral
changes similar to those of patients with OFC
lesions are evident in patients with dysfunction
of the subcortical structures of the orbito-
frontal-subcortical circuit, including patients
with Huntington’s disease (caudate abnor-
malities) and manganese intoxication (globus
pallidus lesions) (Folstein, 1989; Mena et al.,
1967).

The medial and lateral OFC circuits play dis-
tinct but complementary roles in affect and so-
cial behavior. Both the medial and lateral OFC
circuits mediate the individual’s affect, impulse
control, and recognition of reinforcing stimuli.
Lesions in either OFC can result in emotional
incontinence and disinhibition, but individuals
with these lesions manifest impairments differ-
ently. A patient with an impaired medial OFC
shows abnormal autonomic responses to so-
cially meaningful stimuli and has difficulty ex-
tinguishing unreinforced behavior. These char-
acteristics correlate with antisocial behavior.

The medial OFC includes structures of the
prototypical FSC, along with the ventral
striatum. The medial OFC has open connec-
tions with limbic and paralimbic regions (see
Figure 3.6). Paralimbic input merges with the
medial OFC at the ventral striatum (Nauta,
1979; Zald & Kim, 1996a). The ventral
striatum itself receives projections from the
basolateral nucleus of the amygdala, entorhinal
cortex, perirhinal cortex, and temporal lobe
(Zald & Kim, 1996a) (see Figure 3.6). The ven-
tral striatum is also a major recipient of
efferents from the superior medial FSC, po-

tentially explaining the co-occurrence of
amotivational syndromes with symptoms of
medial OFC disruption.

The medial OFC constitutes the only major
efferent prefrontal projection to entorhinal cor-
tex (Van Hoesen, Pandya, & Butters, 1975),
which may influence memory. The clinical
characteristics of patients with medial OFC le-
sions imply failure to assign emotional valence
to an event, which would otherwise facilitate
episodic memory or learning. The superior me-
dial FSC also has connections with entorhinal
cortex and the amygdala (see Figure 3.6).

In addition to its singular relationship with
entorhinal cortex, the medial OFC possesses
the strongest reciprocal association with the
amygdala of the FSCs (Zald & Kim, 1996a).
Because the amygdala is also the major source
of efferents to the brainstem and hypothala-
mus, emotional processing by the medial OFC
impacts a spectrum of endocrine, autonomic,
and involuntary behavioral responses (Amaral,
Price, Pitkaenen, & Carmichael, 1992). An ex-
ample of this type of response is abnormally
diffident skin galvanometry in patients with
medial OFC lesions when they view affective
stimuli (Critchley, Elliott, Mathias, & Dolan,
2000). The medial OFC sends unreciprocated
efferents to other limbic structures, which fur-
ther amplify its role in regulating visceral re-
sponses to stimuli via the olfactory-centered
paralimbic belt (Mesulam, 1985; Nauta, 1971,
1973).

In contrast to patients with a medial OFC
circuit dysfunction, a patient with a lateral
OFC lesion is more likely to show irritability,
mood disorders, utilization behaviors, undue
familiarity with strangers, imitation behavior,
and acquired obsessive—compulsive disorder
(OCD) (Berthier, Kulisevsky, Gironell, & Heras,
1996). The lateral OFC has a corticocortical
connection with the medial OFC and open con-
nections with the superior temporal gyrus and
the inferotemporal gyrus (see Figure 3.6). The
inferotemporal subcortical circuit is important
to the integration of visual discrimination with
visuomotor associations. This may bear upon
the utilization and imitative behaviors that
arise after a lesion to the lateral OFC.

Other important lateral OFC open connec-
tions involve projections to its caudate compo-
nent from heteromodal sensory cortex (Zald &
Kim, 1996a). Here, information from every
sensory modality (olfactory, gustatory, visual,
auditory, somatosensory), preprocessed by het-
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eromodal areas of the temporal pole and
insula, can be integrated with lateral OFC
efferents (Chavis & Pandya, 1976; Jones &
Powell, 1970; Mesulam & Mufson, 1982a,
1982b). Whereas the medial OFC has an effer-
ent role for visceral function via the autonomic
system, the lateral OFC receives afferents mon-
itoring visceral stimuli.

Disruption of each of the four behaviorally
relevant FSCs leads to recognizable clinical
signs and syndromes described earlier. A dis-
ease process may affect more than one FSC to
produce a complex neuropsychiatric syndrome
(see Table 3.2). The following section describes
how neuropsychiatric syndromes manifest as
combinations of deficits in executive function,
motivation, affect and social behavior, and mo-
tor control.

CLINICAL SYNDROMES

Neuropsychiatric Syndromes
Affecting Executive Function

Executive dysfunction is a hallmark feature of
neurodegenerative dementias that affect the
basal ganglia. Neurodegenerative disorders
with tauopathy seem especially prone to mani-
fest with signs of FSC disruption (Cummings,
2003). Examples of tauopathies include pro-
gressive supranuclear palsy, frontotemporal de-
generation, and Alzheimer’s disease (AD). Pro-
gressive supranuclear palsy is described below
with other hypokinetic movement disorders.
Frontotemporal degeneration (FTD) is an
early-onset (mean age at onset is approxi-
mately 55) dementia characterized by regional
atrophy in frontal and/or temporal lobes. Con-
sensus criteria highlight loss of empathy, social
awareness, concern for personal hygiene, and
frontal executive function (Neary et al., 1998);
patients also develop new preference for sweets
and obsessive—compulsive behaviors (Wang &
Miller, Chapter 24, this volume). FTD studies
report lateralized neuropsychiatric sequelae.
Right-sided atrophy in FTD patients most
commonly presents first with disinhibition.
Aprosodia, mania, bizarre affect, and OCD are
other features. In contrast, left-dominant FTD
manifests predominantly with aphasia (at least
anomia). In addition, patients with right-sided
behavioral presentation of FTD demonstrate
more impaired task monitoring on the WCST,
whereas the patients with more degenerative
changes on the left have more difficulty with

Stroop word reading and color naming (task
setting) (Boone et al., 1999). FTD has served as
a revealing model of the consequences of asym-
metric disruption to FSCs.

AD is the most common dementia among
persons over the age of 65 years. Although pa-
tients most frequently complain of short-term
memory loss and anomia, retrieval memory
deficits and frontal dysexecutive syndrome
may also be apparent as early features on for-
mal neuropsychological testing. Despite the
more posterior cerebral involvement of AD at
presentation, global cognitive decline proceeds.
Cortical atrophy involves frontal regions paral-
leling the cognitive decline. Cortical regions
outside of the frontal lobe that contribute to
open connections also impact the function of
these FSCs.

Several movement disorders affect both
neurobehavioral and motor FSCs, specifically
through debilitation of the basal ganglia and
the substantia nigra. Patients with Parkinson’s
disease (PD) with dementia characteristically
manifest long response latency, apathy or de-
pressed mood, retrieval-type memory deficits,
and motor abnormalities, typically including
dysarthria and gait disturbance (Albert,
Feldman, & Willis, 1974; Cummings, 1990).
Loss of dopaminergic neurons from the sub-
stantia nigra has long been associated with the
pathogenesis of PD. The substantia nigra con-
tributes to the direct pathway for all FSCs,
which could explain the constellation of im-
pairments that involve not only the motor FSC
but also neurobehavioral FSCs.

Functional magnetic resonance imaging
(fMRI) studies for PD have examined both do-
pamine function and cortical metabolic activ-
ity. Imaging techniques that specifically focus
on markers of dopaminergic function indicate
that the DLPFC is impaired at the level of the
caudate nucleus (Carbon et al., 2004). In addi-
tion, fluoro-deoxyglucose positron emission
tomography (FDG-PET) studies on patients
with PD reveal a correlation between dysexec-
utive function and hypometabolism in the left
DLPFC (Lozza et al., 2004; Nagano-Saito et
al., 2004).

Surgical treatment of PD with pallidotomy
(lesioning of the GPi) can result in lateralized
executive dysfunction: A more rostral left
pallidotomy could impair verbal memory and
verbal fluency (Green & Barnhart, 2000;
Lombardi et al., 2000; Masterman et al., 1998;
Stebbins, Gabrieli, Shannon, Penn, & Goetz,
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2000; Trepanier, Saint-Cyr, Lozano, & Lang,
1998), whereas a right pallidotomy could dis-
rupt visuospatial function (Trepanier et al.,
1998).

Other hypokinetic movement disorders af-
fecting cognitive and motor function through
the FSCs include corticobasal degeneration
(CBD) and progressive supranuclear palsy
(PSP). CBD shares many features with FTD,
such as frontal executive impairment, anomia,
obsessive—compulsive behaviors and disinhibi-
tion (Boeve, Lang, & Litvan, 2003). In addi-
tion, though, there is impairment of visuo-
spatial skills and cortical sensation that
correlates with degenerative changes in the
parietal region ipsilateral to the subcortical
lesions. Patients with CBD are not as per-
severative as those with PSP (Boeve et al.,
2003).

Hyperkinetic movement disorders also can
cause executive dysfunction. Huntington’s dis-
ease and Tourette’s syndrome are hyperkinetic
movement disorders caused by basal ganglia
pathology. Patients with these movement disor-
ders frequently have impaired executive func-
tion. Huntington’s disease and Tourette’s syn-
drome are detailed in a later section in this
chapter on affect and social behavior.

Some psychiatric disorders are accompanied
by executive dysfunction. Psychosis is a circuit-
related behavior. Neuropsychological testing of
patients with schizophrenia reveals impairment
of stimulus prioritization to the same degree as
that in patients who have lesions along the
DLPFC (Braff & Beyer, 1990; Grebb, Wein-
berger, & Wyatt, 1992; Swerdlow & Koob,
1990). PET studies using fluoro-L-dopa as a
tracer demonstrate transient increased binding
in the striatum of patients with schizophrenia
or with psychosis secondary to temporal lobe
epilepsy. Reith and colleagues (1994) hypothe-
size that this indicates dopamine receptor up-
regulation in response to frontal cortical insuf-
ficiency. It is not yet clear whether this explains
the dysexecutive syndrome seen in schizophre-
nia.

Depression in different contexts has variable
neuroanatomical correlates. Structural neuro-
imaging of patients with major depressive
disorder can reveal atrophy in frontal and
temporal lobes relative to nondepressed con-
trol subjects, but functional imaging with
FDG-PET indicates more specific localization
of structures that correlate with active symp-
toms of depression. FDG-PET studies of pri-

mary depression reveal decreased metabolism
in the dorsolateral prefrontal cortex and the
caudate nucleus (Baxter et al., 1989). In addi-
tion, positive antidepressant response to the se-
lective serotonergic reuptake inhibitor, fluoxe-
tine, has been accompanied by decreases in
FDG-PET signal in the subgenual cingulate
gyrus, anterior and posterior cingulate, and the
DLPFC (Mayberg et al., 2000). Depression is
also closely linked with lesions of the temporal
lobes; thus, the disorder is not circuit-specific
(Cummings, 1993; Irle, Peper, Wowra, &
Kunze, 1994; Mayberg, 1994).

Secondary depression has been linked to le-
sions in two structures of the FSCs: the frontal
cortex and the caudate nucleus. Stroke in the
dorsolateral prefrontal area can manifest with
depression and anxiety (Folstein, 1989; Robin-
son & Starkstein, 1990; Starkstein, Cohen, et
al., 1990). Lesion analysis shows that caudate
dysfunction from stroke and basal ganglia dis-
orders can also result in depression.

Core clinical features for the diagnosis of at-
tention deficit disorder include inattentiveness
and impulsivity. Additional hyperactivity may
be present. Patients with attention-deficit/hy-
peractivity disorder (ADHD) have difficulty
maintaining concentration and staying on task.
Structural MRI findings in ADHD have been
contradictory in terms of right versus left
laterality, but most studies report atrophy in at
least one caudate nucleus (Hale, Hariri, &
McCracken, 2000).

Symptoms of ADHD may be relieved with
psychostimulants. Structural MRI in this popu-
lation has more consistently predicted thera-
peutic response than it has clarified pathophys-
iology: Those patients with smaller and more
symmetrical caudate nuclei and left frontal cor-
tex atrophy are more likely to respond to
psychostimulants (Rilipek et al., 1997). The
separation by imaging of responders and
nonresponders indicates that heterogeneous
brain changes can lead to similar clinical pre-
sentations. fMRI, on the other hand, has
yielded more information about relative inac-
tivity of FSCs in ADHD that would indicate
pathological dominance of the indirect path-
way. FDG-PET reveals diffuse hypometabolism
across DLPFC, superior medial, and posterior
frontal regions in untreated hyperactive adults
(Zametkin et al., 1990). It is not yet clear
whether the pathogenesis begins at the cortical
or subcortical level in ADHD, but responders
to methylphenidate show related posttreatment



34 ANATOMY

increases in both frontal and striatal activation
on fMRI (Vaidya et al., 1998).

Disruption of the FSCs is not necessarily the
etiology of autism, but patients with autism
show impairment in executive function and at-
tention (Courchesne et al., 1994; Ozonoff,
Strayer, McMahon, & Filloux, 1994). These
findings, along with structural imaging studies,
indicate at least an association between frontal
system dysfunction and autism (Minshew,
1997).

Neuropsychiatric Syndromes Affecting Motivation

Neurodegenerative dementias and the move-
ment disorders listed earlier also cause apathy.
Severe apathy in AD correlates with cortical ce-
rebral blood flow deficits in DLPFC, OFC, and
anterior temporal regions (Craig et al., 1996).
Apathy in AD also correlates with the degree of
neurofibrillary tangle pathology in the left an-
terior cingulate region (Tekin et al., 2001). Ap-
athy is not specific to AD; in the form of loss of
empathy, it is one of the consensus criteria for
the clinical diagnosis of FTD (Neary et al.,
1998). Volumetric MRI analyses reveal atro-
phy in anterior cingulate and orbitofrontal ar-
eas in groups of patients with FTD, the ma-
jority of whom endorsed apathy symptoms
(Chow et al., 2006; Liu et al., 2004; Rosen et
al., 2002, 2005; Williams, Nestor, & Hodges,
20035). None of these studies has found a signif-
icant correlation between the apathetic behav-
ior and atrophy specific to a brain region. The
type of apathy common to FTD, arguably more
of an affective deficit than one of behavioral
motivation, may be linked to the insular atro-
phy reported by Rosen and others (e.g., Rosen
et al., 2002). The insular cortex shares open
loop connectivity with the lateral OFC and
therefore may add additional weight to SMFSC
lesions to produce symptoms of apathy.

PD, Huntington’s disease, globus pallidus le-
sions, and thalamic lesions, which affect the
subcortical links of the superior medial FSC,
commonly manifest apathy (Burns, Folstein,
Brandt, & Folstein, 1990; Helgason, Wilbur,
& Weiss, 1988; Starkstein, Fedoroff, Price,
Leiguarda, & Robinson, 1993; Starkstein et
al., 1992; Stuss et al., 1988). In addition to dys-
functional basal ganglia structures involved in
the superior medial FSC, fMRI techniques have
identified superior medial frontal cortical defi-
cits in patients with severe apathy due to PD
(Nagano-Saito et al., 2004) and PSP (Aarsland,

Litvan, & Larsen, 2001; Juh, Kim, Moon,
Choe, & Suh, 2004).

Behavioral disturbances may occur after
pallidotomy for PD, ranging from apathy in
some patients to disinhibition and mania in
others (Trepanier et al., 1998). The adverse
events could be transient or permanent, with a
worse prognosis for bilateral pallidotomy
(Saint-Cyr, Boronstein, & Cummings, 2002).
Not all neuropsychological outcomes of the
unilateral procedure were negative: Most cau-
dal pallidotomies improved attention scores in
PD (Lombardi et al., 2000).

Neuropsychiatric Syndromes Resulting in Affective
or Behavioral Control Disorders

Secondary Depression

Depressive symptoms may arise after several
types of insult to FSCs. Patients with sub-
cortical ischemic vascular dementia character-
istically manifest apathy, as well as long re-
sponse latency, retrieval-type memory deficits,
and depressed mood (Albert et al.,, 1974;
Cummings, 1990). Left-hemisphere lesions due
to traumatic brain injury and stroke tend to
produce negative expressions of mood (crying
or depression) (Mendez, Adams, & Lewan-
dowski, 1989; Starkstein, Preziosi, Bolduc, &
Robinson, 1990; Starkstein, Robinson, &
Price, 1987), whereas those on the right tend to
produce mood-incongruent or inappropriate
laughter (Bogousslavsky et al., 1988; Cum-
mings & Mendez, 1984; Jorge et al., 1993;
Starkstein, Pearlson, Boston, & Robinson,
1987).

Subacute or chronic changes to the frontal
lobes due to neurodegenerative diseases may
also result in depression. Hypometabolism in
left anterior cingulate and bilateral superior
frontal regions on FDG-PET correlates with
depressive symptoms in AD, which implicates
the superior medial FSC (Hirono et al., 1998).
Patients with PD tend to develop depression.
Depression has been reported in up to 40% of
patients with PD and may be the initial mani-
festation of the disease, as well as a component
of its later stages. Deep brain stimulation (DBS)
as a surgical intervention for refractory PD tar-
gets a variety of subcortical components of the
FSC. Occasionally, adverse effects of these sur-
geries confirm the role of FSCs in depression.
Stimulation of the subthalamic nucleus or the
left substantia nigra has resulted in depressive
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symptoms that are novel to the individual and
reversible (Bejjani et al., 1999; Piasecki & Jef-
ferson, 2004). Studies of depression associated
with PD, Huntington’s disease, or complex par-
tial seizures demonstrate reduced metabolic
activity in the OFC and caudate nucleus
(Goldman-Rakic, 1994; Mayberg et al., 1990,
1992).

Bipolar Affective Disorder

Bipolar affective disorder (BAD) is another
circuit-related but not circuit-specific behavior.
Imaging studies are sometimes complicated by
the potential confound of chronic use of anti-
depressants or mood stabilizers (e.g., lithium).
Structural imaging reports atrophy in the
DLPFC and superior medial FSC and, inconsis-
tently, significant enlargement of the thalamus
(Haldane & Frangou, 2004). fMRI shows re-
duced DLPFC activity during phases of depres-
sion; meanwhile, manic states are associated
with reduced superior medial frontal and OFC
activity. Both these states normalize when the
patient’s mood stabilizes (Haldane & Frangou,
2004). As in the case of ADHD, a relative hy-
poactivity in cortex can lead to an externally
hyperactive state. Haldane and Frangou (2004)
speculate that the efferent open connection
from the hypoactive medial OFC inadequately
inhibits the amygdala in BAD.

Secondary Mania

Findings in acquired mania echo those during
the manic phase of patients with primary BAD.
Secondary mania occurs with lesions or degen-
erative disorders affecting the OFC, caudate
nucleus, and perithalamic areas (Bogousslav-
sky et al., 1988; Cummings & Mendez, 1984;
Kulisevsky, Berthier, & Pujol, 1993; Starkstein,
Pearlson, et al., 1987; Trautner, Cummings,
Read, & Benson, 1988). Lesions of the inferior
temporal lobe regions and amygdala also pro-
duce mania, which follows from their open
connections with the OFC (see Figure 3.6)
(Berthier, Starkstein, Robinson, & Leiguarda,
1990; Lykestos et al, 1993; Starkstein,
Pearlson, et al., 1987). Subcortical lesions af-
fecting the caudate nucleus and thalamus tend
to produce a bipolar type of mood disorder,
with alternating periods of mania and depres-
sion, whereas lesions of the cortex that produce
mania are not typically followed by a cyclic
mood disorder (Starkstein, Fedoroff, Berthier,

& Robinson, 1991). Nearly all focal lesions
producing secondary mania have involved the
right hemisphere (Cummings, 1995).

Secondary Psychosis

Psychosis may result from many disease entities
that affect FSCs and the inferotemporal sub-
cortical circuit either structurally or neuro-
chemically. Systemic lupus erythematosus and
vascular dementia may cause psychosis due to
infarction at the cortical or subcortical level.
HIV dementia or AIDS dementia complex,
metachromatic leukodystrophy, and neoplasms
that manifest with psychosis may disrupt white
matter tracts that constitute the subcortical
component of the circuits (Hyde, Ziegler, &
Wieinberger, 1992). Late-life psychosis has
been associated with infarctions of frontal lobe
white matter, normal pressure hydrocephalus
(Miller, Benson, Cummings, & Neshkes,
1986), and basal ganglia calcification (Cum-
mings, Gosenfeld, Houlihan, & McCaffrey,
1983). Psychosis may be iatrogenic: Dopa-
minergic pharmacotherapy can alleviate symp-
toms of PD, but visual hallucinations can arise
as an adverse effect, potentially by overstimu-
lating the inferotemporal subcortical circuit
(Middleton & Strick, 1996).

As in the case of depression, there are many
links between psychosis and temporal lobe dys-
function. Caudate dysfunction in Huntington’s
disease is associated with psychosis (Cummings
et al., 1983; Folstein, 1989), but most lesions
producing delusional syndromes involve the
temporal lobe, particularly medial temporal-
limbic structures (Gorman & Cummings,
1990). Studies of patients with temporal lobe
epilepsy and psychosis describe onset of
postictal psychosis after resection of either tem-
poral lobe (Leinonen, Tuunainen, & Lepola,
1994). FDG-PET scans of patients with AD
and psychosis show hypometabolism in tempo-
ral and frontal lobes relative to those with AD
but without psychosis (Sultzer et al., 1995).

Impulsivity

The spectrum of impulse control disorders
spans OCD, Tourette’s syndrome, attention
deficit disorders, suicidality, eating disorders,
and criminal behaviors. fMRI has indicated
roles for FSCs in some of these disorders. Struc-
tural neuroimaging has localized lesions in
FSCs associated with the acquired syndromes.
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Both primary and acquired OCD are highly
related to the lateral OFC. Primary OCD is a
disorder characterized by the presence of in-
trusive and contextually inappropriate ideas,
thoughts, urges, and images (obsessions), as
well as repetitive cognitive and physical activ-
ities performed in a ritualistic way (com-
pulsions) (American Psychiatric Association,
1994). Obsessive—compulsive spectrum disor-
ders include pathological gambling, kleptoma-
nia, risk-seeking behavior, and body dys-
morphic disorder. The balance between direct
and indirect pathways of the lateral OFC has
provided the basis for several biological models
of OCD. Patients with idiopathic and acquired
OCD display similar behavioral disturbances
and neuropsychological dysfunction. Aberrant
motor behaviors, which approximate acquired
obsessive—compulsive behaviors, in patients
with AD are associated with neurofibrillary
tangle density in the left OFC (Tekin et al.,
2001). The same behaviors in patients with
FTD have been associated with loss of gray
matter volume in the SMFSC (Williams et al.,
2005). Other etiologies for acquired OCD in-
clude pericallosal neoplasms compressing the
posterior cingulate gyrus or unilateral temporal
lobe anomalies, left anterior temporal or bi-
temporal arachnoid cysts, subcortical lesions
(particularly involving the caudate nucleus), in-
farction of the right posterior putamen, post-
traumatic orbitofrontal contusions (Berthier et
al., 1996), and autoimmune disorders. Immune
responses to the group A B-hemolytic strepto-
coccal infection may be the pathogenic basis
for OCD seen in pediatric autoimmune neuro-
psychiatric disorders associated with strepto-
coccal infections (PANDAS). Other clinical di-
agnostic criteria for PANDAS include presence
of tic disorder and motoric hyperactivity. The
antibodies cross-react with basal ganglia, and
the clinical manifestations indicate involve-
ment of OFC and motor subcortical circuits
(Kim et al., 2004).

These observations provide clinicopatho-
logical evidence of the significance of FSCs in
OCD, both at the cortical and at the sub-
cortical level.

On the basis of the neurochemical properties
of the basal ganglia loops, several authors have
hypothesized that the core pathology of OCD
arises from excessive thalamic disinhibition
promoting the direct pathway (Baxter, 1990;
Modell, Mountz, Curtis, & Greden, 1989;
Rapoport & Wise, 1988). Positive feedback

loops would cause the OFC FSC to process in-
formation in a perseverative manner (Zald &
Kim, 1996b).

Functional imaging supports this hyperactiv-
ity model. Pre- and posttreatment PET studies
show that responders to behavioral therapy for
primary OCD decrease abnormal hypermeta-
bolism in the caudate nucleus bilaterally. Other
investigators note cortical hypermetabolic ac-
tivity in right-sided orbital gyri to accompany
similar hyperactivity in the ipsilateral caudate
nucleus and thalamus (Schwartz, Stoessel,
Baxter, Martin, & Phelps, 1996). Unlike
ADHD, in which a dominant indirect pathway
results in hyperactive behavior, the direct path-
way drives the overactivated mental and physi-
cal state of OCD.

Surgical interventions for OCD also support
an FSC-based etiology. In cases of severe OCD
that is refractory to pharmacotherapy, DBS has
been effective. The electrodes seem to work re-
gardless of placement in ventral caudate
(Aouizerate et al., 2004), subthalamic nucleus
(STN) (Fontaine et al., 2004), the zona incerta
(near the STN) (Mallet et al., 2002), the ante-
rior limb of the internal capsule (Anderson &
Ahmed, 2003; Cosyns, Gabriels, & Nuttin,
2003; Gabriels, Cosyns, Nuttin, Demeule-
meester, & Gybels, 2003; Nuttin, Cosyns,
Demeulemeester, Gybels, & Meyerson, 1999;
Nuttin et al., 2003), or ventral striatum (Sturm
et al., 2003). In the context of disinhibited hy-
peractivity causing the obsessions and compul-
sions, DBS applied to the STN would increase
the influence of the indirect pathway. The other
DBS contact points could decrease output
along the OFC FSC direct pathway or increase
activity of the indirect pathway.

Impulsivity is frequently seen in Hunting-
ton’s disease, but the nature of the psychiatric
manifestation cannot be generalized across
all patients: Behaviors may be obsessive—
compulsive, explosive, psychotic, or suicidal
(Anderson, Louis, Stern, & Marder, 2001;
Cummings & Cunningham, 1992; Paulsen,
Ready, Hamilton, Mega, & Cummings, 2001).
Caudate atrophy is a hallmark finding on
structural neuroimaging and is usually fol-
lowed by signs of frontal lobe atrophy.

Tourette’s syndrome is a neuropsychiatric
and movement disorder accompanied fre-
quently by obsessions and compulsions, im-
pulsivity, coprolalia, self-injurious behavior,
echolalia, depression, and measures of atten-
tional and visuospatial dysfunction. As in the
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case of OCD, functional neuroimaging with
FDG-PET reveals a hyperactive abnormality.
Areas identified as hypermetabolic in associa-
tion with active behavioral and cognitive symp-
toms include the OFC and putamen (Braun et
al., 1995). Patients with either Huntington’s
disease or Tourette’s syndrome express agita-
tion, irritability, anxiety, and euphoria, but
those with Tourette’s syndrome may have the
more exaggerated presentation. Kulisevsky and
colleagues (2001) attribute these symptoms to
superior medial FSC and OFC disruption.

Lack of autonomic response to an emotion-
ally disturbing stimulus can indicate lesions of
the medial OFC. Although it is tempting to
draw a causal relationship between medial
OFC circuit dysfunction and criminally violent
behaviors, not all patients with OFC lesions
show such severe changes in behavior. In fact,
forensic neuroimaging has failed to reveal a
consistent functional imaging pattern to corre-
late with homicidal and sadistic tendencies, ab-
errant sexual drive, violent impulsivity, and
psychopathic and sociopathic personality traits
(Mayberg, 1996). Part VI of this book dis-
cusses the lateral OFC in the contexts of OCD
and criminality in more detail.

Neuropsychiatric Syndromes
Impairing Motor Control

As described earlier, both hypokinetic and
hyperkinetic movement disorders bear aspects
of cognitive and behavioral impairment. Of hy-
pokinetic movement disorders, PD has been the
most well characterized. The cardinal signs of
PD are bradykinesia, rigidity, resting tremor,
and postural instability. Classic PD responds to
treatment with dopaminergic agonists. Motor
dyskinesias in PD may arise from similar disin-
hibition of thalamic output during dopa-
minergic pharmacotherapy, which affects the
motor FSC (Albin, Young, & Penney, 1989;
Delong, 1990). FDG-PET reveals that DBS at
the STN increases metabolic activity in both
globus pallidus regions, premotor areas, and
anterior cingulate cortices. This effect is ac-
companied by decreased activity in the left
limbic lobe and both inferior frontal cortical
regions (Zhao, Sun, Li, & Wang, 2004).

A related hypokinetic movement disorder,
CBD, is an asymmetrical, progressive parkin-
sonian syndrome that precedes the onset of
cognitive deficits, and the asymmetry may
manifest as alien limb syndrome. Functional

imaging with PET reveals asymmetrical hypo-
metabolism in the striatum, thalamus, and
peri-Rolandic cortex (Coulier, de Vries, &
Leenders, 2003).

PSP causes executive dysfunction, apathy,
and behavioral changes consistent with disrup-
tion of the FSCs. Patients with PSP can be diffi-
cult to distinguish from FTD, CBD, PD, diffuse
Lewy body disease, and multiple-system atro-
phy (MSA). The constellation of supranuclear
vertical gaze palsy, moderate or severe postural
instability, symmetrical bradykinesia, absence
of tremor-dominant disease, absence of alien
limb syndrome, lack of a response to L-dopa,
and the absence of delusions can distinguish
PSP from the other syndromes (Litvan et al.,
1997).

Clinical diagnostic criteria for MSA include
non- or poorly L-dopa responsive parkinson-
ism, severe symptomatic autonomic failure
(e.g., orthostatic hypotension), urinary dys-
function, and/or cerebellar or pyramidal signs
(e.g., gait ataxia) (Litvan et al., 1997). Patients
with PD have lower metabolic activity over the
lateral prefrontal cortex on FDG-PET but do
not show the same subcortical hypometabol-
ism as those with PSP or MSA (Juh et al.,
2004). The MSA group shows additional sig-
nificant hypometabolism in the putamen.

The motor FSC shows damage in many neu-
rological disorders associated with aging.
Neurodegenerative tauopathies (FTD, AD)
may manifest parkinsonism late in the course
of illness. Patients with subcortical ischemic
vascular dementia characteristically exhibit
dysarthria and gait disturbance (Albert et al.,
1974; Cummings, 1990).

Hyperkinetic movement disorders include
Huntington’s disease, Tourette’s syndrome, and
ADHD. Huntington’s disease is characterized
by a triad of hyperkinetic movements (chorea
and athetosis), psychiatric disturbance, and de-
mentia. The clinical presentation indicates mo-
tor, oculomotor, DLPFC, and superior medial
FSC and OFC involvement. Impaired facial
recognition and discrimination may occur early
in the illness due to disruption of the infero-
temporal subcortical circuit at the level of the
caudate tail (Jacobs, Shuren, & Heilman,
1995; Vonsattel et al., 1983).

Tourette’s syndrome is characterized by re-
petitive vocal and/or motor tics. Although pa-
tients can suppress these vocalizations and
movements, inhibiting them leads to feelings of
restlessness and anxiety that are more difficult
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to tolerate than consequences of expressing the
tic. Midbrain, ventral striatum, parahippo-
campal gyrus, supplementary motor area, lat-
eral premotor, and Rolandic cortices appear
hypermetabolic in patients with Tourette’s syn-
drome compared to controls and support pa-
thology in both the superior medial frontal and
motor FSCs as causes of the tics (Braun et al.,
1993).

The hyperactivity that may accompany at-
tention deficit disorder is less circumscribed as
the choreoathetotic movements of Hunting-
ton’s disease or the tics of Tourette’s syndrome.
The restlessness of ADHD resembles the iatro-
genic hyperkinesia of PD patients on dopa-
minergic therapy and appears concurrently
with impulsive behaviors and impatience.

CONCLUSIONS

The frontal lobe evolved to manage the pyram-
idal pathway and to implement cognitive deci-
sions in adaptation to a dynamic environment.
Cognitive and emotional processes temper the
body’s actions. The body’s actions constitute
behaviors in patterns characteristic of the indi-
vidual or in response to changing environmen-
tal stimuli. To manage these actions requires a
flexible system that can incorporate a wealth of
sensory input, use higher cognitive functions to
prioritize that input, and choose the most effec-
tive response to serve shifting needs of the indi-
vidual, initiate the action, and monitor its exe-
cution. The individual must function not only
against the elements but also within a society.

The FSCs provide an architectural template
from which the frontal lobe manages the py-
ramidal pathway. The same general flow of
control from frontal cortex to striatum to glo-
bus pallidus to thalamus back to cortex sup-
ports motor, cognitive, and emotional output.
This chapter has focused on FSCs that manage
executive function, motivation, and social in-
teractions. In addition to creating integral con-
nectivity between dedicated frontal cortex and
the basal ganglia, the FSCs afford intercommu-
nication for related cognitive functions and so-
cial behaviors. Open connections allow for a
full complement of sensory afferents to the
FSCs, as well as efferents from the FSCs to
limbic systems, to reinforce the emotional state
of the individual.

The manifestation of a particular neuropsy-
chiatric symptom reflects an imbalance of the

direct and indirect pathways within a frontal-
subcortical circuit. Events that can destabilize
the normal state of equilibrium between these
two pathways include cortical or subcortical
structural lesions along the circuit, input from
the limbic system or other open connections,
and neurotransmitter effects on the striatal
striosome matrix. Similarly, current therapeutic
interventions seeking to restore the equilibrium
would either suppress the relatively dominant
pathway or bolster the relatively dormant one.
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CHAPTER 4

The Dorsolateral and Cingulate Cortex

Daniel I. Kaufer

The dorsolateral prefrontal cortex (DLPFC)
and the anterior cingulate cortex (ACC) have
contrasting anatomical positions but jointly ex-
ecute important transactions within the frontal
lobe. Whereas the DLPFC lies superficially on
the lateral aspect of the cerebral hemisphere,
the ACC resides in the medial portion of the
interhemispheric fissure. The microscopic cel-
lular architectures of the DLPFC and the ACC
are also notably different, reflecting neocortical
association and paralimbic cortices, respec-
tively. However, from a functional perspective,
neural circuits spanning these two regions sub-
serve and integrate attention, working memory,
and other executive cognitive functions. This
chapter reviews basic principles of functional
anatomy and cortical connectivity regarding
the prefrontal cortex, with a particular focus
on the DLPFC and the ACC.

The classification of frontal lobe regions, as
with other areas of cerebral cortex, is based on
morphological features of varying resolution,
ranging from gross surface landmarks to the
microscopic analysis of constituent neurons. At
the microscopic level, cytoarchitectonic maps
of human, nonhuman primate, and mamma-
lian cerebral cortex have been constructed over
the last century, whereby regions are parcel-
lated based on the laminar distribution and
packing density of neurons (e.g., Brodmann,
1909/1994; Sanides, 1972; Walker, 1940; re-
viewed in Zilles, 1990; see also Geschwind &
Tacoboni, Chapter 6, this volume). Among hu-
man cytoarchitectonic maps, that of Brod-
mann, published in 1909 (English translation,
1994), has been most widely adopted as a ref-
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erence standard (Damasio & Damasio, 1989;
Mesulam, 1985; Talairach & Tournoux,
1988). Despite methodological differences,
intersubject variation, and the absence of uni-
form morphological criteria, there has been
general agreement among different human ar-
chitectonic maps. However, compared to non-
human primates, a striking feature of the hu-
man brain is the increased relative size of the
frontal lobe, including a greater degree of
hemispheric asymmetry and differentiation of
nonmotor regions (see Ogar & Gorno-
Tempini, Chapter 5, and Carlin, Chapter 7, this
volume). Some of the cross-species discrepan-
cies between human and monkey brain archi-
tectonic maps arising from earlier work
(Brodmann, 1909/1994; Walker, 1940) have
been reconciled, allowing for greater cross-talk
between animal and human research (Petrides,
2005; Petrides & Pandya, 1994). The struc-
tural and functional similarities of prefrontal
cortex across human and nonhuman primates
allow for extrapolating data from animal stud-
ies in shaping current hypotheses of the neural
circuitry underlying human frontal lobe func-
tions (Goldman-Rakic, 1987; Petrides, 2005;
Vogt, Vogt, Farber, & Bush, 2005; see also
Amici & Boxer, Chapter 10, this volume).

FRONTAL LOBE ANATOMY
Functional Regions

The surface boundaries of the frontal lobes are
demarcated by the central sulcus caudally and
the lateral sulcus in each hemisphere (Figure
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4.1). Within these gross borders, three primary
functional regions on the lateral surface of the
frontal lobes are recognized: motor, premotor,
and prefrontal, essentially forming a caudal to
rostral continuum (Nieuwenhuys, Voogd, &
van Huijzen, 1988; Zilles, 1990). A fourth
functional region, paralimbic or limbic, is lo-
cated deep in the medial portion of the frontal
lobes (Damasio, 1991; Damasio & Damasio,
1989; Mesulam, 1985). More detailed anatom-
ical features of these frontal lobe regions are
presented in Table 4.1.

Cortical Types

Following the nomenclature of Mesulam
(1985, 1997), cerebral cortical areas are classi-
fied into three types: idiotypic (koniocortex),
homotypic (isocortex), and paralimbic (proiso-
cortex and periallocortex) (Barbas & Pandya,
1989; Sanides, 1972). In general, idiotypic and
homotypic cortices (neocortex) have six dis-
tinct cellular layers at some stage of develop-
ment, whereas paralimbic regions may have
fewer recognizable lamina, reflecting a transi-

_Central sulcus

FIGURE4.1. Lateral (top) and medial (bottom) views of the left cerebral hemisphere of a human brain, indi-
cating the subdivisions of the frontal lobe. Numbers indicate the approximate location of Brodmann’s ar-
eas.
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TABLE 4.1. Frontal Lobe Anatomy

Brodmann’s Functional
area Anatomical description Cortical type region
4 Primary motor cortex Primary motor Motor
6 Premotor/supplementary motor area Primary motor (caudal) Premotor
Unimodal motor (rostral)
44ab Pars opercularis Unimodal motor
8¢ Motor association cortex Unimodal motor (caudal)
Heteromodal (rostral)
46 Dorsolateral prefrontal cortex Heteromodal Prefrontal
9 Superior prefrontal cortex Heteromodal (dorsolateral)
10 Inferior prefrontal cortex Heteromodal
45ab Pars triangularis Heteromodal Prefrontal
474 Pars orbitalis Heteromodal (ventrolateral)
114 Lateral orbitofrontal cortex Heteromodal Prefrontal
124 Medial orbitofrontal cortex Heteromodal (rostral) (orbitofrontal)
Paralimbic (caudal)
32 Medial frontal cortex Heteromodal (rostral) Paralimbic
Paralimbic (caudal) (medial frontal)
24 Anterior cingulate Paralimbic
25 Paraolfactory region (subcallosal area) Paralimbic

Note. After Mesulam (1985) and Damasio and Damasio (1989).

¢ Frontal operculum.
b Broca’s area (left hemisphere).
¢ Frontal eye fields.

4 Region numbers are reversed in nonhuman primates (Walker, 1940).

tional spectrum with more primitive limbic-
associated cortical and nuclear regions. Gen-
eral trends in architectonic features spanning
the range from paralimbic to idiotypic cortex
include a progressively more distinct laminar
organization, an increase in myelin content, an
emergent granular layer (layer IV), increased
pyramidal cell size, and increased cellular den-
sity, particularly in the supragranular layers
(Barbas & Pandya, 1989; Mesulam, 1985;
Zilles, 1990).

Primary motor cortex (area 4) is the only
idiotypic cortex in the frontal lobe. Giant py-
ramidal neurons (Betz cells) in layer V, which
project to the spinal cord, are a prominent fea-
ture. A well-developed inner granular layer
(IV) characteristic of primary sensory idiotypic
(koniocortical) areas is absent in BA 4, leading
to its designation as agranular cortex.

The most abundant cortical type in the fron-
tal lobe is homotypic cortex, which carries the
functional connotation of association cortex.
There are two types of homotypical cortex,
unimodal association or modality-specific, and

heteromodal association, representing multi-
modal or higher-order cortical regions.
Functional properties, as opposed to cytoarchi-
tectonic differences, are the primary basis for
distinguishing unimodal and heteromodal as-
sociation cortices. For example, an individual
neuron in a given unimodal association area is
typically responsive only to a single sensory
(auditory, visual, somatosensory) or motor in-
put; neurons in heteromodal association corti-
ces, by contrast, respond to or influence the ac-
tivity of neurons in multiple sensory modalities
or are involved in integrated sensory and motor
processing. Within the frontal lobes, area 6 and
part of area 8 are unimodal motor association
areas, whereas areas 9-11, 45-47, and por-
tions of areas 8, 12, and 32 are integrative
heteromodal association regions. Cognitive as-
sociative functions putatively mediated by
rostral prefrontal areas have been referred to as
a “supramodal” association region (Benson,
1993).

Paralimbic cortex is structurally hetero-
genous and exhibits gradations of features be-
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tween more highly differentiated isocortex
(idiotypic and homotypic) and less differenti-
ated allocortex (hippocampus and olfactory
cortex). A continuous belt of paralimbic cortex
including portions of the frontal and temporal
lobes (Broca’s “limbic lobe”) circumscribes the
corpus callosum along the medial and basal
hemispheric surface. Phylogenetically, para-
limbic regions are composed of two intersect-
ing allocortical lines. One is the hippocampal
trend, which includes the hippocampus, para-
hippocampal, and cingulate regions, forming
the caudal and superior portions of the
“paralimbic belt”; the other is the olfactory-
based line, emanating from olfactory piriform
cortex, and extending into orbitofrontal, in-
sular, and anterior temporal polar regions
(Barbas & Pandya, 1989, 1991; Mesulam,
1985, 1997; Sanides, 1972).

Structure—Function Relationships

The laminar pattern and distribution of corti-
cal projection systems have important implica-
tions for functional connectivity (Barbas &
Pandya, 1989; Selemon & Goldman-Rakic,
1988; Zilles, 1990). First, limbic regions with
less well-delineated lamina typically have nu-
merous local and long-distance connections,
whereas primary sensory and motor areas gen-
erally have relatively few connections. The
DLPFC, representing heteromodal association
cortex, has an intermediate number of connec-
tions and is strongly interconnected with the
ACC. The latter, reflecting paralimbic cortex,
has relatively few connections with highly
organized primary sensory or motor cortex.
Within prefrontal cortices, connections from a
given area generally project in both directions
to more highly and less differentiated regions
(Barbas, 1992).

Short corticocortical association fibers most
commonly arise from neurons in cortical layers
II and superficial III; long corticocortical asso-
ciation tracts and commissural (interhemi-
spheric) fibers are primarily associated with
lamina IIT and, to a lesser extent, infragranular
layers V and VI In contrast, cortical-sub-
cortical (i.e., striatum, thalamus, brainstem)
pathways traverse infragranular cortical
lamina. A similar pattern of laminar distribu-
tion has also been suggested to occur among
cortical areas based on their degree of differ-
entiation (Barbas, 1986; Barbas & Pandya,
1989). Frontally directed cortical projections

from less differentiated areas tend to have their
cells of origin in infragranular layers V and VI,
whereas projections from more differentiated
cortical areas generally arise from supragran-
ular layers. Within prefrontal areas, intercon-
nections originating from a more highly devel-
oped laminar pattern to a less developed region
generally terminate into a column that spans all
six cortical layers. By contrast, interconnec-
tions starting from a less differentiated pre-
frontal region and terminating in a more highly
differentiated prefrontal region (e.g., para-
limbic to association cortex) are typically con-
centrated in layer 1.

As initially described in the visual and audi-
tory systems, functionality based on the di-
rection of information flow is linked to the
laminar distribution of neural pathways
(Galaburda & Pandya, 1983; Nieuwenhuys et
al., 1988; Pandya & Yeterian, 1985; Rockland
& Pandya, 1979; van Essen & Mausell, 1983).
Feed-forward pathways, transferring informa-
tion from primary sensory areas to secondary
association areas, arise in supragranular areas
and principally terminate in layer IV. Feedback
projections in the reverse direction originate
from both supra- and infragranular layers of
association cortices and terminate outside of
layer IV. These two types of projections under-
score the fact that most interconnections be-
tween cortical association areas are reciprocal
(Felleman & van Essen, 1991).

Dorsolateral Prefrontal Cortex

The classic human cerebral cortical map of
Brodmann (1909/1994) depicts areas 46 and 9
as occupying the middle and lateral portions of
the prefrontal cortical surface. Area 46 is con-
tained within the middle frontal gyrus, whereas
area 9 occupies portions of the superior and
middle frontal gyri caudal to area 46. This de-
piction of area 9 as an intermediate zone be-
tween areas 46 and 8 in the human is at odds
with Walker’s map of the macaque monkey
brain (1940), which shows areas 46 and 8 to be
contiguous and area 9 to be confined to the su-
perior frontal gyrus (Petrides, 2005). To recon-
cile these differences, the classic work of
Petrides and Pandya (1994) identified homolo-
gous features of a poorly developed layer IV
and the presence of large pyramidal cells in the
deeper part of layer III that were common to
area 9 of the monkey (Walker, 1940) and the
portion of area 9 confined to the superior fron-
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tal gyrus. By contrast, area 46 is distinguished
from area 9 by two features: a well-developed
layer IV and small- to medium-size pyramidal
neurons in the deeper part of layer IIl. The por-
tion of area 9 lying on the middle frontal gyrus
and contained within Walker’s area 46 has a
well-developed layer IV but contains large py-
ramidal neurons deep in layer III. The mixed
cytoarchitectonic features of this region led
Petrides and Pandya to rename this area 46/9
to reflect its transitional properties between

Walker’s monkey and Brodmann’s human
cortical maps (Petrides, 2005). These authors
further divided the DLPFC into dorsal and ven-
tral components (46/9v and 46/9d), using the
principal sulcus in the monkey brain as a
boundary (Figure 4.2).

Area 10 lies rostral in the frontopolar region
and is similar in the human and monkey brain
(Petrides & Pandya, 1994). It is bordered later-
ally by areas 9, 46, and 47, inferiorly by areas
11 and 14, and medially by areas 9, 32, and 14.

FIGURE 4.2. Cytoarchitectonic maps of human (A, lateral surface; B, medial surface) and monkey (C, lat-
eral surface; D, medial surface) prefrontal cortical regions. Downward arrows refer to lateral extension
of areas 32 and 24. From Petrides and Pandys (1994). Copyright 1994 by Elsevier. Adapted by permis-
sion.
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The cellular structure and connectivity of area
10 is similar to that of dorsal area 46, although
area 10 has lower cell density, particularly in
layer IIL

The functional organization of the DLPFC
has been suggested to lie along a dorsal-ventral
axis (Petrides, 2005; Petrides & Pandya, 1994).
The dorsal DLPFC is viewed to be primarily ac-
tive in monitoring information in working
memory, whereas the ventral DLPFC is thought
to regulate the active encoding and retrieval of
information stored in posterior cortical associ-
ation regions based on selective judgments.
Both of these higher-order control processes in-
volve the integration of sensory, motor, and
cognitive information, and reflect widespread
interconnections with other cortical and sub-
cortical regions. Based on its interconnections
with other DLPFC and medial temporal re-
gions, area 10 has been hypothesized to play a
superordinate role in working memory (hyper-
monitoring) (Petrides, 20035).

Anterior Cingulate Cortex

The ACC lies on the medial surface of the
cingulate gyrus, wrapping around the anterior
portion of the corpus callosum (Barbas, 1992;
Vogt et al., 2005). Area 24 occupies the
cingulate gyrus and extends caudally to area 6
(premotor region) and rostrally around the
genu and rostrum of the corpus callosum,
where it is contiguous with area 25. The most
salient cellular characteristics of area 24 are an
absent layer IV and a prominent layer V com-
posed of medium to large pyramidal neurons.
Subdivisions of area 24 (a, b, and c) extend
from area 25 in the subcallosal gyrus superiorly
to area 9 and reflect minor variations in cellu-
lar architecture area. Area 25 occupies the
subcallosal gyrus and is similar to area 24, in
that both are proisocortex by virtue of well-
developed infragranular layers and the absence
of layer IV. Together, areas 25 and 24a are re-
ferred to as subgenual cortex (Vogt et al.,
2005). The main cellular difference between ar-
eas 25 and 24 is that the former also has a
prominent layer VI. Area 32 surrounds area
24, lying more superficially in the paralimbic
gyrus, and is distinguished from it by a denser
layer III that contains small- to medium-size
pyramidal cells and a less well-developed layer
VI. A thin intervening layer IV in area 32 un-
derlies its description as dysgranular cortex.

Other borders of area 32 include area 10
rostrally, paramedian areas 8 and 9 dorsally,
and area 14 (Brodmann’s areas 11 and 12) ven-
trally.

The functional organization of the ACC re-
flects its central role as an integrative center
for cognitive-behavioral (e.g., attention—
motivation) and emotional-autonomic—-motor
neural networks (Bush, Luu, & Posner, 2000;
Vogt, Finch, & Olson, 1992). The diverse func-
tional affiliations of the ACC reflect its wide-
spread connections to the DLPFC and other
cortical and subcortical regions. A detailed
cytoachitectonic map of monkey ACC de-
scribes four primary functional regions of
cingulate cortex that are homologous to the
human ACC (Vogt et al., 2005). Rostral and
ventral portions of the ACC are more strongly
affiliated with emotional processing and de-
pression, whereas dorsal portions of the ACC
have been implicated to participate in cognitive
processing and skeletomotor activity.

CORTICAL CONNECTIVITY

Prefrontal regions are reciprocally connected
with temporal, parietal, and occipital cortices,
where they receive higher-level visual, auditory,
and somatosensory information. In addition,
prefrontal regions have strong connections
with limbic structures such as the hippocampus
and amygdala, which mediate processes such
as learning and memory, emotional and affec-
tive tone, autonomic regulation, drive, and mo-
tivation. Prefrontal association and paralimbic
cortices play a major role integrating informa-
tion about the external world and internal
states that guides executive behavior. A sche-
matic summary of major interconnections of
the DLPFC and ACC is presented in Figure 4.3.

Visual System

Two functionally and topographically segre-
gated visual systems are recognized: a dorsal
system, composed of visual association cortices
in parietal-occipital areas (caudal area 7 and
dorsal portions 18 and 19), and a ventral sys-
tem, composed of regions extending rostrally
from the temporal-occipital border along the
inferior and middle temporal gyri (ventral ar-
eas 18 and 19, and areas 37, 20, and 21)
(Mishkin, Ungerleider, & Macko, 1983; van
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FIGURE4.3. Schematic diagram of interconnections between the DLPFC and ACC regions (Brodmann’s ar-
eas in boldface type) and their principal corticocortical connections. This diagram is intended primarily

as a heuristic graphical summary.

Essen & Maunsell, 1983). Functionally, the
dorsal system is primarily involved in process-
ing motion and spatial dimensions of visual in-
formation (“where”); the ventral system is
mainly associated with discriminative visual
feature processing (“what”). Spatial informa-
tion from peripheral visual fields is principally
carried by projections from dorsal occipital
and caudal parietal regions that travel rostrally
within the intrahemispheric white matter to
terminate in area 8, and the dorsal and caudal
regions of areas 46 and 9. Object-related infor-
mation originates in striate cortex mediating
central vision and travels via ventral occipital
and caudal temporal-visual projections to in-
ferotemporal cortices. From there projections
via the uncinate fasciculus extend to lateral
orbitofrontal regions and the ventral part of
area 46 (Barbas, 1992; Cavada & Goldman-
Rakic, 1989; Petrides & Pandya, 1984;
Selemon & Goldman-Rakic, 1988). Single neu-
ron recordings in monkeys have demonstrated
that the parallel, segregated visuospatial and
object-processing streams associated with
working memory remain functionally and ana-
tomically distinct in these respective DLPFC re-
gions (Wilson, Scalaidhe, & Goldman-Rakic,
1993).

Auditory System

Functionally segregated processing streams
akin to the “what” (ventral) and “where” (dor-
sal) visual systems have not been described for
cortical auditory pathways. Linguistic and
nonlinguistic auditory processing represents
the principal basis of functional segregation in
cortical auditory pathways that are topograph-
ically distributed between the left and right
hemispheres. Projections from auditory associ-
ation cortex (area 22) in the superior temporal
gyrus to dorsal area 8, lateral prefrontal areas
10 and 46, and medial frontal areas 32 and 25
are the main frontal-auditory cortical connec-
tions (Barbas, 1992; Barbas & Pandya, 1991).
Topographically, the latter projections and
those to medial frontal paralimbic areas origi-
nate from anterior superior temporal regions;
lateral frontal auditory pathways emanate
from more posterior superior temporal areas.
Wernicke’s area includes a portion of auditory
association cortex in the posterior one-third of
the superior temporal gyrus and adjacent
heteromodal regions in the left (dominant)
hemisphere. Connections from Wernicke’s to
Broca’s area in the frontal operculum (areas
44 and 45) accompany auditory associa-
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tion projections to ventral premotor areas
(Nieuwenhuys et al., 1988).

Somatosensory System

Projections from postcentral somatosensory ar-
eas extend to the rostral inferior parietal lobule
(supramarginal gyrus), which, together with fi-
bers from the parietal operculum, traverse the
ventral portion of the superior longitudinal
fasciculus and terminate in the ventral portion
of area 9/46, premotor area 6, and the frontal
opercular region (Petrides & Pandya, 1984).
Reciprocal pathways from ventral prefrontal
cortex provide feedback to the rostral inferior
parietal lobule and parietal operculum, form-
ing a putative loop for monitoring oral, facial,
and limb movements underlying gestural com-
munication. Lesions in the rostral inferior pari-
etal region and adjacent white matter are asso-
ciated with ideomotor apraxia.

Medial Temporal Limbic System

Prefrontal cortices are richly connected to
paralimbic and allocortical areas (Amaral &
Price, 1984; Carmichael & Price, 1995; Rosene
& Van Hoesen, 1987). A general rostrocaudal
gradient of limbic innervation has been de-
scribed, whereby medial frontal and ventral or-
bital areas have the highest proportion of
limbic inputs, followed by lateral prefrontal
(DLPEC) regions, with premotor areas having
the least (Barbas, 1992; Barbas & Mesulam,
1981). Limbic input to the ACC arises primar-
ily from the amygdala and entorhinal cortex, in
addition to a small projection from the
subiculum. DLPFC regions are indirectly
linked to limbic regions of the parahippo-
campal gyrus through connections with the
ACC and posterior cingulate (area 23) and
retrosplenial cortex (area 30), which forms the
ventral bank of the posterior cingulate and lies
dorsal to the corpus callosum (Barbas, 1992;
Vogt et al., 2005). In addition, sparse connec-
tions between the DLPFC and entorhinal,
presubicular, and caudal parahippocampal
regions (caudomedial lobule) have been de-
scribed  (Goldman-Rakic, Selemon, &
Schwartz, 1984). Although the functional sig-
nificance of these indirect and direct con-
nections are not well-defined, they represent
parallel pathways between the DLPFC and hip-
pocampal formation that have been implicated
to play a role in maintaining contextual infor-

mation on a moment-by-moment basis (i.e.,
working memory) (Goldman-Rakic, 1987).

Interhemispheric Connectivity

It is estimated that 2-3% of all cortical neurons
send projections to the contralateral hemi-
sphere, most of which cross in the corpus callo-
sum (Lamantia & Rakic, 1990). In general,
patterns of interhemispheric cortical connectiv-
ity parallel intrahemispheric associational rela-
tionships (Innocenti, 1986; Pandya & Seltzer,
1986). Homotopic connections interconnect
similar cortical areas in both hemispheres;
heterotopic commissural fibers typically pro-
ject to contralateral areas that correspond to
the intrahemispheric distribution of fibers from
that region but are usually less abundant than
ipsilateral connections. Higher-order associa-
tion areas tend to have the greatest density of
commissural  projections, whereas fewer
interhemispheric connections are present be-
tween primary sensory and motor cortices.

The general pattern of callosal connectivity
between prefrontal regions, as with other cere-
bral cortices, broadly reflects cortical topogra-
phy along the anterior—posterior hemispheric
axis (Figure 4.4) (Barbas, 1992; Barbas &
Pandya, 1984; Pandya & Seltzer, 1986). Com-
missural fibers from the DLPFC generally cross
in the genu of the corpus callosum, rostral to
premotor and motor axons. Interhemispheric
axons from dorsal regions of the DLPFC typi-
cally occupy more caudal regions of the genu
relative to those from ventral DLPFC regions.
The most rostral areas of the corpus callosum
(lower genu and rostrum) contain commissural
axons from rostromedial frontal (areas 25 and
rostral area 32) and orbitofrontal areas. Com-
missural projections from the ACC are distrib-
uted throughout the rostral half of the corpus
callosum, intermingling with fibers from pre-
motor and motor areas in the superior portion
of the callosum.

MODULAR ORGANIZATION
OF CORTICOCORTICAL CONNECTIONS

The preceding discussion has reviewed general
aspects of frontal lobe anatomy and cortical
connectivity, focusing on architectonic features
and topographically distributed functional cir-
cuitry. At a superordinate level of organization,
contemporary models of brain function are
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FIGURE 4.4. Prefrontal commisural fiber trajectories within the corpus callosum. ACC fibers also project
throughout rostral half of the corpus callosum. After Pandya and Seltzer (1986) and Barbas (1992).

based on multifocal patterns of synchronous
activity in distributed networks consisting of
neural nodes or modules (Damasio &
Damasio, 1989; Mesulam, 1990). Although
the physiological determinants of temporal
coactivation within network circuitry remain
speculative, insight into the anatomical sub-
strates of spatially distributed network activity
derives from axon terminal labeling ex-
periments in rhesus monkeys (Selemon &
Goldman-Rakic, 1988). In this work, axon ter-
minals from labeled neurons in lateral pre-
frontal (areas 9 and 10) and posterior parietal
(area 7) heteromodal regions were observed
to converge in 15 different cortical regions.
Among these common areas of intersection,
two general, but not all-inclusive, patterns of
laminar terminal organization were identified
(Figure 4.5). The first pattern is characterized
by the interdigitation of convergent prefrontal
and posterior parietal inputs. As schematically
illustrated (Figure 4.5, left), prefrontal and pa-
rietal fiber terminations were observed to span
all cortical layers (being slightly more promi-
nent in layer I), and typically formed adjacent,
horizontally oriented columns. This pattern
of fiber terminal segregation was observed
throughout paralimbic cingulate regions. A dif-
ferent pattern of labeling was observed in
heteromodal superior temporal cortex, as well
as the frontoparietal operculum (Figure 4.5,
right). In these regions, alternating columns ex-
hibited a vertically oriented pattern of laminar
segregation; prefrontal terminals typically oc-
cupied layers I, III, and V, with alternating or
“complementary” terminal labeling of layers

IV and VI by fibers of parietal origin. In addi-
tion, convergent prefrontal and parietal fiber
terminals were observed in the contralateral su-
perior temporal cortex, which may account for
the unlabeled intervening columnar spaces in
the ipsilateral superior temporal cortex. In pre-
vious work, the same investigators (Schwartz
& Goldman-Rakic, 1984) also observed co-
lumnar organization of contiguous, alternating
ipsilateral parietal and contralateral prefrontal
inputs to prefrontal cortex in rhesus monkeys.
More recently, a similar type of cortical modu-
lar organization has been demonstrated for
both intrinsic (i.e., local circuit) and long-
distance associational connections within mon-
key prefrontal cortex (Pucak, Levitt, Lund, &
Lewis, 1996). Together, these findings suggest
that corticocortical connections exhibit a mod-
ular functional architecture responsible for
channeling patterns of activation in multifocal
intra- and interhemispheric networks.

FRONTAL CORTICAL CONNECTIVITY
IN HUMAN DISEASE

Callosal Morphometry
and Degenerative Dementias

Selective cortical neuronal loss in degenerative
dementias such as Alzheimer’s disease (AD)
and frontotemporal dementia (FTD) involve
differential pathological topographies (see
Grossman, Chapter 26, this volume). In AD,
medial temporal limbic and temporoparietal
association cortices are the sites of primary in-
volvement, with relative sparing of primary
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FIGURE 4.5. Schematic illustration of two general patterns of terminations observed for convergent
prefrontal and posterior parietal labeled fibers in representative cortical areas of the rhesus monkey. See
text for details. From Selemon and Goldman-Rakic (1988). Copyright 1988 by the Society for

Neurosience. Adapted by permission.

sensory and motor areas (Arnold, Hyman,
Flory, Damasio, & Van Hoesen, 1991). In con-
trast, pathological alterations in FTD predomi-
nantly affect frontal and anterior temporal lobe
regions, typically being most concentrated in
the DLPFC and the ACC (Lund and Manches-
ter Groups, 1994). Relative differences in the
anterior—posterior topographic distribution of
pathological involvement may largely account
for the distinctive, yet overlapping, clinical fea-
tures of AD and FTD.

Although much is known about functional
cerebral laterality, the fundamental mecha-
nisms and clinical implications of impaired
interhemispheric transmission between homo-
topic and heterotopic regions are poorly under-
stood. Investigating regional callosal morph-
ometry in degenerative and other neurological
disorders may facilitate investigations of these
interactions and provide insight into their func-
tional significance. Kaufer and colleagues

(1997) examined regional cross-sectional area
of the corpus callosum in patients with AD and
FTD, and observed marked focal atrophy of
anterior (rostrum and genu) callosal areas in
subjects with FTD (Figure 4.6). In contrast,
subjects with AD exhibited more diffuse atro-
phy in the genu and body of the corpus callo-
sum compared to the others, consistent with
previous findings (Biegon et al.,, 1994,
Janowsky, Kaye, & Carper, 1996). Regional
measures of the pericallosal cerebrospinal fluid
(CSF) space showed that enlargement of the
anterior portions, reflecting local atrophy of
the adjacent ACC, was a more robust discrimi-
nant of FTD subjects. The overall degree of de-
mentia severity showed no correlation with any
callosal area measures in FTD, but was directly
correlated to the size of the anterior portion of
the callosum in AD, presumably reflecting the
loss of commissural projections between pre-
frontal association and paralimbic areas. The
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FIGURE 4.6. Comparison of regional areas of the
corpus callosum (CC) and pericallosal space
(PCS) from midsagittal MRI in subjects with Alz-
heimer’s disease (AD), frontotemporal dementia
(FTD), and normal control subjects (NC). Re-
gions 1-4 indicate rostral to caudal location.

observed relationship between dementia sever-
ity and anterior callosal area in AD is consis-
tent with other reports (Janowsky et al., 1996),
including findings that the strongest correlate
of cognitive impairment in AD identified to
date is reduced synaptic density or loss of syn-
aptic markers in prefrontal (medial) lobe re-
gions (DeKosky & Scheff, 1990; Terry,
Masliah, & Salmon, 1991).

Intrinsic Prefrontal Circuitry and Schizophrenia

Multiple lines of evidence implicate dysfunc-
tion of the DLPFC in the pathophysiology of
schizophrenia (see Ropacki & Perry, Chapter
36, this volume). Deficits in spatial working
memory are associated with DLPFC lesions
(Goldman-Rakic, 1987) and these types of cog-
nitive disturbances are a common feature of
schizophrenia  (Weinberger, Berman, &
Illowsky, 1988). Developmental considerations
suggest another link between the DLPFC and
schizophrenia; schizophrenia typically has its
onset in the postpubertal period, and perfor-

mance on DLPFC-dependent tasks tends to
reach adult levels around the time of puberty
(Levin, Culhane, Hartmann, Evankovich, &
Mattson, 1991). Within the DLPFC, excitatory
pyramidal cells in layers IT and III send intrinsic
axon collaterals horizontally through the
supragranular layers, and the terminal fields of
these axons are organized as a series of stripes
separated by similar size gaps (Levitt, Lewis,
Yoshioka, & Lund, 1993). The projections be-
tween interconnected stripes are reciprocal,
and the majority of these axon terminals syn-
apse on dendritic spines of other pyramidal
cells (Lewis, 1997; Pucak et al., 1996) (Figure
4.7). Thus, the reciprocal monosynaptic con-
nections between stripes may provide the ana-
tomical substrate for reverberating excitatory
circuits that maintain the activity of function-
ally related populations of DLPFC cells, a criti-
cal feature of working memory (Lewis & An-
derson, 1995). During adolescence, the number
of these pyramidal cell interconnections typi-
cally decreases, suggesting that the pruning of
the intrinsic connections of layer III pyramidal
neurons in the DLPFC may confer a selective
vulnerability related to the clinical onset of
schizophrenic symptoms after maturity (Lewis
& Levitt, 2002). Consistent with this interpre-
tation, layer III pyramidal cells have been re-
ported to be decreased in size (Rajkowska,
Selemon, & Goldman-Rakic, 1994), and to
have fewer dendritic spines (Glantz & Lewis,
1995) in subjects with schizophrenia. In addi-
tion, the activity of layer III pyramidal cells is
modulated by inputs from certain inhibitory y-
aminobutyric acid—containing local circuit neu-
rons, as well as by dopamine afferent fibers.
These components of DLPFC circuitry also un-
dergo substantial refinements during adoles-
cence, and have been reported to be altered in
schizophrenia (Lewis, Volk, & Hashimoto,
2004).

SUMMARY AND EMERGING PERSPECTIVES

This survey of the DLPFC and ACC has em-
phasized general features of architectonic dif-
ferentiation, functional topographic relation-
ships, and associated patterns of connectivity.
The complex functional circuitry of prefrontal
association and paralimbic areas reflects the
widespread connectivity of these areas to both
cortical and subcortical areas, particularly
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FIGURE 4.7. Schematic summary of intrinsic connectivity in monkey DLPFC. Layer 3 pyramidal neurons (P)
furnish horizontal axon collaterals (lower part of figure) which terminate in stripe-like arrays approxi-
mately 275 microns wide in the superficial cortical layers. Many of these excitatory axon terminals target
dendritic spines of pyramidal neurons that provide reciprocal connections between stripes. A smaller
proportion of these excitatory axon terminals also project to chandelier (C) and wide arbor (WA) neu-
rons, which may respectively form inhibitory synapses within the same stripe and in adjacent gaps. Do-
pamine (DA) afferents project to the dendritic spines and shafts of excitatory pyramidal cells, as well as
to local circuit inhibitory neurons. Courtesy of Dr. David Lewis.

limbic-related cortices and nuclei (Barbas,
1992; Barbas & Pandya, 1989, 1991;
Mesulam, 1985). Two examples of altered
frontal cortical connectivity in human disease,
differential patterns of corpus callosum atro-
phy in AD and FTD, and aberrant DLPFC local
circuit interactions in schizophrenia, illustrate
contrasting dimensions of frontal circuitry in
terms of the level of analysis (gross vs. micro-
scopic), the proximity of interaction (inter-
hemispheric vs. local circuit), and age-related
pathophysiological alterations (degenerative
vs. developmental).

Although structure—function relationships
have primarily been discussed from a frame of
reference provided by Brodmann-defined ar-
eas, structural and functional heterogeneity
within such regions suggest a modular func-
tional organization of prefrontal association

cortices (Goldman-Rakic, 1987; Pucak et al.,
1996). Consistent with descriptions of poste-
rior visual cortices in terms of functional mod-
ules (van Essen & Maunsell, 1983), detailed ar-
chitectonic mapping of orbital and medial
prefrontal regions have identified at least 22
different areas that may constitute discrete
functional zones or modules (Carmichael &
Price, 1994, 1995). Concepts of modular cere-
bral cortical organization and functionally seg-
regated, topographically distributed parallel
pathways that have emerged from anatomical
and electrophysiological studies in nonhuman
primates have important implications for the
study of functional connectivity in humans.
Newer structural magnetic resonance imaging
techniques, such as diffusion tensor imaging,
offer the prospect of mapping neural pathways
in vivo and complementing functional brain-
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mapping techniques. In addition, neural net-
work models based on the computational the-
ory of parallel-distributed processing have been
described, involving both large-scale, distrib-
uted functional networks (Mesulam, 1990) and
individual neuronal interactions within local
(prefrontal) circuits (Cohen &  Servan-
Schreiber, 1992). Together, these tools may of-
fer complementary avenues for generating and
testing hypotheses related to normal and
pathological functioning of the human frontal
lobes.

REFERENCES

Amaral, D. G., & Price, J. L. (1984). Amygdalo-cortical
projections in the monkey (Macaca fascicularis).
Journal of Comparative Neurology, 230, 465-496.

Arnold, S. E., Hyman, B. T., Flory, J., Damasio, A. R., &
Van Hoesen, G. W. (1991). The topographical and
neuroanatomical distribution of neurofibrillary tan-
gles and neuritic plaques in the cerebral cortex of pa-
tients with Alzheimer’s disease. Cerebral Cortex, 1,
103-116.

Barbas, H. (1986). Pattern in the laminar origin of
corticocortical connections. Journal of Comparative
Neurology, 252, 415-422.

Barbas, H. (1992). Architecture and cortical connec-
tions of the prefrontal cortex in the rhesus monkey.
In P. Chauvel & H. V. Delgado-Escueta (Eds.), Ad-
vances in neurology (Vol. 57, pp. 91-115). New
York: Raven.

Barbas, H., & Mesulam, M.-M. (1981). Organization
of afferent input to subdivisions of area 8 in the rhe-
sus monkey. Journal of Comparative Neurology,
200, 407-431.

Barbas, H., & Pandya, D. N. (1984). Topography of
commissural fibers of the prefrontal cortex in the
rhesus monkey. Experimental Brain Research, 55,
187-191.

Barbas, H., & Pandya, D. N. (1989). Architecture and
intrinsic connections of the prefrontal cortex in rhe-
sus monkeys. Journal of Comparative Neurology,
286, 353-375.

Barbas, H., & Pandya, D. N. (1991). Patterns of con-
nections of the prefrontal cortex in the rhesus mon-
key associated with cortical architecture. In H. S.
Levin, H. M. Eisenberg, & A. L. Benton (Eds.), Fron-
tal lobe function and dysfunction (pp. 35-58). New
York: Oxford University Press.

Benson, D. E (1993). Progressive frontal dysfunction.
Dementia, 4, 149-153.

Biegon, A., Eberling, J. L., Richardson, B. E., Roos, M.
S., Wong, T. S., Reed, B. R., et al. (1994). Human
corpus callosum in aging and Alzheimer’s disease: A
magnetic resonance imaging study. Neurobiology of
Aging, 15, 393-397.

Brodmann, K. (1994). Localization in the cerebral cor-
tex. London: Smith-Gordon. (Original work pub-
lished 1909)

Bush, G., Luu, P., & Posner, M. L. (2000). Cognitive and
emotional influences in anterior cingulate cortex.
Trends in Cognitive Sciences, 4, 215-222.

Carmichael, S. T., & Price, J. L. (1994). Architectonic
subdivision of the orbital and medial prefrontal cor-
tex in the macaque monkey. Journal of Comparative
Neurology, 346, 366-402.

Carmichael, S. T., & Price, J. L. (1995). Limbic connec-
tions of the orbital and medial prefrontal cortex in
macaque monkeys. Journal of Comparative Neurol-
0gy, 363, 615-641.

Cavada, C., & Goldman-Rakic, P. S. (1989). Posterior
parietal cortex in rhesus monkeys: II. Evidence for
segregated corticocortical networks linking sensory
and limbic areas with the frontal lobes. Journal of
Comparative Neurology, 287, 422-445.

Cohen, J. D., & Servan-Schreiber, D. (1992). Context,
cortex, and dopamine: A connectionist approach to
behavior and biology in schizophrenia. Psychology
Review, 99, 45-77.

Damasio, H. C. (1991). Neuroanatomy of frontal lobe
in vivo: A comment on methodology. In H. S. Levin,
H. M. Eisenberg, & A. L. Benton (Eds.), Frontal lobe
function and dysfunction (pp. 92-124). New York:
Oxford University Press.

Damasio, H., & Damasio, A. R. (1989). Lesion analysis
in neuropsychology. New York: Oxford University
Press.

DeKosky, S. T., & Scheff, S. W. (1990). Synapse loss in
frontal cortex biopsies in Alzheimer’s disease: Corre-
lation with cognitive severity. Annals of Neurology,
27, 457-464.

Felleman, D. J., & van Essen, D. C. (1991). Distributed
hierarchical processing in the primate cerebral cor-
tex. Cerebral Cortex, 1, 1-47.

Galaburda, A. M., & Pandya, D. N. (1983). The intrin-
sic architectonic and connectional organization of
the superior temporal region of the rhesus monkey.
Journal of Comparative Neurology, 221, 169-184.

Glantz, L. A., & Lewis, D. A. (1995). Assessment of
spine density on layer III pyramidal cells in the pre-
frontal cortex of schizophrenic subjects. Society of
Neuroscience Abstracts, 21, 239.

Goldman-Rakic, P. S. (1987). Circuitry of primate pre-
frontal cortex and regulation of behavior by repre-
sentational memory. In E Plum (Ed.), Handbook of
physiology: The nervous system (Vol. 5, pp. 373-
417). Bethesda, MD: American Physiological Society.

Goldman-Rakic, P. S., Selemon, L. D., & Schwartz, M.
S. (1984). Dual pathways connecting the dorsolateral
prefrontal cortex with the hippocampal formation
and parahippocampal cortex in the rhesus monkey.
Journal of Neuroscience, 12, 719-743.

Innocenti, G. M. (1986). General organization of
callosal connections in the cerebral cortex. In E. G.
Jones & A. Peters (Eds.), Cerebral cortex (Vol. 5,
pp- 291-353). New York: Plenum Press.



The Dorsolateral and Cingulate Cortex 51

Janowsky, J. S., Kaye, J. A., & Carper, R. A. (1996). At-
rophy of the corpus callosum in Alzheimer’s disease
versus healthy aging. Journal of the American Geriat-
ric Society, 44, 798-803.

Kaufer, D. L., Miller, B. L., Itti, L., Fairbanks, L., Li, J.,
Fishman, J., et al. (1997). Midline cerebral
morphometry distinguishes frontotemporal dementia
and Alzheimer’s disease. Neurology, 48, 978-985.

Konishi, M. (1995). Neural mechanisms of auditory im-
age formation. In M. S. Gazzaniga (Ed.), The cogni-
tive neurosciences (pp. 269-278). Cambridge, MA:
MIT Press.

Lamantia, A. S., & Rakic, P. (1990). Cytological and
quantitative  characteristics of four cerebral
commissures in the rhesus monkey. Journal of Com-
parative Neurology, 291, 520-537.

Levin, H. S., Culhane, K. A., Hartmann, J., Evankovich,
K., & Mattson, A. J. (1991). Developmental changes
in performance on tests of purported frontal lobe
functioning. Developmental Neuropsychology, 7,
377-395.

Levitt, ]J. B., Lewis, D. A., Yoshioka, T., & Lund, J. S.
(1993). Topography of pyramidal neuron connec-
tions in macaque monkey prefrontal cortex (areas 9
and 46). Journal of Comparative Neurology, 338,
360-376.

Lewis, D. A. (1997). Development of the prefrontal cor-
tex during adolescence: Insights into vulnerable
schizophrenic circuits in schizophrenia. Neuropsy-
chopharmacology, 16, 385-398.

Lewis, D. A., & Anderson, S. A. (1995). The functional
architecture of the prefrontal cortex and schizophre-
nia. Psychological Medicine, 25, 887-894.

Lewis, D. A., Hayes, T. L., Lund, J. S, & Oeth, K. M.
(1992). Dopamine and the neural circuitry of primate
prefrontal cortex: Implications for schizophrenia re-
search. Neuropsychopharmacology, 6, 127-134.

Lewis, D. A., & Levitt, P. (2002). Schizophrenia as a dis-
order of neurodevelopment. Annual Review of Neu-
roscience, 25, 409-432.

Lewis, D. A., Volk, D. W., & Hashimoto, T. (2004). Se-
lective alterations in prefrontal cortical GABA
neurotransmission in schizophrenia: A novel target
for the treatment of working memory dysfunction.
Psychopharmacology (Berlin), 174, 143-50.

The Lund and Manchester Groups. (1994). Clinical and
neuropathological criteria for frontotemporal de-
mentia: The Lund and Manchester Groups. Journal
of Neurology, Neurosurgery, and Psychiatry, 57,
416-418.

Mesulam, M. (1997). Anatomic principles in behavioral
neurology and neuropsychology. In T. E. Feinberg &
M. J. Farah (Eds.), Behavioral neurology and neuro-
psychology (pp. 55-68). New York: McGraw-Hill.

Mesulam, M.-M. (1985). Patterns in behavioral
neuroanatomy: Association areas, the limbic sys-
tem, and hemispheric specialization. In Principles
of behavioral neurology (pp. 1-70). Philadelphia:
Davis.

Mesulam, M.-M. (1990). Large scale neurocognitve net-

works and distributed processing for attention, lan-
guage, and memory. Annals of Neurology, 28, 597-
613.

Mishkin, M., Ungerleider, L. G., & Macko, K. A.
(1983). Object vision and spatial vision: Two cortical
pathways. Trends in Neuroscience, 6, 414-417.

Nieuwenhuys, R., Voogd, J., & van Huijzen, C. (1988).
The human central nervous system: A synopsis and
atlas (3rd rev. ed.). Berlin: Springer-Verlag.

Pandya, D. N., & Seltzer, B. (1986). The topography of
commissural fibers. In E. Lepore, M. Ptito, & H. H.
Jasper (Eds.), Two hemispheres—one brain (pp. 47—
73). New York: Liss.

Pandya, D. N., & Yeterian, E. H. (1985). Architecture
and connections of cortical association areas. In A.
Peters & E. Jones (Eds.), Cerebral cortex: Vol. 4. As-
sociation and auditory cortices (pp. 3-61). New
York: Plenum Press.

Petrides, M. (2005). Lateral and prefrontal cortex: ar-
chitectonic and functional organization. Philosophi-
cal Transactions of the Royal Society, 360, 781-795.

Petrides, M., & Pandya, D. N. (1984). Projections to the
frontal lobes from the posterior-parietal region in the
rhesus monkey. Journal of Comparative Neurology,
228, 105-116.

Petrides, M., & Pandya, D. N. (1994). Comparative ar-
chitectonic analysis of the human and macaque fron-
tal cortex. In F. Boller & J. Grafman (Eds.), Hand-
book of neuropsychology (Vol. 9, pp. 17-58).
Amsterdam: Elsevier.

Pucak, M. L., Levitt, J. B., Lund, J. S., & Lewis, D. A.
(1996). Patterns of intrinsic and associational excit-
atory circuitry in monkey prefrontal cortex. Journal
of Comparative Neurology, 376, 614-630.

Rajkowska, G., Selemon, L. D., & Goldman-Rakic, P.
(1994). Reduction in neuronal sizes in prefrontal cor-
tex of schizophrenics and Huntington patients. Soci-
ety of Neuroscience Abstracts, 20, 620.

Rockland, K. S., & Pandya, D. S. (1979). Laminar ori-
gins and terminations of cortical connections of the
occipital lobe in the rhesus monkey. Brain Research,
179, 3-20.

Rosene, D. L., & Van Hoesen, G. W. (1987). The hippo-
campal formation of the primate brain. In E. G. Jones
& A. G. Peters (Eds.), Cerebral cortex (pp. 345-456).
New York: Plenum Press.

Sanides, F. (1972). Representation in the cerebral cortex
and its areal lamination pattern. In G. H. Bourne
(Ed.), The structure and function of nervous tissue
(Vol. 5, pp. 329-453). New York: Academic Press.

Schwartz, M. S., & Goldman-Rakic, P. S. (1984).
Callosal and intrahemispheric connectivity of the
prefrontal association cortex in rhesus monkey: Rela-
tion between intraparietal and principal sulcal cor-
tex. Journal of Comparative Neurology, 226, 403—
420.

Selemon, L. D., & Goldman-Rakic, P. S. (1988). Com-
mon cortical and subcortical targets of the dorso-
lateral prefrontal and parietal cortices in the rhesus
monkey: Evidence for a distributed neural network



58 ANATOMY

subserving spatially guided behavior. Journal of Neu-
roscience, 8, 4049-4068.

Talaraich, J., & Tournox, P. (1988). Co-planar
stereotaxic atlas of the human brain. New York:
Thieme.

Terry, R. D., Masliah, E., & Salmon, D. P. (1991).
Physical basis of cognitive alterations in Alzhei-
mer’s disease: Synapse loss is the major correlate of
cognitive impairment. Annals of Neurology, 30,
572-580.

van Essen, D. C., & Maunsell, J. H. R. (1983). Hierar-
chical organization and functional streams in the vi-
sual cortex. Trends in Neuroscience, 6, 370-375.

Vogt, B. A., Finch, D. M., & Olson, C. R. (1992). Func-
tional heterogeneity in cingulate cortex: The anterior
executive and posterior evaluative regions. Cerebral
Cortex, 2, 435-443.

Vogt, B. A., Vogt, L., Farber, N. B., & Bush, G. (2005).

Architecture and neurocytology of the monkey
cingulate gyrus. Journal of Comparative Neurology,
485, 218-239.

Walker, A. E. (1940). A cytoarchitectural study of the
prefrontal area of the macaque monkey. Journal of
Comparative Neurology, 73, 59-86.

Weinberger, D. R., Berman, K. E, & Illowsky, B. P.
(1988). Physiological dysfunction of dorsolateral
prefrontal cortex in schizophrenia: III. A new cohort
and evidence for a monoaminergic mechanism. Ar-
chives of General Psychiatry, 45, 609-615.

Wilson, F. A. W., Scalaidhe, S. P. O., & Goldman-Rakic,
P. S. (1993). Dissociation of object and spatial pro-
cessing domains in primate prefrontal cortex. Sci-
ence, 260, 1955-1958.

Zilles, K. (1990). Cortex. In G. Paxinos (Ed.), The hu-
man nervous system (pp. 757-802). San Diego, CA:
Academic Press.



CHAPTER 5

The Orbitofrontal Cortex and the Insula

Jennifer Ogar
Maria Luisa Gorno-Tempini

The cerebral cortex can be partitioned in two
ways: structurally or functionally. Cytoarchi-
techtonic maps, of which Brodmann’s (1909) is
probably the most widely used, have provided
one way to divide structurally related areas of
cortex. Functionally, five subtypes of cortex
have been proposed: (1) primary sensory—
motor; (2) unimodal association; (3)
heteromodal association; (4) paralimbic; and
(5) limbic (Mesulam, 1985a). The paralimbic
subtype is further separated into a temporal-
insular-orbitofrontal region and a hippocamp-
ocentric subdivision (Mesulam, 1998). To-
gether, these components of the paralimbic
system work to appropriately direct emotional
and motivational components of behavior
(Mesulam, 1998). The temporal-insular—
orbitofrontal region is largely devoted to
olfaction and acts as a transition zone between
olfactory allocortex and homotypical cortex
(Mesulam, 1998). This chapter focuses on the
anatomy of the orbitofrontal cortex (OFC) and
the insula; two major components of the
paralimbic belt.

THE OFC

The OFC plays a critical role in human emo-
tion, and damage to this brain region has been
linked to altered personality, behavior, social
conduct, and emotion (Hornak et al., 2003;
Rolls & Baylis, 1994). Also, the OFC is recog-

nized as an area important for learning the re-
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ward and punishment value of stimuli given its
rich reciprocal connections with primary sen-
sory, somatosensory, and visceral brain regions.
Imaging studies have shown that OFC regions
are activated by pleasant and painful touch,
taste, and smell stimuli, as well as abstract rein-
forcements such as winning and losing money
(Rolls, 2004). The OFC contains secondary
taste cortex, as well as secondary and tertiary
olfactory areas. As an end-stage site for projec-
tions from sensory cortex, the OFC has a role
in determining the reward value of taste, as
well as the identity and reward value of odor
(Rolls, 2004).

Boundaries and Cytoarchitecture

The OFC is part of the prefrontal cortex (PFC),
which is divided into three zones: medial fron-
tal, orbitofrontal, and dorsolateral. The OFC
comprises the most ventral portion of the PFC
and is composed of five gyri: (1) the gyrus
rectus, which forms the boundary between the
ventral and medial surface of the PFC; (2) the
medial orbital gyrus; (3) the middle orbital
gyrus; (4) the lateral orbital gyrus; and (5) the
orbital portion of the inferior frontal gyrus (see
Figure 5.1). It should be noted that the middle
orbital gyrus has also been divided into anterior
and posterior orbital gyris. Two sulci divide the
OFC. The olfactory sulcus separates the gyrus
rectus and the medial orbital gyrus. The olfac-
tory bulb lies within the olfactory sulcus. An H-
shaped, second OFC sulcus, also known as the
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FIGURE 5.1. The OFC. The brainstem (A), uncus (B), and temporal pole (C), have been removed. 1, gyrus
rectus; 2, olfactory bulk; 2’, medial orbital sulcus (olfactory sulcus); 3, olfactory tract; 4, medial orbital
gyrus; 5, H-shaped sulcus; 5’, arcuate orbital sulcus; 6, anterior orbital gyrus; 7, lateral orbital gyrus; 8,
posterior orbital gyrus. From Duvernoy (1999). Copyright 1999 by Springer-Verlag/Wien. Reprinted by

permission.

arcuate or transverse orbital sulcus, separates
the middle orbital gyrus into anterior and poste-
rior zones (Zald & Kim, 2001).

Anatomical variations within the human
OFC have led to some confusion regarding the
labeling of specific and gyri and sulci. For this
reason, some anatomists label all OFC regions
between the olfactory sulci and the inferior
frontal gyrus “orbital gyri” and “orbital sulci”
(Ono, Kubuk, & Abernathy, 1990).

Brodmann’s first cytoarchitectonic map de-
tailed only three OFC areas in the human
brain: 10, 11, and 47 (Brodmann, 1909). Fur-
ther analysis with classical histological tech-
niques revealed less homogeneity in the OFC,
and researchers have subsequently expanded
upon Brodmann’s initial maps. Studying the
macaque monkey, Walker (1940) noted five
separate areas: 10, 11, 12, 13, and 14. Area 12
and 13 occupy the lateral and medial orbital
zones; area 14 denotes the region near the
gyrus rectus; area 10 comprises the frontal
pole, and area 11 refers to the anterior OFC.
Walker’s map is thought to correspond well to
the human OFC, with some further delinea-
tions noted by other researchers (Carmichael,
Clugnet, & Price, 1994; Hof, Mufson, & Mor-
rison, 1995; Petrides & Pandya, 1994). Of
note, Petrides and Pandya attempted to resolve
discrepancies between the human and monkey
OFC maps by proposing to label lateral parts
of the orbitofrontal gyri “47/12,” a common
notation in the OFC literature. (For more com-
prehensive reviews of OFC cytoarchitecture,

see Barbas, 1995a; Carmichael et al., 1994;
Ongur & Price, 2000; Pandya & Yeterian,
1996; Petrides & Pandya, 1994.)

Kringelbach notes that the OFC and the me-
dial PFC should be regarded as a singular
orbitomedial prefrontal cortex (OMPFC) given
the region’s cytoarchitectural and functional
similarities (Kringelbach & Rolls, 2004; Ongur
& Price, 2000). Within this proposal, the
OMPFC would also include parts of the ante-
rior cingulate cortex. The orbital pathway re-
ceives extensive afferents from all sensory sys-
tems and visceral areas as well, whereas the
medial pathway provides many visceromotor
efferents. Together, via these pathways, the
OMPFC would function as an important re-
gion for regulating eating behavior (Kringel-

bach & Rolls, 2004).

Connectivity

The OFC receives input from all sensory mo-
dalities: olfactory, gustatory, auditory, visual,
and somatosensory, and from visceral systems
as well (Rolls, 2004). Given that the OFC re-
ceives input from the ventral temporal lobe vi-
sual stream, Rolls has proposed that this region
has a unique role in processing the “what” of
stimuli (as opposed to the “where”). Links to
primary sensory cortex also underlie the OFC’s
role in multimodal stimulus—reinforcement as-
sociation learning (Rolls, Critchley, Browning,
Hernadi, & Lenard, 1999; Rolls, Yaxley, &
Sienkiewicz, 1990). Damage to the OFC, there-
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fore, has been found to impair learning and the
ability to differentiate between rewarding and
nonrewarding situations or appropriate be-
havior alteration when reinforcements change
(Rolls, 2004). For example, macaques with
OFC lesions may continue to respond to stim-
uli that are no longer rewarded or vice versa
(Rolls, 2004). Irresponsibility, lack of affect,
and apathy (common behavioral changes seen
in patients with OFC damage) may be related
to this inability to alter responses (Damasio,
Grabowski, Frank, Galaburda, & Damasio,
1994; Rolls, 2004).

Unimodal olfactory and taste neurons, as
well as single neurons that respond to both gus-
tatory and olfactory stimuli, are found in the
OFC (Baylis, Rolls, & Baylis, 1995; Rolls,
2004). This convergence of taste- and smell-
related neurons may give rise to the representa-
tion of flavor in the OFC (Baylis et al., 1995;
Rolls, 2004). The OFC’s extensive links have
also led some researchers to propose that it is
one of the most polymodal regions in the cor-
tex, along with anterior regions of the temporal
lobe (Barbas, 1988; see Figure 5.2).

Inputs

As noted earlier, the OFC receives input from
all sensory systems and indirectly from the vis-
cera (primarily via the thalamus). A portion of
the lateral OFC has been recognized as second-
ary taste cortex (Rolls et al., 1990), which re-
ceives inputs from primary taste regions in the

anterior insula and adjacent frontal operculum
via the ventral posteromedial nucleus of the
thalamus (Baylis et al., 1995; Kringelbach &
Rolls, 2004; Rolls et al., 1990).

Olfactory and auditory information also
reach the OFC. Secondary olfactory areas
(Iam, Iamp, and 13) and tertiary olfactory ar-
eas (area 11) have been identified within me-
dial OFC (Carmichael et al., 1994; Critchley &
Rolls, 1996; Rolls, 1996; Rolls & Baylis,
1994). These OFC olfactory areas receive input
from primary olfactory cortex and pyriform
cortex via posterior OFC cortex (area 13a)
(Barbas, 1993; Carmichael et al.,, 1994,
Morecraft, Geula, & Mesulam, 1992; Price,
1991; Rolls, 2004). Auditory projections arrive
in the OFC (areas 11 and 47/12) from superior
temporal cortex (Barbas, 1988, 1993;
Morecraft et al., 1992; Romanski, Bates, &
Goldman-Rakic, 1999).

Lateral OFC (area 47/12) receives visual
projections, particularly those related to object
processing, from inferior temporal cortex, su-
perior temporal sulcus regions, and the tempo-
ral pole (Barbas, 1988, 1993, 1995a, 1995b;
Barbas & Blatt, 1995; Barbas & Pandya, 1989;
Carmichael et al., 1994). Face-processing areas
in the temporal lobe and superior temporal
sulcus regions also reach the OFC (Hasselmo,
Rolls, & Baylis, 1989; Hasselmo, Rolls, Baylis,
& Nalwa, 1989). See Figure 5.2. Damage to
the OFC, therefore, may impair one’s ability to
interpret facial and vocal expression (Hornak,

Rolls, & Wade, 1996).

FIGURE 5.2. Connections of the OFC. From Rolls (2004). Copyright 2004 by Elsevier. Reprinted by per-

mission.
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The OFC receives projections from somato-
sensory regions, the amygdala, and the cingu-
late gyrus as well. Inputs from the insula and
somatosensory areas 1, 2, and S Il in the frontal
and pericentral operculum project to the OFC
(area 47/12) (Barbas, 1988; Carmichael et al.,
1994). Visceral input arrives at the caudal OFC
from the ventrolateral posteromedial thalamic
nucleus (Barbas & Pandya, 1989; Carmichael
et al., 1994; Cavada, Company, Tejedor, Cruz-
Rizzolo, & Reinoso-Suarez, 2000; Morecraft
et al., 1992; Ongur & Price, 2000). Cavada
and colleagues (2000) note direct ipsilateral
projections from the hippocampus to predomi-
nantly medial OFC areas.

The OFC differentiates itself from other PFC
areas, in that it receives inputs from the magno-
cellular, medial nucleus of the mediodorsal
thalamus (Fuster, 1979). Other PFC regions re-
ceive projections from different parts of the
mediodorsal thalamus: The dorsolateral PFC
receives input from the lateral, parvocellular
part of the mediodorsal thalamic nucleus and
the frontal eye fields via projections from the
paralamellar part of the mediodorsal nucleus
of the thalamus (Kringelbach & Rolls, 2004).

Neurons of the OFC are innervated by
cholinergic and aminergic subcortical fibers
(Morecraft et al., 1992). The OFC also sends
outputs to the nucleus basalis and may there-
fore control cholinergic input the entire cer-
ebral cortex (Mesulam, Mufson, Levey, &
Wainer, 1984).

Outputs

The majority of OFC connections we have
detailed are reciprocal, meaning that the OFC
sends outputs back to the amygdala, inferior
temporal lobe, entorhinal cortex, hippocam-
pus (Kringelbach & Rolls, 2004; Rolls, 2004;
Rolls et al., 1999), and cingulate cortex
(Insausti, Amaral, & Cowan, 1987a, 1987b).
OFC outputs also project to the lateral hypo-
thalamus, the ventral tegmentum, and pre-
optic regions (Johnson, Rosvold, & Mishkin,
1968; Nauta, 1964; Rolls et al., 1999), as
well as the head of the caudate nucleus (Kemp
& Powell, 1970). The OFC also shares recip-
rocal connections with the hypothalamus and
the periaqueductal gray (Rempel-Clower &
Barbas, 1998). Rolls has hypothesized that
the OFC—periaqueductal gray pathway could
underlie the OFC’s role in goal-directed be-
havior (Rolls et al., 1999).

THE INSULA
Anatomy

The connectivity and functions of the human
insula have remained somewhat more elusive
than those of the brain’s other lobes. This is
largely due to the insula’s remote location, bur-
ied beneath the frontal, temporal, and parietal
lobes. In the last few decades, connections be-
tween the insula and adjacent cortical and sub-
cortical areas have been studied extensively in
the monkey (Augustine, 1985, 1996; Mesulam
& Mufson, 1982a, 1982b). In humans, some
insight into the fundamental functions of the
insula have been described through the use of
classical cortical electrophysiological stimula-
tion (Penfield & Faulk, 1955) and, more re-
cently, with techniques such as functional mag-
netic resonance imaging (fMRI) (disgust, taste)
and positron emission tomography (PET).
Findings related to insular functions also arise
from studies of patients, because the insula is a
common site for focal epileptic discharges,
strokes, and tumors (Mesulam & Mufson,
1982a). Today, the insula’s role in visceral sen-
sory, motor, vestibular, and somatosensory pro-
cesses has been widely accepted (Augustine,
1985, 1996). Specifically, an area within the
anterior insula (area G) is now recognized as
primary gustatory cortex. The insula’s precise
role in emotion processing and speech praxis is
still a matter of some debate.

Boundaries

Within Brodmann’s classic cortical map, the
insula, or “the island of Reil,” is considered to
be the fifth and smallest lobe of the brain, com-
prising Brodmann’s areas 13-16 (Brodmann,
1909). It lies beneath the convergence of the
frontal, temporal, and parietal lobes, and can
be seen only when these lobes are retracted. In
the human insula, three short gyri appear ante-
riorly and two longer gyri define the posterior
insula (Carpenter, 1985; Clark, 1896). It is
somewhat triangular in shape, with the ante-
rior and posterior regions separated by a cen-
tral insular sulcus that is aligned with the cen-
tral sulcus of the cerebral hemisphere (Clark,
1896; Cunningham, 1891a). The main branch
of the middle cerebral artery lies within this
sulcus (Clark, 1896). The brain’s basal nuclei
lie medial to the insula, whereas the insula’s
topmost portion is defined by the opercula of
the inferior frontal gyrus, inferior parietal lobe,
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and the superior temporal gyrus. The entrance
into the insula at the junction of these regions is
referred to as the limen insula, or the falciform
fold (Cunningham, 1891a; see Figure 5.3).

Insular sulci are fully formed by 32nd week
of development and closely correspond with
their respective sulci on the lateral hemispheres
(Cunningham, 1891a, 1891b). The left insula
grows for a longer period of time and is subse-
quently larger than the right insula (Clark,
1896; Clark & Russel, 1939; Cunningham,
1891a, 1891b). This size difference has led
some researchers to speculate that the left
insula may play some role in the human-
specific ability that is language (Flynn, Benson,
& Ardila, 1999).

Cytoarchitecture

The human insula, though much larger than
that of the rhesus monkey, is nearly identical in
cellular organization (Mesulam & Mufson,
1982a, 1982b). It shares the cytoarchitecture
of the adjacent lateral orbital cortex and tem-
poral pole, so that together these structures
comprise part of the paralimbic belt (Mesulam,
1985b; Mesulam & Mufson, 1982a).
Cytoarchitectonically, the insula can be di-
vided into three distinct zones: anterior agran-

ular (Ia), dysgranular (Id), and granular (Ig),
moving rostrocaudally (Augustine, 1996;
Flynn et al., 1999; Mesulam & Mufson,
1982a, 1982b). Myelin concentration is higher
in anterior regions, whereas acetylcholinester-
ase levels are higher posteriorly (Mesulam &
Mufson, 1982a). The anterior insula (Ia) is
agranular—allocortical and consists of three cel-
lular layers: the outer contains small pyramidal
cells that are contiguous with the pyramidal
cell layer of the prepiriform cortex. The inter-
mediate layer (Id) consists of larger, hyper-
chromic pyramidal cells that are contiguous
with layer V of the dysgranular cortex located
more dorsally. The innermost layer (Ig) con-
tains polymorphic cells that connect with the
deep layer of the prepiriform cortex and the
underlying claustrum (Flynn et al., 1999;
Mesulam & Mufson, 1982a).

A dysgranular zone lies between the anterior
and posterior insular regions. Granulation
within this area can be difficult to differentiate.
In the area adjoining agranular cortex, layer II
contains some granule cells, and laminar orga-
nization is absent in layer III rostroventrally.
Columnar arrangement can be visualized in
dorsal-caudal regions. Layer V is more readily
visualized rostrally, and layer VI is difficult to
separate from layer V and underlying white

FIGURE 5.3. Lateral aspect of the right insula after ablation of frontal, parietal, and temporal opercila
(x1.4). 1, circular insular sulcus; 2, central insular sulcus; 3, falciform fold; 4,4’,4”, short insular gyri;
5,5’, long insular gyri. From Duvernoy (1999). Copyright 1999 by Springer-Verlag/Wien. Reprinted by

permission.
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matter (Flynn et al., 1999; Mesulam & Muf-
son, 1982a).

The posterior insula is a granular—isocor-
tical area with greater cortical differentiation
than dysgranular regions (Flynn et al., 1999).
Layers II and IV are notably granular, and
there is an easily visible division between lay-
ers V and VI (Flynn et al., 1999). Flynn and
colleagues note that sublamination occurs in
layer III, and infragranular layers are not
clearly defined.

Cortical Connections

The insula in humans and primates connects
primarily with five cortical and subcortical re-
gions, including (1) the cerebral cortex (frontal,
temporal, and parietal lobes), (2) cingulate cor-
tex, (3) the basal ganglia, (4) amygdala, (5)
other limbic areas (including entorhinal and
perirhinal cortex), and (6) the dorsal thalamus
(Augustine, 1996; Flynn et al., 1999; Mesulam
& Mufson, 1982a, 1982b).

The Ia shares connections primarily with
other allocortical orbitofrontal and frontal
opercular areas (Augustine, 1996; Mesulam &
Mufson, 1982a, 1982b). Specifically, efferent
and afferent connections have been visualized
between the anterior insula and the prepiriform
olfactory area, the frontal operculum, OFC,
the dorsal and ventral temporal pole, rhinal fis-
sure, supratemporal plane, the anterior and
middle cingulate gyrus, and the somatosensory
and opercular areas of the parietal lobe (Flynn
et al.,, 1999; Mesulam & Mufson, 1982a,
1982b).

The Ia is thought to play a role in autonomic
and visceral activities, particularly to integrate
visceral senses with emotional events (Saper,
1982). Taste, speech praxis, and emotion pro-
cessing have been associated with the Ia, and
cardiovascular and gastrointestinal changes
have been documented with IA stimulation.
PET has been used to demonstrate increased
cerebral blood flow in the Ia during emotion-
generating tasks (happiness, sadness, and dis-
gust), compared to emotionally neutral tasks
(Reiman, 1996).

Within the Id region, which lies between the
Ia and Ig insula, projections move in an
anterior—posterior direction (Flynn et al., 1999;
Mesulam & Mufson, 1982b). This is thought
to underlie Ig’s role in integrating information
from all five senses. While the Ia connects pri-
marily with frontal lobe areas, the Ig primarily

shares connections with regions within the pa-
rietal lobe, although some frontal lobe
connections also exist (Flynn et al., 1999;
Mesulam & Mufson, 1982a, 1982b). In partic-
ular, the Ig shares connections with the supple-
mentary motor area, the primary and second-
ary somatosensory cortex, the primary and
secondary auditory cortex, the parietal lobe,
and the retroinsular area (Flynn et al., 1999;
Mesulam & Mufson, 1982a, 1982b).

The Ig is associated primarily with somato-
sensory functions and serves as a link between
primary somatosensory regions and limbic
structures below. For this reason, Ig is thought
to be related to functions such as pain percep-
tion, tactile recognition, and as a secondary
sensory area for the entire body (Mesulam &
Mufson, 1982a, 1982b). Odor and taste
aversion has been associated with caudal and
central insular regions (Bermudez-Rattoni,
Introini-Collison, Coleman-Mesches, &
McGaugh, 1997; Lasiter, 19835; Lasiter, Deems,
& Glanzman, 1985; Naor & Dudai, 1996).

Subcortical Connections

Subcortically, the anterior insula shares con-
nections primarily with limbic structures (the
anterior hippocampus), the amygdala, and
brainstem areas. Efferent projections from pos-
terior insular regions terminate in the basal
ganglia, specifically within the lentiform nu-
cleus (Showers & Lauer, 1961), caudal-ventral
putamen and the tail of the caudate (Forbes &
Moskowitz, 1974; Turner, Mishkin, & Knapp,
1980). There are vast connections between the
claustrum and the Ig; specifically, many
efferents from the Ig terminate in the claustrum
terminate (Mesulam & Mufson, 1982a,
1982b; Turner et al., 1980).

Thalamic afferent projections (from sensory
and motor areas) terminate in Ig and Id regions
(Augustine, 1985; Burton & Jones, 1976;
Clark & Russel, 1939; Roberts & Akert,
1963). Projections from the ventral posterior
medial and mediodorsal thalamic nuclei ter-
minate primarily in the Ia (Guldin & Mark-
owitsch, 1984). Researchers have delineated
vast efferent connections from posterior and
midinsular regions to the thalamus, ending in
sensory areas of the thalamus, including the
ventral posterior lateral nucleus, ventropos-
terior inferior, centromedian, and parafasci-
cular nuclei (Mesulam et al., 1984; Wirth,
1973).
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Amygdala, Limbic, and Brainstem Connections

Connections between the amygdala and the
insula are greatest within the Ia-Id regions
(Mufson, Mesulam, & Pandya, 1981). Ia con-
nections to basolateral areas and corticomedial
areas within the amygdala have been described
(Aggleton, Burton, & Passingham, 1980;
Mufson et al., 1981; Turner et al., 1980). Many
limbic connections, particularly to the anterior
hippocampus, entorhinal cortex, periamygdala
regions, and olfactory bulb have been demon-
strated (Chikama, McFarland, Amaral, &
Haber, 1997; Kaada, 1951; Pribram &
Lennox, 1950; Pribram & MacLean, 1953;
Saper, 1982; Wright & Groenewegen, 1996).
Other researchers have demonstrated connec-
tions from the insula to brainstem autonomic
and reticular nuclei (Ruggiero, Mraovitch,
Granata, Anwar, & Reis, 1987).
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CHAPTER 6

Structural and Functional Asymmetries
of the Human Frontal Lobes

Daniel H. Geschwind
Marco lacoboni

One of the most fundamental divisions of the
human brain is that of the left and right cere-
bral hemispheres. Numerous studies have re-
vealed the consistent presence of both behav-
ioral and anatomical asymmetries that reflect
the specialized capacities of each hemisphere
(Annett, 19835; Bogen, 1993; Galaburda, 1991;
Gazzaniga, 1970; Geschwind & Galaburda,
1985). The significance of several of these
asymmetries is controversial in many cases,
and surprisingly little is known about asymme-
tries in the frontal lobe, arguably the area that
contributes most to human cognitive and be-
havioral attributes. This chapter is not meant
to solve all of the mysteries of lateralized func-
tions of the frontal lobes, but merely to high-
light anatomical and functional asymmetries as
they relate to language, complex motor behav-
iors, and sensorimotor integration—areas in
which the most is currently known with regard
to lateralized frontal lobe functions. Addi-
tionally, we briefly discuss the lateralization of
prosody and emotion. The focus of our review
is on patients with focal brain lesions, and on
structural and functional brain imaging in
healthy volunteers. Chronic progressive condi-
tions such as progressive aphasia (Snowden,
Neary, Mann, Goulding, & Testa, 1992) and
the right frontal lobe variant of frontal-
temporal dementia (Miller, Chang, Mena,
Boone, & Lesser, 1993) present intriguing ex-
amples of lateralized behaviors, but do not lend
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themselves as well to localization and are there-
fore not included in this brief review. Clinical
lesion data are presented first, when applicable,
followed by functional imaging and morpho-
logical data relevant to each section.

It is often assumed that anatomical asymme-
tries invariably reflect functional asymmetries.
However, physiological asymmetries, asymme-
tries in gene expression, or subtle differences in
neuronal cytoskeletal architecture may play a
more significant role in hemispheric specializa-
tion than gross anatomical or cytoarchitectonic
asymmetries. The identification of morphologi-
cal asymmetries associated with language is im-
portant because of a wealth of evidence that
these asymmetries are functionally relevant
(Galaburda, LeMay, Kemper, & Geschwind,
1978; Geschwind & Galaburda, 1985;
Geschwind & Levitsky, 1968; Witelson, 1977,
1992). Furthermore, a number of studies sup-
port the general notion that the amount of ce-
rebral cortex dedicated to a particular function
may reflect the brain capabilities in that area
(Eccles, 1977; Garraghty & Kaas, 1992;
Jerison, 1977).

However, the size of a brain region is not al-
ways positively correlated with its capabilities.
Often, a larger cerebral hemisphere can be ob-
served due to neuronal migration abnormali-
ties or other cortical malformations. In the do-
main of language more specifically, the brains
of individuals with dyslexia appear to be more
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symmetrical, with a larger than usual planum
temporale on the right, rather than a smaller
planum temporale on the left (Galaburda,
1993; Kushch et al., 1993). Thus, anatomical
asymmetries, whether gross or fine, cannot be
viewed in isolation and must eventually be con-
sidered in the context of the physiology of the
neuronal systems to which they contribute.

ASYMMETRIES IN LANGUAGE

Functional and anatomical asymmetries related
to language functions have been the most
widely studied asymmetries of the frontal
lobes. In the last two decades, functional imag-
ing has provided a revealing view of areas in-
volved in healthy and neurologically impaired
subjects (Binder et al., 1995; Klein, Milner,
Zatorre, Meyer, & Evans, 199S5; Petersen, Fox,
Posner, Mintun, & Raichle, 1988; Roland,
1984; Warburton et al., 1996). However, the
study of hundreds of patients with aphasia over
the last century has provided the bulk of the
fundamental observations related to language
localization. Most observant clinicians have re-
marked on the variability and overlap of apha-
sic syndromes, especially in the immediate pe-
riod following brain injury, as well as the
individual differences in symptoms between
patients with apparently similar lesions
(Benson, 1986; Galaburda, Rosen, & Sherman,
1990). Individual variability in the gross mor-
phology (see Figure 6.1) and detailed cyto-
architecture in humans (Adrianov, 1979;
Rajkowska & Goldman-Rakic, 1995) and
nonhuman primates (Lashley & Clarke, 1946)
has been well demonstrated and is likely to un-
derlie the variability in clinical syndromes in
humans. In light of this variability, the left-
hemisphere superiority and proficiency for the
majority of vocal, motor, and language func-
tions is striking (Benson, 1986; Geschwind,
1970). The correspondence between this func-
tional asymmetry for language and the ana-
tomical asymmetries described later in this
chapter provides the most compelling example
of a structure—function relationship underlying
cerebral hemispheric specializations. Even so,
the extent to which these anatomical asymme-
tries contribute to functional asymmetry has
not been totally clarified. The lateralization of
any function including language is unlikely to
be an all-or-none phenomenon, because lan-
guage consists of many components. Thus,

some language capacity exists in most right
hemispheres (Iacoboni & Zaidel, 1996). Espe-
cially relevant to the discussion of the frontal
lobes is the predominance of the right frontal
lobe in the production of the melodic compo-
nents that contribute to prosody, as well as the
expression of the emotional content of lan-
guage, which we discuss later.

Because spoken and written language are hu-
man specializations, detailed animal models of
the role of different frontal subregions serving
language are not available. This is in contrast
to frontal lobe participation in other cognitive
functions, such as working memory and
sensorimotor integration, in which studies in
primates have vastly accelerated our knowl-
edge of regional subspecializations and pro-
vided models that can be tested in humans
(Funahashi, Bruce, & Goldman-Rakic, 1989;
Fuster, 1995; Goldman-Rakic, 1987; Petrides,
1994; Wilson, Scalaidhe, & Goldman-Rakic,
1993). Thus, our discussion of structure—
function relationships in frontal lobe language
is relatively crude compared with the latter top-
ics. Although the hope is that functional imag-
ing studies will remedy this deficiency, the
complexity of language tasks presents unique
challenges in experimental design.

Clinical Lesion Studies in Aphasia

Broca’s original belief that lesions confined to
the posterior portion of the third left frontal
gyrus (Figure 6.1) caused loss of articulatory
language function (aphemie) occurred on the
background of the conviction, shared by his
contemporaries, that the left and right frontal
lobes were identical in size and anatomy
(Berker, Berker, & Smith, 1986; Broca, 1865;
Flourens, 1824). The recovery of language
function occurred through the compensatory
efforts of homologous, essentially equipoten-
tial regions in the right frontal lobe. Broca
(1865) stated that the specialization of ar-
ticulatory language and other functions oc-
curred due to the earlier development of the left
hemisphere (hence the preponderance of right-
handers as well) and did not imply an under-
lying functional difference between the two
hemispheres. Broca’s conclusions were based
on extensive lesions that encompassed regions
beyond the pars triangularis and opercularis to
include the primary motor cortex (see Figure
6.2). However, his fundamental observation of
a cerebral asymmetry related to language pro-
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FIGURE 6.1. Variability in frontal cortex surface anatomy. Three-dimensional reconstructions of left and
right MRIs from six different Caucasian volunteers demonstrate the variability in surface morphology
and emphasize the difficulty in defining Broca’s region using surface landmarks alone. The sylvian fissure
and the horizontal (H) and ascending (A) rami, which define the anterior and posterior boundary of the
pars triangularis (Brodmann’s area 45) are traced and labeled in the left side view of each pair. The pars
opercularis (Brodmann’s area 44) is directly posterior to the ascending ramus and extends posteriorly to
border on the precentral gyrus in most individuals. The morphology of these fissures differs considerably
between individuals and, in some cases, the landmarks that define Broca’s area are difficult to identify.
Given these ambiguities, cytoarchitectonic measurement of these areas may be necessary for a meaning-

ful demonstration of morphological hemispheric asymmetries.

vided the foundation for modern brain later-
ality research.

Following Broca, numerous cases supported
the left-hemispheric localization of language in
right-handers, while expanding the cerebral
territory responsible for language functions
(Broca, 1888; Jackson, 1880, 1915; Wernicke,
1874). Jackson (1868) presented the first case
of a left-handed man with aphasia and a right-
sided lesion, further supporting a connection
between hand dominance and language lateral-
ization. More recent lesion studies have con-
firmed the functional localization of language
to the left hemisphere in 99% of right-handers
(Annett, 1985; Benson, 1986; Hécaen, De
Agostini, & Monzon-Montes, 1981). This rela-
tionship is less certain in left-handers, with
most demonstrating either left-hemisphere or

bilateral language, and less frequently, right-
hemisphere language (Geschwind, 1970;
Geschwind & Galaburda, 1985; Hécaen et al.,
1981).

However, the precise nature of the lesion
necessary to produce nonfluent aphasia re-
mains controversial (Hécaen & Consoli, 1973;
Marie, 1906; Mohr et al., 1978; Moutier,
1908; Nielsen, 1946; Zangwill, 1975). The ma-
jority of the frontal lobe anterior to Broca’s
area, the first frontal opercular gyrus, and all of
the right hemisphere can be removed in pa-
tients with intractable epilepsy without pro-
ducing lasting aphasia. In contrast, the removal
of the first two to three gyri of the left frontal
operculum pars opercularis (area 44) and
triangularis (area 45) anterior to Brodmann’s
area 4 on the left in epilepsy surgery resulted in
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FIGURE 6.2. Lateral left view of Broca’s second case, which illustrates the gross extent of this patient’s le-
sion. The area of damaged cortex extends beyond pars triangularis anteriorly and pars opercularis poste-
riorly, thus encompassing a region slightly larger than the posterior portion of the inferior frontal gyrus
anterior to the motor strip (Brodmann’s areas 44 and 45). The extent of surface damage supports the ar-
gument that lesions encompassing more than areas 44 and 435 are necessary to produce the full syndrome
of nonfluent aphasia. Furthermore, this brain was not sectioned or examined histologically to determine
the extent of subcortical injury. From Origins of Neuroscience: A History of Explorations into Brain
Function by Stanley Finger, Copyright 1994 by Oxford University Press, Inc. Used by permission of Ox-

ford University Press, Inc.

nonfluent aphasia in every case except one
(Penfield & Roberts, 1959). Cortical stimula-
tion studies by these same investigators demon-
strated speech arrest from stimulation of the
first two opercular gyri on the left, but never on
the right. Stimulation of the left supplementary
motor area (SMA), and not right, produced
speech arrest (Penfield & Roberts, 1959). Le-
sions of the left SMA can produce transcortical
motor aphasia, whereas similar lesions on the
right do not, consistent with the proposed role
of the SMA in speech initiation (Freedman, Al-
exander, & Naeser, 1984; Masdeau, 1980).
Further evidence from neuroimaging studies
seems to support the contribution of the left
SMA to language (see “Functional Imaging”
section), but no morphological asymmetries of
the SMA have been documented.

Lesion studies support the presence of an an-
terior frontal lobe language area that encom-
passes Broca’s area and additional perisylvian
areas more posteriorly. In a series of patients
with left-sided lesions of the posterior part of
the inferior frontal gyrus, 17 out of 19 patients
had difficulties in language fluency (Hécaen &
Consoli, 1973). The two patients without lan-
guage difficulties suffered from congenital le-
sions, and it is likely that these anomalies dis-

placed Broca’s region. Patients with lesions
largely confined to the cortical surface corre-
sponding to Broca’s region did not have signif-
icant agrammatism, or writing difficulties,
whereas those with deeper lesions tended to
have more profound language impairment.
None of 15 patients with a homologous right-
sided lesion demonstrated any language or
articulatory deficits, confirming the relative
specialization of the left inferior frontal gyrus
for language output.

Numerous case studies have underscored the
relationship between the extension of lesion
into cortical regions adjacent to the third fron-
tal gyrus and the severity of the Broca’s aphasia
(Tonkonogy & Goodglass, 1981). Articulatory
disturbances (dysarthria and dysprosody) are
typically associated with lesions that extend
into the opercular precentral gyrus (Alexander,
Naeser, & Palumbo, 1990). A combination of
word-finding difficulties, paraphasias, and
slowness in speech is observed with lesions of
the pars triangularis and pars opercularis. In-
volvement of both regions typically leads to a
more severe and lasting nonfluent aphasia.
Mohr and coworkers (1978) have also demon-
strated that lesions localized to Broca’s area
lead to nonfluent aphasia or nonmotor
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articulatory disturbance, as well as persistent
apraxia and dysprosodia, but not frank agram-
matism, as is paradigmatic in many current for-
mulations of nonfluent (Broca’s) aphasia.
Those with typical Broca’s aphasia have larger
lesions that encompassed deeper white matter
structures, the anterior insula, and adjacent
perisylvian regions (Alexander et al., 1990;
Mohr et al., 1978). So, although the minimally
sufficient lesion necessary to cause nonfluent
aphasia in right-handers remains controversial,
it is clear that even larger acute lesions on the
right only rarely cause a similar disturbance in
language function (Benson, 1986; Geschwind,
1970; Geschwind & Galaburda, 1985; Jack-
son, 1915; Moutier, 1908).

Functional Imaging

Many functional imaging studies within the
last decade employing positron emission to-
mography (PET) and functional magnetic reso-
nance imaging (fMRI) have supported the
functional specialization of the left frontal cor-
tex in language and language-related tasks
(Binder et al., 1995; Frith, Friston, Liddle, &
Frackowiak, 1991; Just, Carpenter, Keller,
Eddy, & Thulborn, 1996; Klein et al., 1995;
McCarthy, Blamire, Rothman, Gruetter, &
Shulman, 1993). Indeed, widespread areas of
lateral frontal hypometabolism are even seen in
patients with aphasia and lesions in parietal
and temporal cortex, further implicating the
lateral left frontal cortex in language function
and recovery (Metter, 1991). These imaging
studies have also confirmed that even simple
language tasks, although highly lateralized, ac-
tivate a network of widely distributed left-
hemisphere cortical areas (Binder et al., 1995;
Just et al., 1996; Petersen et al., 1988). The left-
hemisphere activations are highly variable and
extend beyond Broca’s region, including the
SMA and cingulate medially, and the dor-
solateral prefrontal cortex and the premotor
area laterally. Additionally, in most careful PET
or fMRI studies of language, homologous re-
gions are often activated on the right side, al-
though typically at far lower levels than those
on the left (Habib, Demonet, & Frackowiak,
1996; Just et al., 1996; Warburton et al.,
1996).

One of the factors confounding the interpre-
tation of PET language data is the variability in
activated areas across different studies. The
overall variability in language PET studies is

due to a variety of factors, including (1) inter-
subject differences in cortical representation of
language functions, (2) differences in activation
tasks, and (3) differences in PET methodolo-
gies. However, in spite of this variability, left
perisylvian regions in general, and Broca’s area
in particular, show consistent activation in lan-
guage tasks. So, although language is a highly
complex function that requires the activation
of different cortical areas, the PET data sup-
port the wide body of data in patients with
brain injury, demonstrating that Broca’s area is
a critical cortical structure for language. How-
ever, the precise role of this famous section of
frontal cortex in language remains controver-
sial.

Indeed, it is unlikely that Broca’s region
should be considered an area dedicated solely
to language output. It is probable that since
Broca’s region comprises cytoarchitectonically
and physiologically diverse areas, it may serve
several language-related functions (Poppel,
1996). For instance, lesion studies, intra-
operative electrical stimulation, and PET imag-
ing studies confirm its role in phonological pro-
cessing (Demonet, Price, Wise, & Frackowiak,
1994; Denny-Brown, 1975; Lecours &
Lhermitte, 1970; Ojemann & Mateer, 1979;
Zatorre, Meyer, Gjedde, & Evans, 1996). The
phonemic paraphasias seen more typically with
Broca’s than with Wernicke’s aphasia are con-
sistent with these observations. PET data indi-
cate that Broca’s region is activated in a wide
variety of non-output-related language tasks,
including listening tasks (Roland, 1984). Pho-
nological discrimination tasks often engage
verbal working memory functions, which are
typically associated with left frontal lobe pre-
dominance as well (Milner & Petrides, 1984;
Paulesu, Frith, & Frackowiak, 1993; Petrides,
Alivisatos, Meyer, & Evans, 1993). Thus, it is
conceivable that Broca’s region comprises con-
tiguous areas serving separate functions that
can be simultaneously engaged in the same
task. Later, in the section “Asymmetries in
Sensorimotor Integration,” we review some
data pertaining to the activation of Broca’s area
in lip reading and grasping that are particularly
relevant and raise important evolutionary con-
siderations. Remarkable in this regard are the
observations of Denny-Brown (1965, 1975),
initiated over 30 years ago, on the importance
of visual input in language acquisition and vi-
sual influences on aphasia caused by lesions of
Broca’s area. Disruption of the integration of
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these visual inputs with other processing
streams is likely a component of the literal
alexia that can sometimes be observed in pa-
tients with Broca’s area lesions (Benson, 1977;
Boccardi, Bruzzone, & Vignolo, 1984).

Morphological Asymmetries

The recognition of the functional asymmetry
for language observed over a century ago
prompted investigators to search for morpho-
logical asymmetries underlying this left frontal
lobe specialization. Due to methodological
constraints prior to the latter half of this cen-
tury, investigators were limited to studying
gross measures of asymmetry. Comparison of
the weights of both hemispheres yielded vari-
able and inconclusive results (Aresu, 1914;
Broca, 1875; Thurnam, 1866; von Bonin,
1962). Most morphometric studies demon-
strated a larger right frontal lobe and total
right-hemisphere size overall. However, these
studies did not consider the surface area ac-
counted for by the vast amount of cortex con-
tained in the folds of sulci. In this vein, the spe-
cific gravity of the left hemisphere is greater
than the right, suggesting more cortical surface
area overall on the left (von Bonin, 1962).

Most gross morphological asymmetries of
the frontal lobes described in humans are the
result of indirect measurements taken of inden-
tations in the skull, called petalias, that reflect
outgrowth of the adjacent cerebral hemisphere.
Although one of the most consistent findings is
the presence of marked left occipital petalia,
the nature of frontal lobe asymmetries has been
less obvious (Hadziselmovic & Cus, 1966;
Tilney, 1927). However, most careful quantita-
tive studies in adequate numbers of cases show
a predominance of the right frontal petalia
(Geschwind & Galaburda, 1985; Hadzisel-
movic & Cus, 1966).

LeMay and Kido (1978) made direct mea-
surements of the frontal lobes and demon-
strated that the width of the right frontal
region was greater in 58% of right-handed pa-
tients and extended further forward in 31%, as
opposed to only 14% that extended further
forward on the left. A trend toward symmetry
was observed in left-handers. This gross struc-
tural asymmetry has been consistently ob-
served in more recent studies (Bear, Schiff,
Saver, Greenberg, & Freeman, 1986; Gesch-
wind & Galaburda, 1985; Glicksohn &
Myslobodsky, 1993). However, the meaning of

these observations is unclear. The petalias and
even direct gross morphometry are imprecise
measurements that do not reflect the total ex-
tent of cortical surface area in a given region,
because much surface area is contained in the
sulcal folds. This explanation is likely to hold
for the studies of Wada, Clarke, and Hamm
(1975) that demonstrated a right-side size ad-
vantage when only the lateral cortical surface
of areas 44 and 45 were measured. Nonhuman
primates, including orangutans, chimpanzees,
gorillas, New World and Old World monkeys
also show a right frontal petalia, suggesting
that these asymmetries are not related to
strictly human cognitive abilities, such as lan-
guage (Falk et al., 1990; Galaburda et al.,
1978; Geschwind & Galaburda, 1985; Hollo-
way, De La Coste-Lareymondie, 1982).

One of the first detailed measurements based
on cytoarchitechtonic divisions of the frontal
lobes were carried out by Kononova (1936;
cited in Adrianov, 1979). This work on five
right-handed subjects not only showed that the
total area of the left frontal lobe was larger
than the right by 16%, but also that Brod-
mann’s areas 45 and 47 were larger on the left
by a margin of 30% and 45 %, respectively. In-
triguingly, the results were reversed in the one
left-handed patient studied. Kononova also ob-
served a large amount of individual variation in
these and other regions of the frontal lobe,
highlighting the difficulty in drawing firm con-
clusions from this study of only six cases.
Galaburda’s (1980) detailed study of the
magnocellular region of the pars opercularis,
which largely coincides with area 44, demon-
strated the left side to be larger than the right in
the majority of 10 cases.

More recent investigations have demon-
strated a population of magnopyramidal neu-
rons that are 15% larger in left Brodmann’s
area 45 than on the right (Hayes & Lewis,
1993). No difference was seen between similar
large pyramidal neurons in area 4 (Hayes &
Lewis, 1995). However, in area 46 of the
dorsolateral prefrontal cortex, the magnopyra-
midal neurons were about 10% smaller on the
left. These differences are not large, and how
these asymmetries relate to lateralization of
frontal cortical functions is unknown. An addi-
tional problem in interpreting these findings is
the small sample sizes studied, especially in
light of current knowledge that highlights the
striking individual variability in morphology
(Figure 6.1) and cytoarchitechtonics of the hu-
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man frontal lobes (Adrianov, 1979; Rajkowska
& Goldman-Rakic, 1995).

Other investigators have demonstrated con-
sistent morphological asymmetries in more ex-
tensive regions of the third or inferior frontal
gyrus using autopsy material and MRI in living
patients (Albanese, Merlo, Albanese, &
Gomez, 1989; Falzi, Perrone, & Vignolo,
1982; Foundas, Leonard, Gilmore, Fennell, &
Heilman, 1996; Foundas, Leonard, & Heil-
man, 1995). Foundas and colleagues (1996)
demonstrated a striking correlation between
the direction of pars triangularis (area 45)
asymmetry and hemispheric language lateral-
ization, providing the most convincing evi-
dence to date of the correspondence between
language and anatomical asymmetries in the
frontal lobe. Nine of 10 patients with Wada
test—proven lateralization of language to the
left hemisphere displayed asymmetry in favor
of the left pars triangularis. This is a striking
finding, especially given the well-described in-
dividual differences in the surface landmarks
that define this region and other frontal lobe
areas (e.g., Figure 6.2).

Although it is most likely that an increased
neuron number underlies the larger areas 44
and 45 of the left hemisphere (Galaburda,
1993), an increase in neuropil size could also
account for the left-hemispheric predominance.
Both pars triangularis and pars opercularis
have been shown to have increased complexity
of higher-order dendritic branching on the left
relative to the primary motor cortex in both
hemispheres, and pars triangularis and pars
opercularis on the right (Scheibel et al., 1985;
Simonds & Scheibel, 1989). However, these
dendritic specializations may develop indepen-
dently of gross anatomical asymmetry, and
their significance is uncertain. Since the major-
ity of synapses occur on dendritic spines, it is
possible that the shape and complexity of these
dendritic arbors reflect the influence of experi-
ence on synapse elimination during the critical
period of language acquisition.

ASYMMETRIES OF PROSODY AND EMOTION

Speech involves not only the communication of
vocabulary and grammatical content but also
social and emotional content. The rhythmic,
melodic intonation in speech that contributes
these additional elements of meaning to lan-
guage is termed “prosody.” Several studies

show that patients with right-hemisphere le-
sions can demonstrate  deficiency in
interpreting and expressing the emotional con-
tent of speech (Ross & Mesulam, 1979). The
lesions described in loss of expressive prosody
mostly involve large portions of the frontal
lobe and often extend into the parietal lobe,
hindering precise anatomical localization
(Dordain, Degos, & Dordain, 1971; Ross &
Mesulam, 1979). To what extent these lesions
disrupt prosody by damaging frontal-sub-
cortical circuits is an important, unresolved is-
sue given the involvement of the basal ganglia
in prosody, as demonstrated by lesion studies
(Cancelliere & Kertesz, 1990; Starkstein,
Federoff, Price, Leiguarda, & Robinson,
1994).

It is proposed that the prosodic deficit in
cases of frontal lobe damage corresponds to the
right-hemisphere homologue of Broca’s region
(Ross, 1981).The critical role of the right hemi-
sphere in the melodic and musical aspects of
speech and language output is also supported
by the observation of preservation of simple
singing ability in many patients with nonfluent
aphasia (Yamadori, Osumi, Masuhara, &
Okubo, 1977). In addition, a PET study sup-
ports the role of the right lateral prefrontal cor-
tex in simple pitch discrimination, analogous
to the role of Broca’s area in phoneme percep-
tion (Zatorre, Evans, & Meyer, 1994). A PET
study of emotional prosody comprehension
also suggests that right prefrontal cortex is
preferentially active in tasks requiring percep-
tion and interpretation of emotional prosody,
and is not simply dedicated to prosodic expres-
sion (George et al., 1996).

The deficit in prosody observed after right
frontal lesions is not entirely limited to the ex-
pression of emotional and melodic content,
however, and can extend into nonemotional
semantic aspects, such as syllable stress
(Weintraub, Mesulam, & Kramer, 1981). In
addition, prosodic elements of speech compre-
hension and expression can also be impaired in
anterior left-hemisphere lesions resulting in a
Broca’s aphasia (Benson, 1986; Danly &
Shapiro, 1982). In the foreign accent syn-
drome, which can result from left frontal le-
sions involving Broca’s area, and neighboring
cortical and subcortical regions, inappropri-
ate syllable stress, phoneme misproduction,
rhythm, and pauses occur, changing a patient’s
accent, often without chronically altering other
aspects of language (Monrad-Krohn, 1947).
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However, other nonlinguistic elements of pros-
ody, such as the ability to sing and to produce
melodic speech, are preserved, consistent with
a right-hemisphere role in these functions. Ex-
aggerated prosody, sometimes observed in non-
fluent aphasia, reflects the speaker’s attempts
to communicate using retained right frontal
abilities in the face of minimal linguistic capa-
bilities. Thus, although the evidence is not
overwhelming, the left and right frontal lobes
appear to have different relative contributions
when it comes to prosody, with the right fron-
tal lobe specializing in melody and emotional
valence, while the left typically specializes in
the linguistic elements.

The role of the orbital frontal lobes in the
regulation of emotion and mood has been well
established in studies of patients with brain in-
jury (Benson & Stuss, 1986). Asymmetries in
frontal cortex in the mediation of emotional
behavior have also been described in several
studies of patients with unilateral brain dam-
age. Left frontal damage, especially damage to
the anterior frontal lobes, is far more likely to
cause depression than similar lesions on the
right (Gainotti, 1972; Robinson, Kubos, Starr,
Rao, & Price, 1984; Sackeim et al., 1982;
Starkstein et al., 1991). Lesions on the right
more frequently lead to mania (Jorge et al.,
1993), especially regions of the orbitofrontal
cortex (Starkstein et al., 1989; Starkstein,
Pearlson, Boston, & Robinson, 1987). In
healthy subjects, left prefrontal cortex cerebral
blood flow increases when patients induce a
state of dysphoria by thinking sad thoughts
(George et al., 1995; Pardo, Pardo, & Raichle,
1993). More recently, transcranial magnetic
stimulation (causing transient hypofunc-
tioning) of the left, but not right prefrontal cor-
tex, resulted in decreased self-report of happi-
ness and a significant increase in sadness
ratings (Pascual-Leone et al., 1996).

Davidson (1992) has developed a compelling
model of human emotion, in which frontal lobe
asymmetries reflect affective reactivity and,
hence, the potential for mania or depression
given the appropriate stimulus. Electrophysio-
logical evidence suggests that the left frontal
lobe is more specialized for positive emotions
related to approach and exploratory mecha-
nisms and the right for negative, avoidance-
related reactions (Davidson, 1992; Davidson
& Sutton, 1995). Similar frontal lobe asymme-
tries in electrical activity can predict a child’s
likelihood to engage in separation from his or

her parents to explore novel elements in the
environment, consistent with this model
(Davidson, 1992). Because withdrawal and ex-
ploration are within the behavioral domain of
nonhuman primates and lower animals, if this
model were correct, similar asymmetries
should exist in these lower species as well. Per-
haps, more precise physioanatomical models of
lateralized frontal lobe contributions to emo-
tional states and behavior can be developed in
nonhuman primates in the future.

ASYMMETRIES IN SENSORIMOTOR INTEGRATION

The frontal lobe is undeniably one of the most
critical cerebral structures involved in sensori-
motor integration. Different regions of the
frontal lobe receive segregated cortical inputs
from a variety of cortical areas of sensory sig-
nificance. In addition, the frontal lobe controls
voluntary action through planning of move-
ments in prefrontal areas, preparation of move-
ments in premotor areas, and execution of
movements in primary motor areas (Fuster,
1995). In this section, we review evidence from
neurological patients and from functional neu-
roimaging studies that support the existence of
functional asymmetries in the sensorimotor in-
tegration processes subserved by frontal lobe
areas. Evidence concerning asymmetries in sen-
sorimotor integration, first in the lateral wall,
and then in the medial wall of the frontal lobe,
is reviewed. Unfortunately, little relevant data
on structural asymmetries relate to functional
asymmetries in any of these processes.

The reader should be advised that we use
sensorimotor integration in its broadest sense.
Hence, in this section we discuss known asym-
metries in a number of cognitive functions that
are necessary components of sensorimotor in-
tegration but that, in principle, are distinct
cognitive functions (e.g., visuospatial working
memory, complex motor functions, conditional
motor learning and attention).

Lateral Wall (Prefrontal, Premotor,
and Primary Motor Cortex)

The lateral wall of the frontal lobe can be
subdivided in three main sectors along the
anterior—posterior axis: prefrontal, premotor,
and primary motor. Each of these sectors can
further be subdivided in subsectors that are
anatomically and functionally differentiated



16 ANATOMY

(Cavada & Goldman-Rakic, 1989; Fogassi et
al., 1996; Fujii, Mushiake, & Tanji, 1996;
Geyer et al., 1996; Matelli, Luppino, &
Rizzolatti, 1985; Petrides, 1994; Rizzolatti,
Fadiga, Gallese, & Fogassi, 1996; Stepniewska,
Preuss, & Kaas, 1993). We review evidence for
asymmetries in  sensorimotor  processes
lateralized to the different sectors of the lateral
wall of the frontal lobe, starting from the pre-
frontal cortex, moving then to the premotor
cortex, and finally concluding with the primary
motor cortex.

Prefrontal Cortex: A Role in Working Memory

The prefrontal cortex in the lateral wall of the
two cerebral hemispheres is known to be pri-
marily involved in working memory processes
(Goldman-Rakic, 1987). Neurophysiological
studies in nonhuman primates and functional
neuroimaging studies in humans have provided
detailed models of the functional anatomy of
the lateral prefrontal cortex and are reviewed
later in this section. Lesion studies in neurolog-
ical patients have not provided the same type of
detailed information; thus, they are only briefly
discussed here. However, these lesion studies in
humans provided the foundations of laterality
investigations in the prefrontal cortex, leading
to models that were subsequently refined by
neurophysiological and neuroimaging investi-
gations.

LESION STUDIES

In patients with brain injury, left frontal lobe
damage typically leads to more profound ver-
bal recall deficits than right-sided damage,
whereas right frontal damage causes deficits
primarily in categorization (Incisa della
Rocchetta, 1986; Incisa della Rocchetta &
Milner, 1993; Milner & Petrides, 1984). Al-
though deficits in verbal fluency occur with ei-
ther left or right frontal lesions, performance is
worse with left frontal damage (Benson &
Stuss, 1986). Deficits in the retrieval of verbal
material in patients with left frontal damage
may be specific to certain lexical categories, in
that injury to the left, but not the right,
premotor areas produced a specific deficit in
verb, but not noun, retreival (Damasio &
Tranel, 1993).

Consistent with the left-language, right-
visuospatial specialization, patients with right

frontal lesions are more likely to demonstrate
poor use and representation of visuospatial
data in a variety of tasks that require working
memory, and those with left frontal lesions are
more likely to have disordered memory for epi-
sodic information (Kolb & Whishaw, 1985;
Milner, 1995). Of patients with unilateral fron-
tal damage, those with right frontal damage
show the poorest performance in design flu-
ency tasks (Benson & Stuss, 1986).

However, left-hemisphere deficits in short-
term or working memory are not limited to the
sphere of language and suggest the importance
of the left prefrontal cortex in programming
strategies, control of executive functions, and
motor responses (Milner & Petrides, 1984).
Left frontal lesions, but not those on the right,
are more likely to cause impaired recall of
words, especially when the task is based on an
internal search strategy generated through the
mental effort of the subject (Incisa della
Rocchetta & Milner, 1993). In this regard,
cueing, or providing the patient with connected
discourse, ameliorates the retrieval difficulties
patients with left frontal damage experience,
emphasizing the importance of the dorsolateral
left frontal lobe when a search strategy is not
externally provided. Patients with frontal
lesions that spare the dorsolateral prefrontal
cortex do not exhibit these deficits (Goldman-
Rakic, 1987). So, whereas the known special-
ization of the left hemisphere for language and
the right for visuospatial information is well
supported in lesion studies of the frontal lobes,
the use of internally and externally generated
problem-solving strategies may be functionally
lateralized as well.

FUNCTIONAL IMAGING STUDIES

A specific framework of the neural substrates
of human planning and executive functions
comprising working memory suggests that the
dorsolateral prefrontal cortex serves mecha-
nisms of active manipulation and monitoring
of sensorimotor information within working
memory. In this model, the ventrolateral pre-
frontal cortex serves only working memory
mechanisms that support simple retrieval of in-
formation for sensory-guided sequential behav-
ior (Petrides, 1994). The anatomical and physi-
ological evidence presented here support the
functional distinction between these two sys-
tems.
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The lateral prefrontal cortex receives strong
input from extrastriate cortical areas of visual
significance (Milner & Goodale, 1995). Hence,
it is not surprising that some aspects of lateral
prefrontal cortex organization replicate the
pattern described in occipitofugal corticocor-
tical pathways. The occipitofugal corticocor-
tical pathways consist of a dorsal occipito-
parietal stream and a ventral occipitotemporal
stream. Initially the dorsal stream was con-
ceived as concerned with the processing of spa-
tial relationships, and the ventral stream as
mainly concerned with the processing of object
identity (Ungerleider & Mishkin, 1982). This
view has been refined, in that the dorsal stream
is thought to be primarily related to pragmatic
aspects of spatial behavior, whereas the ventral
stream is primarily related to semantic aspects
of spatial behavior (Goodale & Milner, 1992;
Jeannerod, Arbib, Rizzolatti, & Sakata, 1995).

Single-cell recordings in nonhuman primates
have supported the differential role of dorsal and
ventral aspects of the lateral prefrontal cortex in
working memory. Working memory for spatial
locations is served by the dorsolateral prefrontal
cortex, whereas working memory for object
identity is served by the ventrolateral prefrontal
cortex (Funahashi, Chatee, & Goldman-Rakic,
1993; Wilson etal., 1993). In the nonhuman pri-
mate, however, a lateralization of working mem-
ory functions has not been convincingly demon-
strated. Again, mirroring the organizational
principles of the posterior occipitofugal streams,
these two prefrontal areas can be regarded as the
neural substrates of the pragmatic aspects of
working memory mechanisms (the dorsolateral
prefrontal cortex) and of semantic aspects of
working memory mechanisms (the ventrolateral
prefrontal cortex). Both dorsolateral and ven-
trolateral prefrontal cortex appear lateralized in
the type of information they process.

Indeed, PET studies have shown that listen-
ing to digits activates the left dorsolateral pre-
frontal cortex in normal subjects when active
monitoring and manipulation of external infor-
mation held in memory are required only to
make judgements about the same stimuli, and
no active manipulation is required (Petrides et
al., 1993). Similarly, visuospatial information
activates the right dorsolateral prefrontal cor-
tex in normal subjects when active manipula-
tion and monitoring of information is required.
The same visuospatial information activates
only the right ventrolateral prefrontal cortex

when only “reproduction” of information
without active manipulation and monitoring is
demanded by the task (Owen, Evans, &
Petrides, 1996). Other PET studies on working
memory, where the differentiation between ac-
tive monitoring and passive reproduction of in-
formation was not specifically addressed, have
confirmed the general pattern of lateralization
of verbal working memory functions to the left
frontal lobe and of visuospatial working mem-
ory functions to the right frontal lobe (Smith,
Jonides, & Koeppe, 1996), consistent with the
clinical lesion data.

The dorsolateral prefrontal cortex seems to
be a critical structure in a number of delayed-
response and conditional sensorimotor learn-
ing tasks in nonhuman primates (Goldman-
Rakic, 1987). One functional aspect of the
dorsolateral prefrontal cortex that makes this
cerebral structure critical to delayed-response
tasks and to conditional sensorimotor learning
seems to be related to the learning of associa-
tion rules between stimuli and responses
(Fuster, 1995). In conditional motor learning to
visuospatial stimuli in normal volunteers,
learning-related changes in regional cerebral
blood flow (rCBF) in the dorsolateral pre-
frontal cortex of the left hemisphere have been
observed (see Figure 6.3; Iacoboni, Woods, &
Mazziotta, 1996b), consistent with neuro-
physiological evidence showing that the
neuronal discharge in dorsolateral prefrontal
neurons of monkeys performing conditional
sensorimotor tasks is dependent upon the
learning component of the task (Fuster, 1995).
Learning-related rCBF increases seem to be
lateralized to the left dorsolateral prefrontal
cortex even when learning effects in condi-
tional motor tasks are largely parallel in both
hands (Iacoboni et al., 1996b). This suggests
that transfer of learning might occur through
the anterior regions of the corpus callosum, in-
terconnecting the prefrontal cortex of the two
cerebral hemispheres (lacoboni & Zaidel,
19935). In keeping with this, callosal lesions in
primates interfere with transfer of visuomotor
conditional learning (Eacott & Gaffan, 1990).
The lateralization of conditional sensorimotor
learning to the left prefrontal cortex may not
be specific to the human brain. Indeed, a
lateralized left prefrontal learning-dependent
activity during sensorimotor learning has been
reported in a nonhuman primate (Gemba,

Miki, & Sasaki, 1995).
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FIGURE 6.3. Functional asymmetries in sensorimotor integration in the human frontal lobe. Left: Rostral
dorsal premotor activation in the left frontal lobe, subserving explicit stimulus-response associations.
Center: Caudal dorsal premotor activation in the left frontal lobe, subserving implicit sensorimotor
learning. Right: primary motor activation in the right frontal lobe, subserving the merging of

extrapersonal and personal space.

Premotor Cortex

There are four different cortical premotor fields
in the lateral wall of the frontal lobe in the ma-
caque brain. A variety of different nomencla-
tures have been used for these cortical fields. We
follow here a nomenclature that seems the most
intuitive. Independent anatomical and physio-
logical evidence in nonhuman primates (Fogassi
et al., 1996; Fuji et al., 1996; Matelli et al.,
1985; Rizzolatti, Fadiga, Gallese, et al., 1996),
and PET data in humans (Iacoboni et al., 1996a;
Rizzolatti, Fadiga, Matelli, et al., 1996) support
the division of premotor cortex into four fields:
a rostral (PMdr) and a caudal (PMdc) field in
the dorsal premotor cortex, and a rostral
(PMvr) and a caudal (PMvc) field in the ventral
premotor cortex. Neurophysiological evidence
from studies of nonhuman primates suggests
that PMdr is associated with saccade-, arm- and
eye-, eye position—, and stimulus-related activ-
ity, whereas PMdc is associated with arm motor
preparation— and arm movement-related activ-
ity (Fuji et al., 1996). The ventral premotor cor-
tex seems to be associated with grasp represen-
tations and action recognition in PMvr
(Rizzolatti, Fadiga, Gallese, et al., 1996), and
with peripersonal space coding of somato-
sensory and visual stimuli in PMvc (Fogassi et
al., 1996).

LESION STUDIES

The dorsal premotor cortex is traditionally as-
sociated with neglect in extrapersonal space,
with the selection and preparation of move-
ments guided by external sensory stimuli, and
with the retrieval of responses associated with
specific sensory stimuli (Halsband & Freund,
1990; Passingham, 1993). The ventral pre-
motor cortex is associated with neglect in
peripersonal space (Rizzolatti, Matelli, &
Pavesi, 1983). There are no convincing data
from studies of humans with focal premotor
cortical damage that address the issue of func-
tional or anatomical lateralization of premotor
cortex.

FUNCTIONAL IMAGING STUDIES

PET evidence seems to suggest a left-hemisphere
lateralization in the human PMvr (inferior
frontal gyrus, Brodmann’s area 45) for the
observation/execution matching system of
grasping actions (Grafton, Arbib, Fadiga, &
Rizzolatti, 1996; Rizzolatti, Fadiga, Matelli, et
al., 1996). This functional lateralization seems
consistent with the hypothesis that primate
communicative gestures could be the precur-
sors of human language and that the “gram-
mar” of communicative gestures could be rep-
resented in nonhuman primate PMur,
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considered as the anatomical homologue of hu-
man Broca’s area (Rizzolatti, Fadiga, Gallese,
etal., 1996). One of the interpretational limita-
tions of these PET studies is that subjects were
required to grasp objects or to imagine grasp-
ing objects, or to observe others grasping ob-
jects, only with the dominant right hand. Thus,
a left-hemisphere lateralization of brain activ-
ity might simply be caused by an asymmetry in
the activation task. More convincingly, it has
been shown with PET that the left PMvr
(Brodmann’s area 45) is activated in normal
subjects while observing others making silent
monosyllable mouth movements (“lip read-
ing”), whereas no acoustic or language recep-
tive areas were activated (Grafton, Fadiga,
Arbib, & Rizzolatti, 1996). This would be con-
sistent with the hypothesis that visual informa-
tion feeds forward directly to Broca’s area in
the left hemisphere, as emphasized by Denny-
Brown (1975).

With regard to PET studies of dorsal
premotor cortex in humans, there seems to be a
left PMdr superiority in establishing explicit
stimulus-response associations, and a left PMdc
superiority in implicit sensorimotor learning
(see Figure 6.3; lacoboni et al., 1996a). This
would suggest a functional rostrocaudal frac-
tionation of human dorsal premotor cortex sim-
ilar to the one observed in nonhuman primates.
The lateralization to the left dorsal premotor
cortex also supports the notion, suggested by
chronometric investigations, that the human left
hemisphere is superior in tasks in which
stimulus-response associations and response se-
lection are required (Anzola, Bertoloni, Buchtel,
& Rizzolattiy, 1977). Finally, as in the
dorsolateral prefrontal cortex, sensorimotor
learning seems to be associated only with blood
flow increases in PMdc. This suggests that, in
contrast with other types of learning that may be
associated with blood flow decreases (Raichle et
al., 1994), frontal lobe mechanisms of
sensorimotor learning are generally associated
with blood flow increases that correspond to an
increase in neural activity.

Primary Motor Cortex

One of the most striking lateralized behaviors
in humans is hand preference, which is typi-
cally, although not invariably, associated with
manual skill (Annett, 1985). Fine manual coor-
dination is lateralized to the left motor cortex
in most right-handed individuals (Annett,

1985; Goldberg, 1985; Liepmann & Mass,
1907). Recent fMRI studies in humans demon-
strate asymmetric activation of primary motor
cortex during volitional fine movements of the
hand (Kawashima et al., 1993; Kim, Ashe,
Hendrich, & Ellerman, 1993). However, these
activations involve a variety of prefrontal mo-
tor areas and are not restricted to primary mo-
tor cortex.

Some anatomical evidence suggests that the
primary motor cortex in human and nonhu-
man primates is divided into a rostral sector
and a caudal sector (Geyer et al., 1996;
Stepniewska et al., 1993). It has been proposed
that this anatomical differentiation corresponds
to a functional differentiation (Geyer et al.,
1996). However, the functional asymmetries of
the primary motor cortex that we discuss here,
do not differentiate between rostral and caudal
sectors.

LESION AND PHYSIOLOGICAL STUDIES

Hemispatial neglect is typically associated with
right temporal-parietal lesions, but it is ob-
served with right frontal lobe lesions as well
(Heilman & Valenstein, 1972; Heilman, Wat-
son, & Valenstein, 1993). Patients with right
pre-Rolandic lesions, often encompassing pri-
mary motor areas, tend not to move the hand
ipsilateral to the lesion in the contralateral
hemispace (Bisiach, Geminiani, Berti, &
Rusconi, 1990) and exhibit motor imper-
sistence as well, which is thought to reflect an
attentional deficit (Benson & Stuss, 1986).
Under free vision, these patients typically fail to
mark short lines lying on the left side of a paper
sheet. Under mirror-reversed vision, in which
only left-right mirror image is possible, pa-
tients have to mark the lines on the left side of
the paper sheet to mark the lines that they see
on the right. Paradoxically, these patients tend
to neglect lines seen on the left under free vi-
sion, and lines seen on the right under mirror-
reversed vision (Bisiach et al., 1995). Further-
more, a double dissociation in patients with
unilateral neglect is often seen: Some patients
have unilateral neglect only for near space; oth-
ers have unilateral neglect only for far space
(Halligan & Marshall, 1991). This double dis-
sociation suggests that the representations of
extrapersonal and personal space are differen-
tiated and segregated in the human brain.

In the nonhuman primate, there is evidence
for two parietal-frontal circuits subserving
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extrapersonal and personal space. A dorsal
parietal-frontal circuit comprises area 7a, lat-
eral intraparietal area (LIP), and dorsal pre-
motor cortex, and codes extrapersonal space.
A ventral parietal-frontal circuit comprises
area 7b, anterior intraparietal area, and ventral
premotor cortex, and codes personal space.
These two circuits are anatomically largely in-
dependent, but both input to primary motor
cortex (Passingham, 1993). PET data, reviewed
in the next section, seem to suggest that the
right motor cortex is involved in merging the
information from these two parietal-frontal
circuits.

FUNCTIONAL IMAGING STUDIES

A PET observation has suggested that the right
motor cortex is a critical structure in mapping
extrapersonal onto personal space (Iacoboni,
Woods, Lenzi, & Mazziotta, 1997). To test
whether the merging of the two spaces oc-
curred in primary motor cortex, rCBF was
measured in normal volunteers performing a
task that required the coding of external stim-
uli in extrapersonal space and of motor re-
sponses in personal space. The critical manipu-
lation was to ask subjects to respond half of the
times with uncrossed arms (each arm in its
homonymous hemispace) and half of the times
with crossed arms (each hand in its heter-
onymous hemispace (i.e., left hand in right
hemispace and right hand in left hemispace).
The crossed arms response position produced
slower reaction times and increased rCBF in
primary motor cortex in the right hemisphere
(Figure 6.3). These increases in blood flow cor-
related with the lengthening of reaction times.
A number of fMRI studies have suggested a
major role for the primary motor cortex in mo-
tor learning (for a brief review, see Grafton,
1995). Most of these studies have also resulted
in lateralized activation of the left primary mo-
tor cortex. However, these studies are inconclu-
sive with regard to issues of functional asym-
metries in motor learning, given that subjects
were generally asked to use only the dominant
right hand. The only fMRI studies of which we
are aware that have used an unbiased learning
paradigm in which left- and right-hand motor
activity was completely counterbalanced
(Iacoboni et al., 1996a, 1996b; Iacoboni,
Woods, Lenzi, & Mazziotta, 1997) have re-
sulted in blood flow increases consistently
lateralized to the left frontal lobe. These blood

flow increases occurred mainly in dorsal pre-
motor cortex (Figure 6.3) and in dorsolateral
prefrontal cortex, and only sporadically in pri-
mary motor cortex (lacoboni et al., 1996b).

Medial Wall (SMA and Anterior Cingulate Cortex)

Two main regions of the medial wall of the
frontal lobe have a critical role in sensorimotor
integration mechanisms, the SMA, and the an-
terior cingulate cortex. We review evidence
from neurological literature and from neuroim-
aging techniques suggesting anatomical and
functional parcellation, and anatomical and
functional asymmetries in these two areas.

Supplementary Motor Area

According to anatomical and physiological evi-
dence, two distinct areas can be differentiated
in this region: a rostral area called pre-SMA
and a caudal area called SMA-proper. In ma-
caques, the pre-SMA is located mainly anterior
to the genu of the arcuate sulcus, whereas
SMA-proper is located posterior to the genu
of the arcuate sulcus. In the human brain, the
pre-SMA is located rostral to the level of the
anterior commissure, and the SMA-proper is
located caudal to the level of the anterior
commissure. Anatomical and neurophysio-
logical evidence suggests that the pre-SMA is
related to selection and preparation of move-
ments, whereas the SMA-proper is more re-
lated to aspects of motor execution (Picard &
Strick, 1996).

LESION STUDIES

Evidence for asymmetrical functions of the
SMA in general, without a precise distinction
between pre-SMA and SMA-proper, comes
from observations in neurological patients. Pa-
tients with long-term unilateral medial frontal
lobe lesions in the left hemisphere benefit from
preparatory information regarding a motor re-
sponse and can inhibit inappropriate re-
sponses. In contrast, patients with similar long-
term lesions in the right hemisphere cannot
benefit from preparatory information regard-
ing a motor response and cannot inhibit an in-
appropriate motor response (Verfaellie &
Heilman, 1987). In other words, it seem there
is a differential effect of contextual cues on mo-
tor performance in the left and right SMA. We
present evidence from PET studies of healthy
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subjects that is compatible with this hypothesis
later in this section.

Another functional asymmetry that is ob-
served in right-handed neurological patients
with unilateral SMA lesions is related to the
temporal control of movement sequences, a
function generally subserved by the SMA (Tanji
& Shima, 1994). Patients with left SMA lesions
are much more impaired in reproducing
rhythm patterns using the left hand, the right
hand, or both hands in an alternating manner,
than patients with right SMA lesions
(Halsband, Ito, Tanji, & Freund, 1993). Fur-
thermore, patients with left SMA lesions are
more disturbed in the chronology of memory-
guided saccade sequences than patients with
right SMA lesions (Gaymad, Rivaud, &
Pierrot-Deseilligny, 1993).

The evidence for a differential role of the left
and right SMA in sequential control of move-
ments, at least in right-handers, might also ex-
plain why strategically placed callosal lesions
producing motor disconnection tend to be as-
sociated with alien hand syndrome in the
nondominant hand, but not in the dominant
hand in right-handers (Geschwind et al., 1995).
If the motor areas of the right hemisphere that
control the left hand do not receive inputs on
sequential control of movements from the right
SMA because of a callosal disconnection, then
motor control disturbances in the left hand are
likely to appear. We propose that this patho-
physiological mechanism might be a unitary
mechanism of praxis disturbances following
callosal lesions (for a brief review, see
Gonzalez-Rothi, Raade, & Heilman, 1994).

FUNCTIONAL IMAGING STUDIES

A robust phenomenon in sensorimotor learn-
ing that may be associated with functional
asymmetries in the medial wall of the frontal
lobe in both the SMA and cingulate cortex is
the contextual interference effect. When sub-
jects perform sensorimotor tasks, practice in
blocked fashion (where each task pattern is
practiced separately from the others) produces
a faster learning slope than practice in random
fashion (where each practiced task pattern is
mixed with the others; Stelmach, 1996).

In a PET experiment on sensorimotor condi-
tional learning, we have observed that contex-
tual interference affects learning in the right
hand more than in the left hand. This was asso-
ciated with blood flow increases in the left

SMA-proper (Iacoboni, 2000). In other words,
the left SMA-proper seems to be more sensitive
to contextual interference than the right SMA-
proper, which might suggest that the differen-
tial contextual effect observed in patients with
left and right SMA lesions occurs more specifi-
cally at the level of the SMA-proper. An addi-
tional area of the medial wall of the frontal
lobe that showed blood flow changes related to
contextual interference effect is in the cingulate
cortex, which is discussed in the following sec-
tion.

Anterior Cingulate Cortex

In the macaque, three areas, buried in the
cingulate sulcus, seem to have significance in
sensorimotor processes: the rostral cingulate
motor area (CMAr), located anterior to the
genu of the arcuate sulcus, and the dorsal
(CMAJ) and the ventral (CMAv) cingulate mo-
tor areas, located caudal to the genu of the ar-
cuate sulcus (Picard & Strick, 1996). A review
of PET findings in humans has suggested at
least two cortical fields in the human anterior
cingulate cortex: a large rostral one, anterior to
the anterior commissure, associated with com-
plex sensorimotor tasks and with a somato-
topic arrangement; and a small caudal one,
posterior to the anterior commissure, associ-
ated with simple tasks and not showing a clear
somatotopy (Picard & Strick, 1996).

FUNCTIONAL IMAGING STUDIES

The anterior cingulate has been associated with
attentional functions (Bench et al.,, 1993;
Posner & Dehaene 1994). However, asymme-
tries in the anterior cingulate in attentional
mechanisms have not been systematically
described (Pardo et al., 1991). Furthermore,
widespread areas of right dorsolateral pre-
frontal cortex are preferentially activated dur-
ing a variety of attentional tasks (Bench et al.,
1993; Lewin et al., 1996; Vendrell et al., 1995).
In terms of functional asymmetries, lateralized
fMRI findings should be interpreted with cau-
tion in midline structures, such as the cingulate
region, given the spatial proximity of left and
right cingulate cortex. If in fMRI studies the
behavioral performance can be monitored on-
line, then lateralized findings in the anterior
cingulate are more likely to be reliable. For in-
stance, in the contextual interference experi-
ment cited in the previous section, we observed
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a slower learning in the right hand in subjects
practicing in a random fashion, associated with
blood flow increases in the left SMA-proper
and in the left rostral anterior cingulate area, in
a region overlapping with the arm representa-
tion in the human anterior cingulate cortex, ac-
cording to Picard and Strick (1996). Taken to-
gether, behavioral data and rCBF findings
suggest a greater sensitivity of the left rostral
cingulate region to contextual cues. This is in
line with a general role of the cingulate cortex
in context-specific learning in other mammals
(Freeman, Cuppernell, Flannery, & Gabriel,
1996).

ANATOMICAL ASYMMETRIES

The most striking asymmetry in the anterior
cingulate region is at morphological level. In
the left hemisphere, there are often two cere-
bral sulci in the cingulate region, the cingulate
sulcus and the paracingulate sulcus, whereas in
the right hemisphere, there is generally only
one sulcus, the cingulate sulcus. It has been
speculated that this asymmetry might be re-
lated to certain aspects of effortful versus auto-
matic vocalization (Paus et al., 1996). Indeed,
in a PET study that compared reversed speech
(effortful) with overpracticed speech, foci of
activation were largely observed overlapping
with the paracingulate sulcus in the left hemi-
sphere (Paus, Petrides, Evans, & Meyer, 1993).
Whether this asymmetry is related to the motor
or linguistic components of speech remains to

be clarified.

THE MIRROR SYSTEM: VENTRAL PREMOTOR
AND PARIETAL CORTEX

A special class of neurons was discovered in the
inferior frontal cortex of the macaque brain.
These neurons were found in area FS5, the
rostral sector of the ventral premotor cortex
(Matelli et al., 1985). These premotor neurons
fire not only when the monkey performs goal-
directed actions, such as grasping objects, but
also when holding, tearing, manipulating, and
so forth. Surprisingly, these neurons also fire
when the monkey is simply watching some-
body else performing goal-directed actions
(di Pellegrino, Fadiga, Fogassi, Gallese, &
Rizzolatti, 1992; Gallese, Fadiga, Fogassi, &
Rizzolatti, 1996). Because of these properties,
these neurons were dubbed “mirror” neurons

(Gallese et al., 1996). There is generally a good
congruence—often a very strict one—between
the action coded motorically and the action
coded visually by mirror neurons; that is, if a
mirror neuron fires during the monkey’s execu-
tion of a precision grip, it will also likely fire
when the monkey sees a precision grip rather
than a whole-hand prehension.

Later studies provided further insights into
the properties of mirror neurons. For instance,
mirror neurons fire even when the sight of the
hand grasping the object is occluded, as long as
the monkey can see the initial movement of the
hand toward the object (Umilta et al., 2001).
Moreover, they fire also when the monkey—in
complete darkness—hears the sound associated
with an action, for instance, breaking a peanut
(Kohler et al., 2002). Moreover, mirror neu-
rons also code for mouth actions, some of
which are communicative actions for monkeys,
such as lipsmacking (Ferrari, Gallese, Rizzo-
latti, & Fogassi, 2003). These findings suggest
that mirror neurons may implement very ab-
stract representations of actions, and that they
can map actions of others onto actions of the
self, a fundamental functional step for under-
standing other people.

In terms of their laterality, as usual, the
single-unit data do not offer striking asymme-
tries. In one of the original reports (Gallese et
al., 1996), however, some interesting laterality
patterns were observed. About 40% of mirror
neurons tested demonstrated a discharge influ-
enced by the laterality of the observed hand.
The majority of these neurons responded more
strongly when the observed hand was ipsi-
lateral to the recorded hemisphere (i.e., a left-
hand action triggered stronger discharge in
mirror neurons in the left ventral premotor cor-
tex, compared to a right-hand action). Another
interesting finding was related to the direction
of the observed reach-and-grasp action. About
two-thirds of mirror neurons tested demon-
strated directional preference. The great major-
ity (more than 80%) of these neurons preferred
the direction toward the recorded side, that is,
from right to left for mirror neurons in the left
hemisphere (Gallese et al., 1996).

Area F5 is connected with the rostral part of
the inferior parietal lobule (area PF). Mirror
neurons have also been observed in area PF
(Fogassi et al., 2005). Thus, the mirror neuron
system in macaques is composed of two ma-
jor centers—one in the posterior inferior fron-
tal cortex and the other in the rostral inferior
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parietal cortex—that are strongly intercon-
nected.

Several brain-imaging studies have ad-
dressed the properties of the human
homologue of the macaque mirror neuron sys-
tem. In good accordance with the monkey
data, areas with mirror properties have been
described in the posterior inferior frontal and
rostral inferior parietal cortex in humans
(Buccino et al., 2004; Iacoboni et al., 1999,
2005). With regard to the laterality of the hu-
man mirror neuron system, robust lateralized
responses have been observed in some cases.

In one of the original reports (Iacoboni et al.,
1999), a human left inferior frontal area was de-
scribed as responding to action observation, ac-
tion execution, and even more so during action
imitation. In light of the evolutionary hypothesis
of a link between mirror neurons and language
(Rizzolatti & Arbib, 1998), the left laterali-
zation reported in this study has been often
taken as suggesting that the whole mirror neu-
ron system in humans is left-lateralized
(Corballis, 2003). This lateralization, however,
should be interpreted as a specific asymmetry re-
lated to a specific form of imitation. In that
study, right-hand actions imitated left-hand ob-
served actions. As we have seen, even the mon-
key data would have predicted a left-lateralized
pattern in this case (Iacoboni et al., 1999). In
fact, a reanalysis of seven fMRI studies of imita-
tion adopting various forms of hand imitation
has shown a fairly bilateral activation pattern in
the posterior inferior frontal cortex (Molnar-
Szakacs, Iacoboni, Koski, & Mazziotta, 2005).

A robust left-hemisphere mirror neuron re-
sponse has been observed in a recent trans-
cranial magnetic stimulation (TMS) study
probing corticospinal excitability. A highly re-
producible effect that is likely due to the mirror
neuron system is the increase in excitability of
the motor corticospinal system during action
observation. When a TMS pulse is applied over
the primary motor hand area, a motor response
is evoked in the contralateral hand. If subjects
are also watching somebody else’s actions, this
motor evoked response is much stronger when
compared to watching some visual control
stimuli (Aziz-Zadeh, Maeda, Zaidel, Mazzi-
otta, & lacoboni, 2002; Fadiga, Craighero, &
Oliver, 2005; Fadiga, Fogassi, Pavesi, &
Rizzolatti, 19935). This effect is likely due to the
activation of mirror neurons in premotor cor-
tex that feed directly onto primary motor re-
gions (Cerri, Shimazu, Maier, & Lemon, 2003;

Shimazu, Maier, Cerri, Kirkwood, & Lemon,
2004). A similar effect has been observed for
action sounds. When subjects are listening to
action sounds, their corticospinal excitability is
facilitated (Aziz-Zadeh, Iacoboni, Zaidel, Wil-
son, & Mazziotta, 2004). This effect, likely
mediated by mirror neurons that respond to
the sound of an action (Kohler et al., 2002), is
completely lateralized to the left hemisphere in
humans (Aziz-Zadeh et al., 2004). This strong
left-hemisphere lateralization suggests that a
fundamental step in the hypothesized evolu-
tionary progression from action recognition to
language may be the multimodal representa-
tion of action that only the left hemisphere ap-
pears to have in humans.

Two robust right-lateralized responses in the
human mirror neuron system have recently
been reported. In the first case, right-
hemisphere lateralization was observed during
imitation and observation of facial emotional
expressions (Carr, Tacoboni, Dubeau, Mazzi-
otta, & Lenzi, 2003). This pattern fits well the
general pattern of right-hemisphere compe-
tence for emotional processing. In the second
case, a strongly lateralized response in a mirror
neuron area was observed in an action observa-
tion task in which the context of the actions
provided the observers information to predict
the intention of the actor, in other words, to
predict the following (unseen) action (Iacoboni
et al., 2005). Here, too, the lateralization pat-
tern seems to fit well evidence from other re-
search that suggests a link between the right
hemisphere and the capacity to “read the
mind” of other people (Happe, Brownell, &
Winner, 1999; Winner, Brownell, Happe,
Blum, & Pincus, 1998).

Taken together, the laterality findings in the
human mirror neuron system suggest that this
system is not lateralized to the left or right
hemisphere, but that asymmetries may emerge
in the system on the basis of the function
tapped by specific tasks. These asymmetries
seem to follow general patterns of lateral-
ization seen in other domains.

THE LAST FRONTIER: MOLECULAR ASYMMETRY

The molecular basis of the structural and func-
tional asymmetries evident in the human brain
is an important area, with great relevance to
both disease and the evolution of cognition,
which has received little experimental atten-
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tion. We have embarked on a program to begin
to study the ontogeny of gene expression asym-
metries during human fetal brain development,
based on the notion that such transcriptional
asymmetries underlie the structural asymme-
tries that are most evident at later stages
(Geschwind & Miller, 2001). Recent studies
in twins clearly support a genetic basis
(Geschwind, Miller, De Carli, & Carmelli,
2002). The driving goal of this work is to con-
nect gene expression patterns to the brain (neu-
ral systems), and to behavior and cognition.

We originally tested genes known to be in-
volved in visceral asymmetry in vertebrates and
were not able to identify any that were asym-
metrically expressed during brain development
in humans (Geschwind & Miller 2001; Sun et
al., 20035). Subsequently, we have taken a num-
ber of genetic screening approaches in our own
laboratory, including microarray studies and
subtraction studies. Most recently, serial analy-
sis of gene expression was performed in Chris
Walsh’s laboratory at Boston Children’s Hospi-
tal and, in collaboration, we were able to show
clear asymmetric gene expression in the human
brain for the first time (Sun et al., 2005). The
asymmetry was variable between individuals
and quite regional, being most marked in
perisylvian regions for the genes studied in
most detail. Strikingly, the pattern of asymme-
try in mouse was random for the case of one
gene, LMO4, whereas it was clearly enriched
in right perisylvian cortex in the majority of
humans. We have yet to identify any genes with
a predominantly frontal asymmetry, although
several genes we identified using microarrays in
our other screens have frontal lobe enrichment.
Such genes are candidates for patterning of
frontal lobe structures and can be used to
probe the evolutionary conservation of frontal
lobe regions across primate species and lower
mammals (e.g., Preuss, Caceres, Oldham, &
Geschwind, 2004).

This raises one very important issue that is
often avoided in neuroscience research—the
relevance of animal models to human develop-
ment and function. It is often assumed that
what happens in the mouse is relevant to hu-
mans, but over and over again, many human
diseases have proven hard to model in the
mouse. Similarly, with a few exceptions (e.g.,
Abu-Khalil, Fu, Grove, Zecevic, & Geschwind,
2003), there are few human studies of impor-
tant patterning molecules or signaling centers
involved in mouse brain patterning. Thus, it

will be important to determine experimentally
the similarities and differences between the ba-
sic patterning of the cerebral cortex in mouse
and man, because the mouse is being used as a
model for so many key developmental and
functional issues.

CONCLUDING REMARKS

In conclusion, we ask, Is a comprehensive
model of frontal lobe lateralization realistic?
One model of frontal specialization proposes a
dichotomy in which the right frontal lobe is
specialized for novelty and the left frontal lobe,
for the routine (Goldberg & Podell, 1995).
That the right frontal lobe is predominant in
novelty processing fits with its role in atten-
tional mechanisms (Heilman, Watson, &
Valenstein, 1993). PET studies in healthy vol-
unteers demonstrate strikingly increased blood
flow and metabolic activity in the right pre-
frontal cortex, including Brodmann’s areas 8,
9,44, and 46 during selective attention tasks in
different sensory modalities (Bench et al.,
1993; Lewin et al., 1996; Pardo et al., 1991;
Roland, 1984). The lateralized role of the pri-
mary motor area in the merging of personal
and extrapersonal space was discussed earlier.
However, the role of the right hemisphere in at-
tention or novelty processing does not neces-
sarily relegate the left hemisphere to the rou-
tine.

The dichotomization and polarization of the
functions of the two cerebral hemispheres are
recurrent themes in models of cerebral lateral-
ization. In contrast, we believe that the special-
ization of one hemisphere for a given function
does not require that the contralateral hemi-
sphere not be involved in that function, or that
it serve the polar opposite function. Recent
PET and fMRI data demonstrate frequent bi-
lateral (although still asymmetrical) activations
in homologous regions in tasks previously con-
sidered completely lateralized. Furthermore,
we have seen in this chapter that the frontal
lobes comprise numerous functionally distinct
areas on cytoarchitectonic and physiological
grounds, and that these functionally distinct
frontal areas demonstrate different laterality
patterns. Furthermore, the first molecular
asymmetries observed early in development
are not “whole hemispheric”; rather, they are
quite variable and regional. Thus, any at-
tempt to unify lateralized frontal lobe functions
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under one model is simplistic and likely to be
flawed.

In spite of the large number of frontal lobe
functions that appear lateralized, the only func-
tional asymmetry for which a corresponding
structural asymmetry has been supported by a
body of converging evidence is that of language
and Broca’s area. We anticipate that as physio-
logical and anatomical studies in primates, and
functional imaging studies in humans, continue
to aid in the segregation of functional units
within the frontal lobe, the morphological,
physiological, and molecular asymmetries that
contribute to these functional asymmetries will
be elucidated. Now, with the identification of a
first set of asymmetry genes, we have ability to
study carefully their conservation in nonhuman
primates and understand the evolution of
asymmetry.

It is becoming clear that many of the func-
tional asymmetries discussed in this chapter are
in functions for which nonhuman primates are
well adapted. Thus, a detailed study of the de-
gree of lateralization in these nonlanguage
functions and their anatomical correlates in
primates should provide important insights
into the evolutionary origins of frontal lobe
asymmetries: Our emerging notions of the mir-
ror neuron system provides one salient exam-
ple of how such work can be accomplished. In
the same vein, how functional asymmetries in
sensorimotor integration in humans corre-
spond to language lateralization in individual
subjects should be of great interest.
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CHAPTER 1

Gross Morphology and Architectonics

Danielle Andrea Carlin

The study of cortical architecture has enjoyed a
rich history throughout the 19th and 20th cen-
turies. Although the notion of skull structure
connoting function has now been replaced by
more modern theories, Franz Gall’s work in the
late 18th and early 19th century can be consid-
ered the start of what has become two centuries
of effort aimed at organizing and delineating
the cellular and molecular architecture of the
brain. Since Gall’s time, more sophisticated
means of characterizing cortical structure and
function have evolved, with modalities such as
cytoarchitectonics, functional brain mapping,
and computational, molecular, and chemical
architectonics. Most of these means of organi-
zation have arisen both in conjunction with
and as a result of technological innovation.
And like maps of the world created by various
sensory modalities, we may now lay these sepa-
rate cortical maps atop one another, with hope
of providing for ourselves an even more com-
plex and multifaceted understanding of the
cortex, and in particular, the frontal lobes. In
this chapter, I address how these maps can be
used to elucidate frontal lobe structure and
morphology. Beginning with a brief overview
of frontal lobe morphology, I then move for-
ward to development, cytoarchitecture, and
molecular and neuroarchitectonics of the fron-
tal lobes.

GROSS MORPHOLOGY

It is surprisingly difficult to subdivide the fron-
tal lobes by gross anatomical landmarks. The
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frontal lobes comprise the anterior (Joseph,
1996) half of the cerebral cortex and are sepa-
rated from the parietal cortex by the central
sulcus, and from the temporal lobes by the lat-
eral sulcus. The precentral sulcus lies anterior
to the central sulcus, dividing motor cortex in
the precentral gyrus from prefrontal cortex.
Anterior to the precentral sulcus run three
horizontal gyri, superior, middle and inferior,
which grossly divide the prefrontal cortex. The
inferior frontal gyrus extends anteriorly and in-
feriorly and is divided by both the anterior and
ascending limbs of the lateral sulcus into three
sections: the pars opercularis posteriorly, the
pars orbitalis anteriorly, and the pars triangu-
laris between the two (Duvernoy & Bourgouin,
1999; Nolte & Sundsten, 2002; Stuss &
Benson, 1986). These three regions are known
collectively as the frontal operculum.

As viewed from a medial perspective, the
frontal lobes are bordered inferiorly by the lat-
eral fissure and posteriorly by the central sulcus
(or rather, by picturing an imaginary line
dropped downward from the central sulcus to
the corpus callosum) (Duvernoy & Bourgouin,
1999; Stuss & Benson, 1986). The most con-
spicuous landmark on the medial frontal sur-
face is the anterior cingulate gyrus, which
arises from the lateral recess of the callosal
sulcus and circles around the corpus callosum
in a C-shaped configuration (Figure 7.1). Ros-
tral to the posterior cingulate sulcus rests the
paracentral lobule, and anterior to the para-
central lobule, the medial surface of the supe-
rior frontal gyrus (Duvernoy & Bourgouin,
1999). It should be mentioned here, however,



Gross Morphology and Architectonics 93

FIGURE7.1. Frontal lobe from a medial perspective. Note the conspicuous cingulate gyrus. CC, corpus cal-
losum; CG, cingulate gyrus; CS, cingulate sulcus; GCC, genu of the corpus callosum; GR, gyrus rectus;

PCL, paracentral lobule.

that sulcal patterns on the medial surface of the
frontal lobes, in particular, show notable indi-
vidual variation (Vogt, Nimchinsky, Vogt, &
Hof, 1995).

Finally, when viewed inferiorly, removal of
the temporal poles reveals the insula at the pos-
terior border of the frontal lobes. The olfactory
bulbs are evident within the olfactory sulcus,
and medial to the olfactory sulcus is the gyrus
rectus (Duvernoy & Bourgouin, 1999).

DEVELOPMENT

The cerebral cortex originates from the most
rostral segment of the developing brain, the
telencephalon. The specific part of the early
telencephalon that will grow into the cerebral
cortex is the suprastriatal telencephalic vesicle
(Parent & Carpenter, 1996). Three concentric
zones make up the early suprastriatal telen-
cephalon, with formation of the third and final
zone occurring by approximately 16-18 weeks
of gestation (Chan, Lorke, Tiu, & Yew, 2002).
These zones include the germinal matrix,
which surrounds the lateral ventricle and is the
site of primitive neuroblast generation, the in-
termediate zone (destined to become white
matter), and the cortical plate, fated to be fu-
ture neocortex.

Formation of the cortical plate of the telen-
cephalon is a complex process, dependent upon
the generation of cells within the germinal zone
(GZ; also referred to as the ventricular zone
[VZ]) and their subsequent migration outward
along radial glia to form the eventual lamina of
the cortical plate. This migration occurs be-
tween 8 and 18 weeks of gestation (Chan et al.,
2002; Levitt, 2003).

The first step in laminar formation of the ce-
rebral cortex is the formation of the preplate,
through the early migration of postmitotic cells
toward the pial surface (Figure 7.2) (Honda,
Tabata, & Nakajima, 2003; Meyer, De
Rouvroit, Goffinet, & Wahle, 2003). Radial
migration occurs in one of at least two ways.
The earliest developing neurons of the VZ,
forming the preplate, intermediate zone, and
deepest layers of the cortex, use somal trans-
location as a means of migration (Nadarajah,
Brunstrom, Grutzendler, Wong, & Pearlman,
2001; Super, Martinez, Del Rio, & Soriano,
1998). Later developing neuroblasts, origin-
ating in the VZ and ventral telencephalon,
locomote along radial glia (although some fu-
ture interneurons appear to use a form of tan-
gential migration, which is addressed below)
(Marin & Rubenstein, 2003; Nadarajah et al.,
2001; Super et al., 1998). Some have ques-
tioned, however, whether radial glia are appro-
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FIGURE 7.2. Cortical lamination during development of the telencephalon. (A) Pioneer neurons form the
early PP. These early neurons reach their destination from the VZ, independent of radial glial cells, and
instead using somal translocation. (B) Neuroblasts migrate along radial glia, forming a CP and splitting
the PP into two regions, the SP and the MZ. The CP lies between the two. The MZ of the neocortex will
become layer I, and the CP layers II-VI of the cortex. The SP becomes layer VIb, which will disappear in
the adults of most species. (C) Example of a neuron locomoting along a radial glia process. CP, cortical
plate; IZ, intermediate zone; MZ, marginal zone; PP, preplate; SP, subplate; SV, subventricular zone; VC,

ventricular zone.

priately named, as they may in fact be neuronal
precursors themselves (Parnavelas & Nadarajah,
2001). Creation of the cortical plate by these
neuroblasts splits the original preplate into two
layers, the marginal zone and the subplate. The
marginal zone of the neocortex will eventually
develop into layer I of the cortex, and the corti-
cal plate into layers II-VI. The subplate will be-
come layer VIb, which disappears in the adults
of most species (Reep, 2000; Super et al., 1998;
Super & Uylings, 2001). Molecular signaling
cascades and inhibitory proteins direct this
process (Honda et al., 2003). Site and order of
neuroblast generation, rather than location of
migration, is predictive of the future fate of
neural differentiation. Neuroblasts destined to
become pyramidal neurons are generated in the
GZ of the dorsal telencephalon. In contrast,
most, if not all, neuroblasts destined to become
interneurons are generated within the ventral
telencephalon (Kriegstein & Noctor, 2004).
Laminar formation within the cortical plate

(layers II-VI) occurs as an inside-out process,
with the oldest cells forming the deepest layers
of cortex first, and the newest cells forming
progressively more superficial layers (Marin &
Rubenstein, 2003; Super & Uylings, 2001).
In addition to the two modes of radial mi-
gration that establish the general cytoarchi-
tectural structure of the forebrain, a signifi-
cant number of cortical y-aminobutyric acid
(GABA) interneurons are generated through
tangential migration of neuroblasts from the
ganglionic eminences to the cerebral cortex
(Marin & Rubenstein, 2003). These neurons
use a wide variety of movements to reach their
destinations, which include following develop-
ing axons, and in fact sometimes responding to
the same molecular signals that guide growing
axons (Marin & Rubenstein, 2003; Tessier-
Lavigne & Goodman, 1996; Wonders & An-
derson, 2005). Some of these tangentially mi-
grating interneurons switch to radial migration
upon reaching the cortex (Marin & Ruben-
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stein, 2003). Unlike some of the radical lami-
nar changes seen with disruption to the normal
process of radial migration (see lissencephaly,
below), more subtle alterations in cortical ac-
tivity and physiology may occur when there is a
disruption to tangential migration (Marin &
Rubenstein, 2003; Powell et al., 2003; Powell,
Mars, & Levitt, 2001). Researchers have docu-
mented these multiple means of early neural
migration using elegant genetic models in both
rodents and humans, which add to our knowl-
edge of the tremendous diversity of neuronal
subpopulations (Letinic & Rakic, 2001; Powell
et al., 2001, 2003).

After migrating to their destination site,
neuroblasts differentiate into specific classes of
neurons, dependent upon the order in which
they were generated, rather than by their final
position within the cortex (Marin & Ruben-

stein, 2003). Unlike the more subtle morpho-
logical changes that may occur with disruption
of tangential migration, disturbance of the ra-
dial migratory process can have consequences
that are seen on the gross anatomical level. An
example is lissencephaly (LIS), in which only
four of the six neocortical layers form (Ferrer,
Alcantara, & Marti, 1993; Miller, 1999). In the
X-linked form (XLIS) of this disorder, these
laminar derangements are most severe in the
frontal lobes and result in an effacement of the
normal sulcal and gyral pattern, producing in-
stead a smooth, agyric, cortical surface (Figure
7.3) (Golden, 2001).

The developing zones of the telencephalon
remain grossly smooth until approximately the
10th to 12th weeks of gestation, after which
sulci and gyri begin to form (Chi, Dooling, &
Gilles, 1977). Sulci develop in a phylogeneti-

c

FIGURE 7.3. (A) MRI showing grade 1, X-linked lissencephaly, with a smooth (lacking the normal gyral
pattern) and thickened cortex (double arrow). (B) For comparison, MRI of normal cortex, with a normal
gyral pattern and cortical width. (C) A coronal section through the frontal cortex of the patient with
XLIS depicted in (A). The double arrow demarcates the cortical mantle, which is abnormally thickened.
As a comparison, the dashed line indicates the normal thickness of cortex. From Ross et al. (1997).
Copyright 1997 by Oxford University Press. Adapted by permission.
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cally congruent pattern. The lateral sulcus and
callosal sulcus form in the 14th week, the
cingulate sulcus in the 18th week, and the cen-
tral sulcus in the 20th week of gestation (Chi et
al., 1977). The frontal lobes continue to form,
with emergence of the precentral sulcus at ges-
tational week 24, and the superior and inferior
frontal sulci by weeks 25 and 28, respectively,
of gestation (Chi et al., 1977).

Neuroimaging and morphometric studies of
the frontal lobes indicate that the prefrontal re-
gions, in particular, myelinate late compared to
other brain regions, with myelination begin-
ning postnatally and continuing through ado-
lescence (Fuster, 2002; Pfefferbaum et al.,
1994; Sowell et al., 2002). Structural imaging
of myelination within the cerebral hemisphere
shows frontal lobe myelination beginning at 8—
12 months of age (Levitt, 2003; Paus et al.,
2001), with progressive increases in white mat-
ter volume until early (Fuster, 2002; Klingberg,
Vaidya, Gabrieli, Moseley, & Hedehus, 1999)
and, perhaps in some cases, middle adulthood
(Bartzokis et al., 2001). This progressive my-
elination through adulthood is strongly tied to
multiple cognitive, behavioral, and motor de-
velopmental milestones acquired by developing
children and young adults (Casey, Giedd, &
Thomas, 2000; Nagy, Westerberg, & Kling-
berg, 2004).

In addition to white matter changes, volume
of prefrontal gray matter increases dramati-
cally after birth, reaching a maximum between
approximately 4 and 12 years of age (Fuster,
2002; Giedd, 2004; Gogtay et al., 2004). Using
a series of magnetic resonance images in devel-
oping children, Gogtay and colleagues (2004)
showed that prepubertal cortical gray matter
density increases in a phylogenetically consis-
tent, posterior to anterior progression (i.e. pri-
mary sensorimotor regions mature earlier than
phylogenetically newer association areas). This
pattern can be seen in the frontal lobes, with
maturation of the primary motor cortex occur-
ring earliest, with subsequent spread (anteri-
orly) to the prefrontal cortex. This back to
front pattern of maturation in the frontal lobes
occurs with the exception of the frontal pole,
which matures at approximately the same age
as the primary motor cortex (Gogtay et al.,
2004).

Although density of cortical gray matter in-
creases in postnatal, prepubertal development,
and adult neurogenesis in the hippocampus
and olfactory bulb has been confirmed in nu-
merous studies (Kornack & Rakic, 2001;

Taupin, 2005), the question of adult neuro-
genesis in the cerebral cortex is ardently
debated (Altman, 1962; Alvarez-Buylla,
Garcia-Verdugo, & Tramontin, 2001; Gould,
Vail, Wagers, & Gross, 2001; Koketsu,
Mikami, Miyamoto, & Hisatsune, 2003;
Kornack & Rakic, 2001; Rakic, 2002; Taupin,
2005). The traditional view of adult
neocortical neurogenesis is one of primary sta-
bility, with neurogenesis and synapse forma-
tion concluded by the end of neocortical devel-
opment (Bourgeois, Goldman-Rakic, & Rakic,
1994; Brand & Rakic, 1984; Koketsu et al.,
2003). Recent studies have challenged this view
with evidence that neurons are generated
throughout life in primate prefrontal, inferior
temporal, and posterior parietal cortex (Figure
7.4) (Gould, Reeves, Graziano, & Gross, 1999;
Gould et al., 2001). Animal studies also suggest
that neocortical neurogenesis in adulthood re-
mains a possibility (Takemura, 2005), and use
of endogenous neural precursors has induced
neurogenesis in the neocortex (Arlotta,
Magavi, & Macklis, 2003). The role that adult
neurogenesis (either innate or induced) will
play in the future of neuroscience and the pos-
sible treatment of neurological disease pro-
cesses remains to be seen.

CYTOARCHITECTURE

The absence of straightforward anatomical and
functional margins of the cerebral cortex has
paved the way for multiple approaches to its
subdivision. Mesulam (2000) organized these
approaches into two general groups, one based
on structural (architectonic) features of the cor-
tex and the other on functional features. The
second type of approach is described in other
chapters throughout this book. The structural
approach can be split into two spheres, one
based on describing the pattern of neuronal or-
ganization (cytoarchitecture), and the other on
the pattern of molecular expression (molecular
neuroarchitecture).

Neurons found within the frontal lobes can
be classified into pyramidal, granular, and fusi-
form types. A fourth identified type, present
only in great apes and humans, have been
called “spindle cells,” or, to reduce confusion
with other cells by the same name, “Von
Economo neurons” (VENs) (Allman, Watson,
Tetreault, & Hakeem, 2005), as tribute to the
author who most extensively described them
(von Economo & Koskinas, 1925). Pyramidal
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FIGURE 7.4. Bromodeoxyuridine (BrdU) labeling of proliferating cells in the PFC of adult macaques.
Immunohistochemistry markers for mature neurons (NeuN, neuronal nuclei) and astrocytes (GFAP, glial
fibrillary acidic protein) were used to differentiate proliferating neurons. (A) A lateral view of the ante-
rior cingulate sulcus and principal sulcus. The highlighted area shows sections 1-4 of the coronal slices
shown in (B). (B) Coronal sections through the region highlighted in (A). Triangles represent BrdU-
labeled neurons staining for NeuN. “X’s” represent BrdU-labeled neurons staining for GFAP. Dots repre-
sent BrdU-labeled neurons not staining for either NeulN or GFAP. (C) A map of a coronal section from
the principal sulcus region, lain flat. Dots represent BrdU-labeled neurons. A, anterior; V, ventral; D, dor-
sal; P, posterior; p, principal sulcus; ci, cingulate sulcus; lv, lateral ventricle. From Gould, Reeves,
Graziano, and Gross (1999b). Copyright 1999 by the American Association for the Advancement of

Science. Adapted by permission.

neurons have an apical dendrite, multiple basal
dendrites, and an axon emerging from the base
of the cells. Granular neurons, interneurons
with dark-staining nuclei, often act as inhibi-
tors of pyramidal cells. They in turn can be
classified into subtypes based on their pattern
of dendritic branching (e.g., bitufted neurons)
and their density of dendrites (e.g., smooth vs.
spinous). Bitufted neurons themselves include
two subgroups: chandelier cells, which connect
with pyramidal neuron axons, and double bou-
quet cells, which connect with pyramidal cell
dendrites (Miller, 1999; Parent & Carpenter,
1996). Fusiform neurons exist mainly in the
deepest layer of cortex and have dendrites ex-
tending outwards from each pole of the cell.
Lower dendrites extend out within the same
layer, whereas upper dendrites reach toward
more superficial laminae (Parent & Carpenter,
1996). VENs are elongated, bipolar, and
spindle-shaped, and can be distinguished from
pyramidal cells by their single basal dendrite
(Figure 7.5). They are found specifically in

layer Vb of the frontoinsular and anterior
cingulate regions of the cortex (von Economo
& Koskinas, 1925). This histology is the basis
for distinguishing between the six layers of ce-
rebral cortex (Figure 7.6).

The history of 20th-century frontal lobe
cytoarchitectonics is almost as interesting, if
not more interesting, than the complex conclu-
sions the field has reached during the 21st cen-
tury. In 1884, Meynert recognized that the cor-
tex was heterogeneous, and suggested that
neocortex could be distinguished histologically
from underlying mesencephalon (Ffytche &
Catani, 2005). In 1905, Campbell, a 19th-
century pathologist and clinician, created de-
tailed descriptions of cortical structure and po-
tential functional subdivisions that are now
eerily similar to 21st-century conceptions of
functional and structural subdivisions (Ffytche
& Catani, 2005).

Campbell’s work was followed closely by
that of his laboratory mate Brodmann (1909),
whose cytoarchitectural maps of both human
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FIGURE 7.5. Nissl stain of a VEN (large arrow) on
the left and comparable pyramidal neuron on the
right (small arrow; as taken from layer Vb in area
24b of the ACC). Note the elongated, spindle

shape of the VEN and presence of a single basal
dendrite.

and macaque cortex are highly referenced to-
day (Ffytche & Catani, 2005). Brodmann’s
work was critiqued frequently by subsequent
cartographers, who argued that many of
Brodmann’s areas did not correspond between
monkey and human (Amunts & Zilles, 2001).
Brodmann himself, in his original 1909 text,
mentioned with forthrightness that his use of
labels across species had not been consistent,
and that he felt this to be particularly true with-
in the prefrontal cortex (PFC) (Petrides &
Pandya, 2002).

There have been numerous efforts through-
out the 20th century to reconcile these discrep-
ancies. Walker (1940) investigated the archi-
tectonic organization of PFC in macaque
monkeys, and found that though some of
Brodmann’s areas corresponded between mon-
key and human (e.g., area 10), other areas did
not correspond (e.g., area 12 in Walker’s map
of the macaque corresponded to area 47 in
Brodmann’s human brain, and areas 45 and 46
were missing from Brodmann’s monkey map)

(Brodmann, 1905, 1909; Walker, 1940).
Walker attempted to reconcile some of these
differences in the monkey literature by using a
numbering system in the macaque more closely
related to Brodmann’s original human map.
Walker did not, however, directly compare
monkey and human PFC, leading again to in-
consistencies (Petrides & Pandya, 1994, 1999).
Petrides and Pandya (1994, 1999, 2002) at-
tempted to resolve some of these differences by
redefining area 47/12, and likewise, area 9/46
(in addition to area 9 and area 46), both of
which correspond to equivalent areas in mon-
key and human cortex.

In their study detailing orbital and medial
prefrontal cortex (OMPFC), Ongur, Ferry, and
Price (2003) also compared the OMPFC of ma-
caques and humans, distinguishing 23 separate
architectonic areas within human OMPFC that
paralleled the OMPFC of the macaque, and
which could be used to compare experimental
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FIGURE 7.6. (I) Molecular or plexiform layer con-
taining dendrites extending from deeper layers of
the cortex, and axons traveling to or from con-
nections within the layer. (II) External granular
layer, consisting of closely packed granular cells
and a few small pyramidal cells. (IIT) External py-
ramidal layer, consisting of two sublayers of py-
ramidal neurons. A few granule cells are found in
this layer. (IV) Internal granular layer, consisting
mainly of closely packed granular cells and a few
pyramidal cells. (V) Internal pyramidal layer con-
taining a mix of medium and large pyramidal
cells, in addition to a few granule cells. (VI) Poly-
morphic or fusiform layer with a range of cells
types, but most prominently, fusiform cells. P, py-
ramidal cell; G, granular cell; F, fusiform cell.
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data from monkey and human PFC. Interest-
ingly, they noted that the granular cortex at the
frontal pole, corresponding to Brodmann’s ar-
eas 10 and 11, had undergone the most signifi-
cant expansion between human and macaque.
Nevertheless, perhaps more because they are
accessible, organized, and easier to understand
than many of the subsequent maps that have
been developed, Brodmann’s designations have
remained widely applied in neuroscience. Ac-
cording to Brodmann’s scheme, the frontal lobe
includes areas 4, 6, 8-11, and 43-47 along the
lateral surface, areas 6, 8-12, 24, 25, 32, and
33 along the medial surface, and areas 10, 11—
13, 25, and 47 along the inferior surface
(Brodmann, 1909; Stuss & Benson, 1986).
Brodmann’s organization of the cortex was
followed by von Economo and Koskinas
(1925), who divided the cortex into five basic
histological types, with each type defined by
the relative percentages of the six histological
layers within it. von Economo described three
of these five types in the frontal lobes, includ-
ing agranular motor, frontal granular and tran-
sitional cortex. Motor and premotor regions of
the frontal lobes (BA 4 and 6) are made up of
heterotypical frontal agranular cortex, distin-
guished by a relative paucity of granular layers
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II and IV. In contrast, the more anterior PFC is
largely made up of granular homotypical cor-
tex, distinguished by a prominence of granular
layers II and IV, and correspondingly less
prominent pyramidal cell layers (von Economo
& Koskinas, 1925; Stuss & Benson, 1986). In
von Economo’s maps, transitional cortex lies
between the agranular motor and frontal gran-
ular regions, with a corresponding gradient of
increasing granularization and decreasing
pyramidalization (Figure 7.7) (von Economo
& Koskinas, 1925; Stuss & Benson, 1986).

Various modifications to these maps of hu-
man and macaque monkey cortex followed
Brodmann and von Economo, including but
not limited to von Bonin and Bailey (1947),
Beck (1949), and Sarkissov, Filimonoff,
Konowa, Preobrascherskaja, and Kekvew
(1955) (Figure 7.8). Additional modifications
have been made in an attempt to match
equivalent structural areas of the frontal cor-
tex in the macaque monkey and human
brain, with further differentiation of areas 47/
12 and 32 (Ongur et al., 2003), as well as to
characterize previous discrepancies between
cartographers in assignment of human frontal
lobe demarcations (Rajkowska & Goldman-
Rakic, 1995).

FIGURE 7.7. (A) Agranular, (B) transitional, and (C) granular cortex. Note the increasing granularization
and decreasing pyramidalization (layers II/IV and layers III/V, respectively) as one moves from agranular

to granular-type cortex.
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FIGURE 7.8. Twentieth-century cytoarchitectural maps of the human brain, as viewed from a lateral per-
spective. (A) Brodmann’s (1909) areas. (B) Lettered parcellations by von Economo and Koskinas (1925).
(C) Sarkissov et al. (1955). Brodmann’s areas 44 and 45 are highlighted in all three maps. From Amunts
et al. (1999). Copyright 1999 by Williams & Wilkins. Adapted by permission.
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A more topographical means of characteriz-
ing frontal lobe architecture that uses a combi-
nation of cytoarchitectonic, functional, and
anatomical approaches, is the subdivision of
neocortex into paralimbic, homotypical, and
idiotypical subtypes (Filimonoff, 1947; Mesulam,
2000). The transition from paralimbic to
homotypical to idiotypical cortex is one of in-
creasing phylogenetic complexity, and is char-
acterized by an increasingly prominent granu-
lar layer, more differentiated layers of cortex,
and an increasing pattern of myelination
(Barbas & Pandya, 1989; Kaufer & Lewis,
1999). The paralimbic cortices within the fron-
tal lobes include the orbitofrontal cortex (pos-
terior parts of Brodmann’s areas 11-12 and
13), the agranular insula, and the anterior
cingulate complex. These areas generally have
less well-differentiated layers Il and IV and lim-
ited differentiation between layer IV and V
(Mesulam, 2000). Anterior cingulate cortex
(ACC) is agranular and for the most part, has a
prominent layer Va. Within the ACC, area 24a
has definable layers IT and III, and a thinner but
still prominent layer Va (Vogt et al., 1995).
Area 24b contains the thickest layer Va of the
ACC, has a population of large pyramidal neu-
rons, and, like Area 24a, contains VENs. Area
24c also has an obvious layer Va and promi-
nent clumps of pyramidal neurons in layer Vb.
Finally, Brodmann’s areas 33 and 25 of the
ACC show poor differentiation between corti-
cal layers (Vogt et al., 1995).

Primary motor cortex (BA 4) is the only
idiotypical cortex within the frontal lobes, and
because it lacks a well-developed layer 1V, is re-
ferred to as agranular idiotypical cortex.
Homotypical cortex makes up the remaining
regions of the frontal lobes and can be sepa-
rated functionally into unimodal (motor) and
heteromodal regions (Mesulam, 2000).

MOLECULAR NEUROARCHITECTONICS

A third means of understanding the structural
organization of the frontal lobes is by profiling
the molecular expression patterns of distinctive
cortical areas. Various neural antigens in corti-
cal and subcortical regions of interest are used
to generate monoclonal antibodies (MAD’s)
(Hinton, Henderson, Blanks, Rudnicka, &
Miller, 1988; Reichardt, 1984), which can then
be utilized to characterize the neurochemical
distribution patterns of particular subpopu-

lations of neurons, including enzymes involved
in neuropeptide synthesis, membrane recep-
tors, cytoskeletal proteins, and proteins unique
to synaptic endings. Several successful exam-
ples of this approach include characterizing
specific calcium-binding proteins expressed by
separate subclasses of pyramidal neurons, link-
ing of specific proteoglycans to subpopulations
of neurons within the frontal lobes, and defin-
ing cytoskeletal proteins localized to distinct
neuronal subpopulations (Hinton et al., 1988;
Reichardt, 1984; Valentino, Winter, &
Reichardt, 1985). Normal molecular distribu-
tion patterns in the frontal cortex can then be
compared with the molecular architecture of
diseased frontal cortex, in effort to isolate mo-
lecular correlates of neurological disease states.

The OMPEFC of the frontal lobe has been
mapped in detail using MAD techniques. SMI-
32, a monoclonal antibody directed toward a
nonphosphorylated  neurofilament  epitope
(cytoskeletal protein), shows immunoreactivity
throughout the OMPFC, and most particularly
in layers IIl and V. In the macaque monkey,
motor areas of the cingulate are distinguished
by a population of layer III/V pyramidal neu-
rons, which stain heavily for SMI-32 (Nim-
chinsky, Hof, Young, & Morrison, 1996).
Ongur and colleagues (2003) noted that this
same pattern of SMI-32 activity is seen in a
particular region of human area 32 (which they
characterized as area 32ac), and hypothesized a
correspondence of this area to the cingulate
motor areas. Parvalbumin, a calcium-binding
protein, is found most prominently in layers V
and VI of the OMPFC, and stains a particular
type of multipolar neuron that may represent
basket cells (Hof, Mufson, & Morrison, 19935;
Ongur et al, 2003). Another group of
parvalbumin-reactive bipolar neurons is found
in layers II and III of the OMPFC, which, in
contrast, may represent chandelier-type cells
(Kisvarday et al., 1990; Ongur et al., 2003).
Acetylcholine (ACh-positive) fibers are found
most prominently in the posterior OMPFC but
can be seen throughout the remainder of the
OMPFC, particularly in cortical layers I and II.
ACh-positive neurons are seen most noticeably
in layers III and V of the rostral OMPFC
(Ongur et al., 2003).

Findings related to MAb and neurotransmit-
ter distribution have also included the charac-
terization of glycine receptors in the apical den-
drites of pyramidal neurons in layers Il and V
of frontal cortex, as well as the distribution
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pattern of pyramidal and interneuron glu-
tamate receptors within the frontal cortex
(Miller, 1999; Naas et al., 1991).

MADb’s allow us to examine differences in
molecular architecture between normal and
diseased cortex. For example, specific proteo-
glycan Mab’s have been implicated in the
pathogenesis of Alzheimer’s disease (AD)
(DeWitt, Silver, Canning, & Perry, 1993; Diaz-
Nido, Wandosell, & Avila, 2002; Small et al.,
1996; Snow et al., 1988). Proteoglycans are of
two main types, chondroitin sulfate (CSPG)
and heparin sulfate (HSPG), and play a signifi-
cant role in patterning neural migration and
controlling axon growth during development
(Carulli, Laabs, Geller, & Fawcett, 2005). In
adult brains, CSPGs are inhibitory both to
axon regeneration after neural injury and to
plasticity in the central nervous system (Carulli
et al., 2005). CSPGs and HSPGs are found in B-
amyloid plaques and neurofibrillary tangles of
AD, and have been implicated in neurodegen-
erative process, including the pathogenesis of
B-amyloid polymerization in AD (DeWitt et al.,
1993; Diaz-Nido et al., 2002; Small et al.,
1996; Snow et al., 1988). Recently it has been
shown that ADAMTS-1, a chromosome 21—
derived metalloproteinase and disintegrin,
whose substrates include the proteoglycans
aggrecan, versican, and brevican, is over-
expressed in the brain tissue of various neuro-
degenerative disease states, including AD,
Pick’s disease (PD), and Down’s syndrome (DS)
(Miguel, Pollak, & Lubec, 2005). This includes
a fivefold overexpression of ADAMTS-1 in
frontal autopsy specimens of patients with DS,
a more than sevenfold overexpression in fron-
tal autopsy specimens of patients with AD, and
a more than 10-fold overexpression in frontal
autopsy specimens of patients with PD com-
pared to controls. Because proteoglycans are
the substrate of ADAMTS-1, overexpression of
ADAMTS-1 has been suggested as a mecha-
nism to counteract excess f-amyloid polymer-
ization in the neurodegenerative disease pro-
cess (Miguel et al., 200S5).

MAD studies of calcium-binding proteins in
the frontal cortex suggest that neurons express-
ing calretinin and parvalbumin are resistant to
the neurodegeneration of AD (Hof et al., 1991;
Hof, Nimchinsky, Celio, Bouras, & Morrison,
1993). Calretinin is immunoreactive to inter-
neurons in all layers of neocortex, but particu-
larly within layers IT and III (Hof et al., 1999).
A group of pyramidal neurons restricted to the

superficial portion of layer V of the ACC (areas
24 and 25 in apes, and 24, 25, and 32 in hu-
mans) are also characterized by their expres-
sion of calretinin, and are found exclusively in
great apes and humans (Hof, Nimchinsky, Perl,
& Erwin, 2001). In contrast, calretinin is not
expressed by VENs, which are thought to be
selectively vulnerable in AD and possibly other
neurodegenerative disorders as well (Allman et
al., 2005; Hof et al., 2001; Nimchinsky, Vogt,
Morrison, & Hof, 1995). Another calcium-
binding protein, calbindin, has shown exten-
sive immunoreactivity in the ACC, as well as in
a subset of interneurons in PFC layers I, 111, V,
and VI, and a group of pyramidal neurons in
mid/deep layer III (Hof & Morrison, 1991;
Nimchinsky, Vogt, Morrison, & Hof, 1997).
Interestingly, calbindin-associated interneurons
in the superficial layer II are unaffected in AD
cases, whereas calbindin-associated pyramidal
neurons in layer III and calbindin-associated
interneurons in layers V and VI are signifi-
cantly affected in AD, in direct proportion to
the degree of density of neurofibrillary tangle
burden (Hof & Morrison, 1991).

The hypothesis that neurodegenerative dis-
ease process affects specific neuronal subsets
with particular molecular and anatomic char-
acterizations is supported by evidence that AD
has a broad impact on calcium-binding protein
expression throughout the human cortex
(Ichimiya, Emson, Mountjoy, Lawson, &
Heizmann, 1988). Recent studies from a trans-
genic mouse model of AD show a prominent
reduction in calbindin expression in the hippo-
campus (Palop et al., 2003). In addition, there
is a strong correlation between the reduction in
calbindin expression, defects in the expression
of immediate early gene c-fos, and learning/
memory deficits. Neuronal depletion of
calcium-dependent proteins in the dentate
gyrus is tightly linked to AD-related cognitive
deficits (Palop et al., 2003).

Populations of frontal cortex neurons that
show immunoreactivity to SMI-32 have also
been extensively studied in the pathology of
AD (Gottron, Turetsky, & Choi, 1995). In the
human PFC, SMI-32 reactivity is shown most
predominantly in large pyramidal neurons of
layers III and V. In the brains of patients with
AD compared to controls, there is a dramatic
loss of SMI-32 immunoreactive cells. This has
been suggested as evidence that decreased or
incorrect phosphorylation of these cytoskeletal
proteins may occur in the progression of AD
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(Hof, Cox, & Morrison, 1990). And like the
calbindin studies described earlier, loss of SMI-
32-reactive neurons in the brains of patients
with AD is highly correlated with increasing
neurofibrillary tangle count (Hof et al., 1990).

CONCLUSIONS

Our conception of frontal lobe architecture has
grown remarkably throughout the 19th and
20th centuries with the creation of multiple
morphological, cytoarchitectural, molecular,
and chemical mapping techniques. When laid
atop one another, these maps provide a win-
dow into the striking complexity of frontal
lobe architecture and offer clues to architec-
tural correlates of neurological disease states.
Knowledge of this intricate architecture will
only continue to grow, with techniques of
microarray profiling within discrete neuronal
populations, advanced neuroimaging to detect
specific structural correlates of function, neu-
rotransmitter profiling, and assessment of con-
nectivity patterns between adjacent areas of
brain. A solid framework of frontal lobe struc-
tural anatomy will be crucial in guiding these
future directions of frontal lobe research and
theory.
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CHAPTER 8

Evolution of the Frontal Lobes

Harry J. Jerison

There is a fossil record of the evolution of the
brain that provides insight into the evolution of
human frontal neocortex. The evidence is from
brain-like endocasts, molded by the cranial
cavities of fossil animals. One can use this evi-
dence to understand the evolution of the brain
by comparing these endocasts to brains in liv-
ing species and relating the external morphol-
ogy of the brain revealed in endocasts to its in-
ternal anatomy and functions.

In mammals and birds, endocasts are super-
ficially like freshly prepared brains. They are in
a real sense “fossil brains” (Edinger, 1929).
The endocast of the Neandertal' on the left in
Figure 8.1 is a plaster cast prepared from a
cleaned skull. On the right, the Taung australo-
pithecine skull shows some of an endocast
made by natural processes after death (see also

Figure 8.5, p. 112), when sand and other debris
replaced soft tissue and became packed tightly
in the cranial cavity, and the skull and its
contents hardened and fossilized. Mammalian
endocasts, whether natural or cast from a
cleaned skull, can be treated as if they were
brains with dura intact. Direct information
from an endocast is on the size and shape of the
brain, but by analogy to living brains, the fos-
sils can also tell us about the capacity of brains
to process information. In this chapter I review
what we know about the evolution of the fron-
tal lobes, emphasizing fossil endocasts and in-
terpreting them as if they were living fresh
brains of similar size and shape.

The frontal lobes form an elaborate
information-processing system anterior to the
cerebral central sulcus. Within the frontal lobes

FIGURE 8.1. Left: Endocast of the 40,000-year-old La Chapelle-aux-Saints Homo neanderthalensis; length
=18 cm, volume = 1,620 ml (Boule & Anthony, 1911). Right: Skull and natural endocast of the 2.6 mil-
lion-year-old Taung child, Australopithecus africanus. The hand holding the skull is that of Professor
Phillip Tobias of the University of Witwatersrand, South Africa, to suggest scale; endocast volume is

about 410 ml.
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are localized projections for motor control of
body, limbs, and eye movements; executive
functions in the prefrontal cortex; autonomic
and emotion-control in the orbital area; and a
lateralized Broca’s area for language functions,
usually in the left hemisphere. An important
limitation on the evolutionary analysis of neu-
ral structure and function is that localization in
the frontal lobes and elsewhere in the brain is
not purely genetic. Frontal lobes in human
adults, like much of the rest of the brain, are
“programmed” by epigenetic factors, that is,
by the way a brain develops in its prenatal, as
well as postnatal, environment. This may be
most obvious in the human species for the neu-
ral control of language, which is determined to
a significant extent by learning and socializa-
tion. A second language, for example, may be
localized differently in the brain from the lan-
guage learned in infancy. It should, therefore,
be appreciated that although the evolution of
the complex systems localized in the frontal
lobes involved genetic control, it also involved
the environments in which the growth and
development of the brain takes place. The
nature-nurture issue as it affects our knowl-
edge of the brain is reviewed insightfully by
Krubitzer and Kahn (2003).

The evolutionary picture presented here em-
phasizes the brain’s nature as determined from
fossil endocasts. Nurture is represented only by
scenarios of selection pressures that may have
made some neural adaptations more appropri-
ate than others for changing environments. Im-
portant developments in evolutionary analy-
ses, such as the reconstruction of phylogenies
(“cladistics”) and molecular approaches, are
considered only in passing.

Evolutionary change in the frontal lobes may
be recorded in endocasts such as those shown
in Figure 8.1, and in the other endocasts de-
scribed in this chapter. Their quantitative anal-
ysis depends on inferences from the compara-
tive neuroanatomy of living brains. Although
primate endocasts typically show a few cortical
fissures, such as the rhinal fissure that separates
neocortex from paleocortex, they rarely show a
central sulcus. It has been possible to prove
that the neocortex as a whole evolved to rela-
tively larger size in mammals in which the rhi-
nal fissure is visible in the endocast (Jerison,
1990), but without an objective way to locate
the central sulcus, one cannot measure the size
of the frontal lobes with sufficient precision for
a quantitative analysis. With the help of com-

parative neuroanatomy, however, fossils can be
used for inferences about the evolution of simi-
larities and differences among living species
and how these developed over time.

QUANTITATIVE COMPARATIVE NEUROANATOMY

We have had quantitative data on the frontal
lobes of living primates beginning with Brod-
mann’s (1913) work, now significantly ex-
tended with modern methods (Falk & Gibson,
2001; Fuster, 1997; Semendeferi, Damasio,
Frank, & Van Hoesen, 1997; Semendeferi, Lu,
Schenker, & Damasio, 2002). On the basis of
thalamic projections from the nucleus medialis
dorsalis, Uylings and Van Eden (1990) have
been able to measure the size of prefrontal cor-
tex in rats, as well as in primates, enabling one
to think of the evolution of the frontal lobes as
a feature of the evolution of the mammalian
brain. Of the fossils, Edinger (1975) has cata-
logued most of the specimens, and I (Jerison,
1973, 1990) have analyzed many of them
quantitatively.  Falk ~ (1992), Holloway,
Broadfield, and Yuan (2004), Martin (1990),
Radinsky (1970, 1974), and Tobias (1971)
have published more specialized reviews that
feature primate fossil endocasts. Although
dated in some ways, Gerhardt von Bonin’s
(1963) essay is very much worth examining for
his insights into the problems of quantification
and his conclusions about the evidence.

How should we treat the available quantita-
tive evidence? Size matters. That is the first
point. The gross size of the brain provides im-
portant information about the brain’s func-
tion. The reason is that brain size estimates
information-processing capacity in mammals,
which may be inferred from Figure 8.2.

The graph in Figure 8.2 shows how cortical
surface area is related to brain size in living
mammals. To two significant figures the corre-
lation is perfect, suggesting an almost deter-
ministic connection. The relationship to pro-
cessing capacity reflects the efficient packing of
neurons in the brain. For example, Powell’s
group at the University of Cambridge reported
that the number of neurons under a given sur-
face area of cortex is very similar in several
diverse mammal species (Rockel, Hiorns, &
Powell, 1980; cf. Haug, 1987). The number of
cortical neurons is thus estimated by the total
area of the cortex. [The numbers are quite
large, about 10 million neurons per square cen-
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FIGURE 8.2. Cortical surface area as a function of
brain size in 50 species of living mammals. Corre-
lation: 7 = .996; regression: Y = 3.75 X091, A few
of the species are labeled to suggest the diversity
of the sample. Human and dolphin data are pre-
sented as minimum convex polygons based on 23
points for humans and 13 points for dolphins,
and suggest within-species diversity for this mea-
sure. Data from Brodmann (1913), Elias and
Schwartz (1971), Ridgway (1981), and Ridgway
and Brownson (1984). Data from Jerison (1991).

timeter of neocortical surface. These lead to the
order of 2 x 10'° for humans and about 107
for a mouse (Braitenberg & Schiiz, 1998;
Packenberg & Gundersen, 1997).] Since neu-
rons are basic information-processing units
in the brain, and brain size estimates their
number, brain size also estimates overall
information-processing capacity by the cere-
bral cortex.

Extending this inference to our view of the
frontal lobes is straightforward. First, a multi-
variate analysis of the sizes of major brain
structures such as basal ganglia, cerebellum,
and neocortex in a large number of mammal
species reveals that a general “size factor” ac-
counts for much of the variance in the sizes
of the parts of the brain (Jerison, 1997; cf.
Stephan, Frahm, & Baron, 1981). In a
bivariate analysis, Semendeferi and colleagues
(1997) showed that this is specifically true for
the volume of the frontal lobes in hominids
(humans and apes, including gibbons). The re-
lationship is of special interest for this chapter,
and is graphed in Figure 8.3.

That the exponent in Figure 8.3 is slightly
greater than 1.0 implies an interesting rule for
the size of the frontal lobes in these primates.
According to that rule, as hominid brains be-
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FIGURE 8.3. Frontal lobe volume as a function of
the size of the brain in selected hominids. Correla-
tion: r = .986; regression: Y = .26X"%3, Data from
Semendeferi, Damasio, Frank, and Van Hoesen
(1997) brain volume.

come larger, the frontal lobes become dispro-
portionately enlarged. One can determine that
the gibbon’s frontal lobes make up 32% of its
brain, whereas in humans it is 37%. Had the
great apes not contributed data to Figure 8.3,
which enabled one to calculate the regression
equation, one might have guessed that the very
large human frontal lobes represented a
uniquely human advance. The orderliness of
the regression in Figure 8.3 makes it easier to
think of a genetic instruction based on brain
size that is common at least to hominids. The
rule is that a brain programmed to reach a par-
ticular size will have frontal lobes of the size re-
quired by the equation. The rule should be in-
terpreted as showing that there is no uniquely
human program for an enlarged frontal lobe.
There is, incidentally, no special problem in
imagining a genetic program to control an
equation; it is conceptually equivalent to a
computer program doing the same thing. Other
genetic instructions presumably tell the devel-
oping nervous systems to “grow” a brain to a
particular adult size, and these instructions are
probably unique, determining the encephali-
zation of each species.

An independent set of data by Uylings and
Van Eden (1990) indicated that a similar rule
works for prefrontal cortex as a mammalian
feature (Figure 8.4). As I mentioned earlier,
they defined prefrontal cortex conventionally
as cortex receiving projections from the dorso-
medial nucleus of the thalamus and measured
its volume in a rat, as well as in primates (for
more on this identification, see Jerison, 1997;
Preuss, 1995). In other reports on the size of
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FIGURE 8.4. Prefrontal cortex volume as a function
of brain size. Correlation: 7 = .999; regression: Y =
0.06 X'9. Data from Uylings and Van Eden
(1990) and Jerison (1997).

the prefrontal area, Semendeferi and her col-
leagues (2002) verified the Uylings and Van
Eden (1990) results for primates, basing their
identification on cytoarchitectonic criteria.

As evolutionary evidence, the functional re-
lationships in Figures 8.3 and 8.4 can be
treated as representing a trait shared by the
species on the graphs. For a cladistic phylogen-
etic analysis, this implies that the trait was
present in their common ancestor. According to
present evidence, which I review again in a
later section of this chapter, the common ances-
tor for the hominid species in Figure 8.3 lived
at least 30 million years ago, during the Oli-
gocene Epoch. If the analysis in Figure 8.4 is
correct, showing that a similar rule works for
rats, this would associate prefrontal specializa-
tion with the evolution of neocortex. Neo-
cortical localization of motor functions compa-
rable to those localized in the primate frontal
lobes is, of course, a trait in all living mammals
(Johnson, 1990; cf. Benjamin & Golden, 1985;
Kolb & Tees, 1990). At least some of the func-
tions of the frontal lobes, therefore, must have
arisen in the common ancestor of all living
mammals.

Neocortex was definitely present in mam-
mals 70 million years ago, in late Cretaceous
times. A rhinal fissure is visible in endocasts of
mammals living then, and from data on living
brains, we know that brain dorsal to this fis-
sure is neocortex. The traits that generate the
functions of Figures 8.3 and 8.4 were therefore
present at least 70 million years ago.

To complete this review of the “age” of the
brain, let us recognize that neocortex as a brain
structure is present only in mammals, and in no

other living vertebrates. It may, therefore, have
appeared in the earliest mammals during the
Triassic Period, over 200 million years ago
(Jerison, 1990). Regardless of how we date
neocortex and the frontal lobes, the brain trait
governing the functions in Figures 8.3 and 8.4
is an ancient adaptation. According to this evo-
lutionary evidence, any living mammal can
serve as an animal model for studying frontal
lobes structure and function.

In a discussion of the evolution of prefrontal
neocortex a few years ago, I pointed out that its
acknowledged executive functions have to in-
volve connections with much of the rest of the
brain (Jerison, 1997). We should, therefore, ex-
pect the size of prefrontal neocortex to be re-
lated to the size of the parts of the brain that it
controls, which add up to pretty much the
whole brain. The results graphed in Figure 8.4
should not surprise us. The results in Figure 8.3
are also expected, given the way the brain
hangs together. Major structures within the
brain tend to be correlated with one another in
size as reflected in multivariate analyses that
identify a “general size” factor. With respect to
the utility of animal models, one may also re-
member that cognitive control in the pre-
frontal lobes was first discovered and clearly
established by research on baboons (Jacobsen,
1931).

The quantitative neuroanatomical functions
presented in Figures 8.2-8.4 are those most
useful for interpreting fossil endocasts. Because
endocasts do not record the precise position of
the central sulcus, it is impossible to analyze of
the evolution of the frontal lobes quantitatively
with the evidence of fossil endocasts alone. In-
stead, the fossil evidence reviewed here in Fig-
ure 8.1 and Figures 8.5-8.7 provide a gallery of
specimens that document all of the past 55 mil-
lion years of brain evolution in primates, in
effect, a qualitative analysis of the available in-
formation. All of these primate endocasts dis-
play temporal lobes as in living primates and
suggest the position of a sylvian fissure. Frontal
lobe was almost certainly differentiated in all
primates.

In passing, a morphological observation well
known to those who have dissected a variety of
primate brains: The “orbital” surface of the
frontal lobe in primates is the ventral anterior
projection of the frontal lobes that covers the
orbits of the eyes. It is surprising that some il-
lustrations that present human and other pri-
mate brain-skull relations miss this relation-
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ship and typically place the whole brain, even
including the olfactory bulbs, posterior to the
orbits. The shape of the primate brain in the re-
gion of the frontal lobes is related to the way
the brain grows to its adult shape, molded by
pressures related to its fitting into the space
available for it. Primate brains are more globu-
lar than brains of other mammals, because of
the space into which they grow. They squeeze
into this space, and the anterior portion of the
brain squeezes in above the eyeballs.

THE FOSSILS

In approaching fossil evidence, including that
on the evolution of the frontal lobes as a part of
the brain, we rely on the time-honored uni-
formitarian “hypothesis” developed by geolo-
gists in Darwin’s time. This is a parsimony
principle, which asserts that present structure—
function relationships have been true in the
past. It continues to be universally accepted
(Simpson, 1970).

The first question we ask of fossils is their
dating. Because frontal lobes are a feature of
the brain of all living primates, and we assume
that the relationships in Figures 8.3 and 8.4 are
present for all anthropoid primates, the history
of anthropoid frontal lobes as brain structures
begins no later than the late Eocene, about 40
million years ago, when a common ancestor
was alive. The history is at least 15 million
years older, dating to the early Eocene, about
55 million years ago, the dating of the oldest
known primate endocast sketched below in
Figure 8.6. A still older history should be as-
sumed, because the earliest mammals in which
there is presently firm evidence of neocortex
lived during the Cretaceous Period, and neo-
cortex in all living mammals includes localized
motor cortex homologous to primate motor
cortex in the frontal lobes. The history of fron-
tal lobes should thus be dated to at least 70 mil-
lion years ago according to present evidence.

An earlier Cretaceous mammal, Repeno-
mamus robustus, which lived about 130 mil-
lion years ago, has just been discovered (Hu,
Meng, Want, & Li, 2005), and an unpublished
computed tomography (CT) scan of this ani-
mal has been prepared to show the dorsal sur-
face. It appears to show a rhinal fissure, and if
this is verified, it would push back the known
history of neocortex to that time. As more fos-
sils are analyzed, there is no reason to reject the

idea that neocortex appeared with the earliest
mammals, more than 200 million years ago.

HOMININ FOSSILS

There is only speculation that can be added to
the obvious information in Figures 8.1 and 8.5
about the appearance of the frontal lobes in the
more direct human (hominin) lineage. The
Neandertal endocast shown in Figure 8.1, with
a volume of 1,600 ml signifies a 1.5 kg brain.
(Living human brains fill about 95% of the cra-
nial cavity.) The Neandertal brain was large
but well within the range of living brains
(Pakkenberg & Voigt, 1960; cf. Allen,
Damasio, & Grabowski, 2002). In any event, it
is unlikely that this large brain did not have
frontal lobes as large as living humans. Perhaps
we need a reminder that although brain size
gives us useful information, it is not the same as
intelligence, and the fossil evidence tells us little
about the intelligence of our cousins among the
hominins. To the extent that brain size is rele-
vant, however, it tells us that this brain was
comparable in size to ours. It is enough to note
that frontal lobes are almost certainly not
larger on average in living humans than they
were in our cousins, the Neandertals.

The 40,000-year-old La Chapelle-aux-Saints
Neandertal in Figure 8.1 is unusual among
hominid endocasts in a more interesting way,
because lateral frontal gyri are visible. There is
a fairly clear impression of part of the third
frontal convolution of the left hemisphere,
which would be in Broca’s speech area in a liv-
ing brain. Figure 8.1 shows that these convolu-
tions had appeared at least 40,000 years ago.
One does not know whether the area func-
tioned as a speech area, as in living humans, of
course, nor do we know that it did not. From
other remains, such as the appearance of the
base of the skull, phoneticians have been able
to argue about the kinds of sounds that
Chapelle-aux-Saints could generate and the
vowel structure of those sounds. These may
have been more limited than those of living hu-
mans, but we know that linguistic communica-
tion is possible for us, even with limited capaci-
ties for vocalization. From the size of their
brains, one would assume that Neandertals
could handle the same amount of information
as living humans, though we have no way of
specifying the information. There is enough ev-
idence not to rule out the evolution of the ca-
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FIGURE 8.5. Endocasts of two australopithecines; the Taung child found in 1923 (right hemisphere) is on
the left, and Sts60 (left hemisphere) is on the right. These fossils are presently dated at between 2 and 3
million years ago. Endocast volumes are about 410 ml.

pacity for language at least 40,000 years ago,
and it would presumably have been present in
the earliest Neandertals, perhaps 200,000
years ago.

The issue has been discussed in more detail
by Tattersall (1995; cf. Stringer & McKie,
1996). A similar argument has been presented
for the evidence from convolutions in the
Taung australopithecine (Falk, 1992; Hollo-
way et al., 2004), which would push the neural
history of the speech and language areas back
more than 2 million years. Figure 8.5 presents
some of the bones of contention, additional
views of australopithecine endocasts.

An interesting argument might be developed
from the possibility of structural lateralization
in the brain. It has been possible to show that
in living brains, there is some morphological
lateralization, a measurable difference between
the left and right hemisphere, mainly in details
in the pattern of convolutions. The clearest
lateralized difference of superficial features is
in the appearance of the sylvian fissure in living
humans (Sowell, Thompson, & Toga, 2004).
This difference is related to the only well-
established functional morphological differ-
ence between the right and left hemisphere in
the living human brain, that is, in the size and
shape of the planum temporale hidden on the
temporal lobes within the sylvian fissure and
not visible on endocasts. The extent of the
planum in the left hemisphere has been related
to the adaptation for speech and language. It is
usually somewhat expanded in the left hemi-
sphere, and it affects the length and shape of
the sylvian fissure, but the sylvian fissure does
not leave clear enough impressions on human

endocasts to enable one to measure the possible
lateralization in fossils. One would wish it were
otherwise—that endocasts might provide
clearer clues about the history of this uniquely
human trait. Despite the recognized asymme-
tries in living brains, their utility for functional
analysis remains unclear (Walker, 2003). Fossil
skulls are not well-enough preserved to be able
to argue based on asymmetries.

At this time, on the basis of molecular dating
of the evidence of mitochondrial DNA and ver-
ified by newly discovered fossils, the human
lineage appears to have become differentiated
from that of apes about 6 million years ago. We
nevertheless share about 99% of our genes
with our cousins, the apes (Deacon, 1997), al-
though the remaining 1% is undoubtedly the
significant fraction for us, because it presum-
ably includes regulator genes governing the
growth of the brain to human size and perhaps
the evolution of specialized circuitry related to
the language sense (Pinker, 1994).

In the two endocasts of Australopithecus
africanus shown in Figure 8.5, there is no clear
demarcation of the sylvian fissure, but in both
there appears to be the impression of the mid-
dle cerebral artery. This is typical of the impres-
sion of the hominin brain as revealed in an
endocast (von Bonin, 1963) and appears on the
endocasts of most of them. Other features have
been discussed, most curiously the impression
of the Affenspalte (the human lunate sulcus),
which is the anterior border of primary visual
cortex. It has been debated that it may be evi-
dence of the first appearance of a language area
homologous to Wernicke’s area (Falk, 1992).
At this time, the issues in that debate remain
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unresolved, although if a language system can
be identified, the origins of language would be
pushed back in time even further, to the earliest
evidence of australopithecines about 5 million
years ago.

A GALLERY OF FOSSIL PRIMATE ENDOCASTS

Qualitative evidence on the evolution of the
frontal lobe can be viewed in fossil endocasts.
We have already seen some of it, beginning
with Figure 8.1, in which we saw a Neandertal
endocast and a partially hidden australopithe-
cine endocast not completely removed from the
fossil skull. The latter is of the first australo-
pithecine discovery in 1923, at Taung in South
Africa. It is important for our knowledge of
brain evolution, because it proved that the
brain became enlarged later in human evolu-
tion than did other traits defining hominins
(Tobias, 1971). The famous and infamous Pilt-
down fraud of 1913, which married a human
cranium to an orangutan jaw, was designed to
support evolutionary speculations of a century
ago that the “missing link” in human evolution
implied a coupling human intelligence, as mir-
rored in the large brain with an ape’s body. The
discovery at Taung destroyed that simple-
minded paradigm by uncovering a skull with
features closer to those of humans than to apes,
but with an ape-size brain. It was also ob-
viously much older than the Neandertal or
the pithecanthropine (Homo erectus) fossils
known at the time, and it demonstrated that
brain enlargement followed the evolution of
other traits within the human lineage. A more
complete picture of the Taung endocast and a
second australopithecine endocasts were added
to the gallery as Figure 8.5.

The fossil record of the primate brain begins
much earlier. Fifty-five million years ago, early
in the Eocene Epoch, the remains of Tetonius
homunculus, a prosimian related to living tarsi-
ers, were left to fossilize in what is now the
Bighorn Basin in Wyoming. From a sketch of
its endocast in Figure 8.6, it is evident that
Tetonius had visibly identifiable cortical struc-
tures that were almost certainly frontal lobes.
Figure 8.6 sketches the endocasts of a number
of living and fossil prosimian primates, which
are discussed more fully in Jerison (1973). Like
their living relatives, all of these prosimians
had similarly shaped brains, with enough of a
suggestion of temporal lobes and a sylvian fis-

sure to identify frontal lobes fairly as having
evolved by that time. Two later tarsier-related
specimens, Notharctus and Rooneyia, are also
illustrated. The adapids, another lineage of
prosimian primates related to living lemurs, are
known from middle and late Eocene strata,
about 40 or 50 million years ago. The endo-
casts of two of them, Smilodectes from North
America and Adapis from France, are sketched
in Figure 8.6, and also indicate the presence of
frontal lobes.

Figure 8.7 completes the gallery with addi-
tional lemuroid evidence, the endocast of the
fossil Adapis parisiensis compared to the brain
of the living bushbaby, Galago senegalensis.
Figure 8.7 shows how good an endocast can be
as a representation of the brain. It is, inciden-
tally, also evidence of the evolutionary trend in
some mammalian groups, in which brains be-
came more encephalized. The bushbaby is a
fairly small primate, weighing about 250 g.
Its Eocene relative, the lemuroid, Adapis pari-
siensis, probably weighed about 1,600 g, yet its
brain was about the same size as the bush-
baby’s. This is an example of encephalization
within the primate lineage, which was analyzed
graphically in Jerison (1973, Figure 16.6). Ac-
cording to that analysis, galagos are somewhat
more encephalized than average living mam-
mals, and Eocene lemuroids were less en-
cephalized. As a group, the living prosimians
are average among the mammals in encephali-
zation. Living monkeys and apes are about
twice as encephalized as the average, and living
humans are about five times as encephalized.
The specimens in Figure 8.6 are representative
of a prosimian assemblage, the adapids on the
low end, about half as encephalized as average
living mammals, and the tarsier-like fossils very
near average for living mammals. On the fron-
tal lobes, lacking data comparable to Figure
8.3 for these animals, one is limited to the qual-
itative judgment that can be made from the
sketches. The basic judgment should be that
the frontal lobes expand as the brain as a whole
expands. During the 50 million years of evolu-
tion represented by the species in Figure 8.6,
we expect the frontal lobes to follow the same
trend as the brain as a whole. The particular
species, the adapids of the Eocene and the liv-
ing galagos, have very different environmental
niches, of course, and brains tend to be appro-
priate to the niches. Other data, however, sup-
port the view that, across a wide range of
niches, there was increased encephalization
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FIGURE8.6. Three living and five fossil prosimian endocasts in lateral and dorsal view. Ta, Tarsier spectrum
(living); M, Microcebus murinus (mouse lemur, the smallest living primate); L, Lepilemur ruficaudatus
(living); R, Rooneyia viejaensis (Oligocene); A, Adapis parisiensis (late Eocene); T, Tetonius homunculus
(early Eocene); N, Necrolemur antiquus (middle Eocene); S, Smilodectes gracilis (middle Eocene). From

Jerison (1973, Figure 16.3 and Table 16.1).

across the 50-million-year interval. It is likely
that the frontal lobes were part of this trend.

The evidence in Figures 8.6 and 8.7 is on
prosimian brain evolution. The fossil evidence
on anthropoid (monkey, ape, and human) ori-
gins available at this writing goes back to the
late Eocene, about 40 million years ago, but it
begins mainly with postcranial skeleton and
teeth, and not the brain. At least one late

Eocene or early Oligocene species, however,
Aegyptopithecus xeusis, is now classified with
the anthropoid primates, and its endocast has
been described by Radinsky (1967, 1974). Al-
though the animal was probably about the
same size as living gibbons, its brain was evi-
dently only half as large. It is not sketched here,
because it is little different from the prosimian
endocasts sketched in Figure 8.6. Further en-
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FIGURE8.7. Endocast of the late Eocene prosimian Adapis parisiensis and the brain of the living bushbaby,
Galago crassidens. Endocast from the Field Museum of Natural History in Chicago (FM 59259); brain
from the University of Wisconsin (62-172): brainmuseum.org/.

cephalization in the anthropoid lineage oc-
curred later, probably during the Miocene Ep-
och, about 15 or 20 million years ago.

The olfactory bulbs and tract in living an-
thropoid primates, including humans, are re-
duced in size compared to all other living land
mammals. This feature has misled biologists
into thinking of reduced olfactory bulbs as evi-
dence of an evolutionary advance. It is a pri-
mate trait, shared with cetaceans. Prosimians
are intermediate between most mammals and
the anthropoids in the reduction of olfactory
bulbs, and in this respect, Aegyptopithecus was
more like prosimians than like anthropoids.
The reduction evidently occurred within the
anthropoid lineage and appeared later in their
evolution. It was completed during the Mio-
cene Epoch, perhaps 15 million years ago. Fos-
sils of that time are similar to living monkeys
and apes in the reduction in the olfactory sys-
tem.

I have speculated on this as related to the
evolution of language in primates, specifically
in humans, a fairly convoluted just-so story,
which may even be correct. I will not repeat the
speculations here (see Jerison, 1991, 2001),
but one conclusion was that chimpanzee
“language” is fundamentally different neuro-
logically from human language. Specifically, 1
guessed that appropriate brain scans such as
positron emission tomography (PET) would re-
veal different patterns of activation in humans
and language-trained chimpanzees. That guess
appears to be correct, although the appropriate
experiments are, of course, difficult to perform.
The results of PET scans on a chimpazee while
it worked on a language-like task (pressing one

of an array of response keys representing vari-
ous linguistic cues) have been reported in a
preliminary way (Rilling et al., 1999). Activa-
tion in the chimpanzee brain during such work
was not lateralized and did not involve regions
of the brain homologous to language areas in
humans. PET scans in people working on the
same task showed unilateral activation in
Wernicke’s area as expected, whereas both hu-
man and chimpanzee scans showed activation
in motor cortex and frontal eye fields, as ex-
pected for performance involved in gazing at
and operating the response keys on the re-
sponse boxes.

CONCLUSIONS

The greatest disappointment in preparing this
chapter is that, at this writing, there is not
enough evidence to permit a quantitative anal-
ysis of the evolution of the frontal lobes based
on the fossil record. However, from a qualita-
tive perspective, there is no question that fron-
tal lobes as primate brain structures were pres-
ent in the earliest records of primate brains.
Furthermore, from the evidence on living an-
thropoid brains, in particular, the evidence in
Figures 8.3 and 8.4, substantial frontal and
prefrontal neocortex were present. The
uniformitarian hypothesis leads to the view
that frontal lobes were functioning as they do
in living primates. Most human functions that
have also been studied with appropriate animal
models (Fuster, 1997; Rumbaugh & Wash-
burn, 2003) would be present in our ancestors
within our lineage. Whether there was special-
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ization for a language sense is impossible to de-
termine.

What are the lessons for neurology from the
evolutionary perspective? First, size matters.
Brain size is an important variable for evolu-
tionary analysis, and it is worth a closer look in
other contexts. The importance of body size in
different species has been recognized for some
time as a determinant of the success of species
in different ecological niches. Brain size, on the
other hand, has had a sorrier fate. Its use a cen-
tury ago in racist and sexist arguments was fol-
lowed by critical analysis of the errors and bias
(Gould, 1981). The evidence, nevertheless, is
that size matters in biological systems (Schmidt
Nielsen, 1984), including the brain and the
frontal lobes. In this chapter, some of the
story was told in the graphs showing the inter-
dependence of measures, and how brain
size as an independent variable estimates total
information-processing capacity. One should
be encouraged to take and report these simple
measurements routinely, even when they are
not required for a particular research protocol.
When any animal model is used, it is appropri-
ate routinely to include gross measures on the
specimen, such as brain and body weight, sex,
and age, and if the study uses modern imaging
techniques such as CT or MRI, there are usu-
ally computer programs available that can pro-
vide measurements from the scans, such as sur-
face area and volumes (cf. Semendeferi et al.,
2002).

Second, and perhaps most important for re-
search in neurology, is the suggestion about
constraints on the use of animal models. Some
human frontal lobe motor functions can be
studied in other mammal species, whereas
other functions, such as language, may be
uniquely human. The organization of motor
systems is likely to be similar in many different
species, whereas an animal model for language
is chancy, even in our nearest relatives, such as
chimpanzee or bonobo.

A nuts and bolts conclusion: Given the im-
print of cerebral circulation in some endocasts,
it would be helpful to be able to correlate that
vasculature with localized regions of the brain.
Gerhardt von Bonin (1963) discussed such re-
lationships four decades ago, and although the
methods of gross anatomy may seem old-
fashioned, here is a case in which discoveries
remain to be made. It might enable one to do a
quantitative analysis on the evolution of the

frontal lobes by correlating the location of the
central sulcus in living brains with the position
of the vasculature, such as the middle cerebral
artery in living and fossil species.

A final lesson is recognition of the limits of
genetic relationships and the importance of de-
velopment in a normal environment as deter-
mining the structure and function of the adult
nervous system. That constraint was not em-
phasized in this chapter, except by citation of
the important review by Krubitzer and Kahn
(2003).
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NOTE ON ORTHOGRAPHY

1. It is conventional in taxonomy to spell genus with an
initial capital and species in lowercase, both in italics.
The spelling of “Neandertal” adopted here follows
modernized German as adopted in 1908, but capital-
ized, as are German nouns. Taxonomic convention
dictates maintaining original spellings, and the spell-
ing of the species neanderthalensis is retained, be-
cause it was named prior to 1908 with the old spell-
ing.

REFERENCES

Allen, ]. S., Damasio, H., & Grabowski, T. J. (2002).
Normal neuroanatomical variation in the human
brain. American Journal of Physical Anthropology,
118, 341-358.

Benjamin, R. M., & Golden, G. T. (1985). Extent
and organization of opossum prefrontal cortex de-
fined by anterograde and retrograde transport
methods. Journal of Comparative Neurology, 238,
77-91.

Boule, M., & Anthony, R. (1911). Lencéphale de
I’homme fossile de La Chapelle-aux-Saints [The
brain of the Chapelle-aux-Saints fossil man.].
L’Anthropologie, 22, 129-196.

Braitenberg, V., & Schiiz, A. (1998). Anatomy of the



Evolution of the Frontal Lobes 117

cortex: Statistics and geometry (2nd ed.). New York:
Springer-Verlag.

Brodmann, K. (1913). Neue Forschungsergebnisse der
Grosshirnrindenanatomie mit besonderer Beruck-
sichtung anthropologischer Fragen [New contribu-
tions on cortical anatomy with separate consider-
ations of anthropological questions]. Transactions of
the 85th Assembly of German Naturalists and Physi-
cians in Vienna, pp. 200-240.

Deacon, T. W. (1997). The symbolic species: The co-
evolution of language and the brain. New York:
Norton.

Edinger, T. (1929). Die fossilen Gehirne [Fossil brains].
Advances in Anatomy and Developmental Biology,
28, 1-249.

Edinger, T. (1975). Paleoneurology 1804-1966: An an-
notated bibliography. Advances in Anatomy, Embry-
ology and Cell Biology, 49, 12-258.

Elias, H., & Schwartz, D. (1971). Cerebro cortical sur-
face areas, volumes, lengths of gyri and their interde-
pendence in mammals, including man. Zeitschrift fiir
Saugetierkunde, 36, 147-163.

Falk, D. (1992). Braindance. New York: Holt.

Falk, D., & Gibson, K. R. (Eds.). (2001). Evolutionary
anatomy of the primate cerebral cortex. Cambridge,
UK: Cambridge University Press.

Fuster, J. M. (1997). The prefrontal cortex: Anatomy,
physiology, and neuropsychology of the frontal lobe
(3rd ed.). Philadelphia: Lippincott-Raven.

Gould, S. J. (1981). The mismeasure of man. New York:
Norton.

Haug, H. (1987). Brain sizes, surfaces, and neuronal
sizes of the cortex cerebri: A stereological investiga-
tion of man and his variability and a comparison
with some mammals (primates, whales, marsupials,
insectivores, and one elephant). American Journal of
Anatomy, 180, 126-142.

Holloway, R. L., Broadfield, D. C., & Yuan, M. S.
(2004). The human fossil record: Vol. 3. Brain endo-
casts, the paleoneurological evidence. Hoboken, NJ:
Wiley.

Hu, Y., Meng, J., Want, Y., & Li, C. (2005). Large Me-
sozoic mammals fed on young dinosaurs. Nature
(London), 433, 149-152.

Jacobsen, C. F. (1931). A study of cerebral function in
learning: The frontal lobes. Journal of Comparative
Neurology, 52, 271-340.

Jerison, H. J. (1973). Evolution of the brain and intelli-
gence. New York: Academic Press.

Jerison, H. J. (1990). Fossil evidence on the evolution of
the neocortex. In E. G. Jones & A. Peters (Eds.), Ce-
rebral cortex: Vol. 8A. Comparative structure and
evolution of cerebral cortex, Part I (pp. 285 309).
New York: Plenum Press.

Jerison, H. J. (1991). Brain size and the evolution of
mind (59th James Arthur Lecture on the Evolution of
the Human Brain). New York: American Museum of
Natural History.

Jerison, H. J. (1997). Evolution of prefrontal cortex. In

N. A. Krasnegor, R. Lyon, & P. S. Goldman-Rakic
(Eds.), Development of the prefrontal cortex: Evolu-
tion, neurobiology, and behavior (pp. 9-26). Balti-
more: Brookes.

Jerison, H. J. (2001). Adaptation and preadaptation in
hominid evolution. In P. V. Tobias, M. A. Raath, J.
Moggi-Cecchi, & G. A. Doyle (Eds.), Humanity from
African Naissance to coming millennia (pp. 373-
378). Florence, Italy: Firenze University Press; and
Johannesburg, South Africa: Witwatersrand Univer-
sity Press.

Johnson, J. I. (1990). Comparative development of so-
matic sensory cortex. In E. G. Jones & A. Peters
(Eds.), Cerebral cortex: Vol. 8B. Comparative struc-
ture and evolution of cerebral cortex, Part 11
(pp. 335-449). New York: Plenum Press.

Kolb, B., & Tees, R. C. (Eds.). (1990). The cerebral cor-
tex of the rat. Cambridge, MA: MIT Press.

Krubitzer, L., & Kahn, D. M. (2003). Nature versus
nurture revisited: An old idea with a new twist. Prog-
ress in Neurobiology, 70, 33-52.

Martin, R. D. (1990). Primate origins and evolution: A
phylogenetic reconstruction. London: Chapman &
Hall.

Pakkenberg, B., & Gundersen, H. J. G. (1997).
Neocortical neuron number in humans: Effect of sex
and age. Journal of Comparative Neurology, 385,
312-320.

Pakkenberg, H., & Voigt, J. (1964). Brain weights of
Danes. Acta Anatomica, 56, 297-307.

Pinker, S. (1994). The language instinct: How the mind
creates language. New York: Morrow.

Radinsky, L. (1974). The fossil evidence of anthropoid
brain evolution. American Journal of Physical An-
thropology, 41, 15-28.

Radinsky, L. B. (1967). The oldest primate endocast.
American Journal of Physical Anthropology, 27,
385-388.

Radinsky, L. B. (1970). The fossil evidence of prosimian
brain evolution. In C. R. Noback & W. Montagna
(Eds.), The primate brain (pp. 209-224). New York:
Appleton.

Ridgway, S. H. (1981). Some brain morphometrics of
the bowhead whale. In T. T. Albert (Ed.), Tissues,
structural studies, and other investigations on the bi-
ology of endangered whales in the Beaufort Sea |Fi-
nal Report to the Bureau of Land Management, U.S.
Department of the Interior] (Vol. 2, pp. 837-844).
College Park: University of Maryland.

Ridgway, S. H., & Brownson, R. H. (1984). Relative
brain sizes and cortical surfaces of odontocetes. Acta
Zoologica Fennica, 172, 149-152.

Rilling, J. K., Kilts, C., Williams, S., Kelley, J., Beran,
M., Giroux, M., et al. (1999). Functional neuroimag-
ing of linguistic processing in chimpanzees. Society
for Neuroscience Abstracts, 25(2), p. 2170.

Rockel, A. J., Hiorns, R. W., & Powell, T. P. S. (1980).
The basic uniformity in structure of the neocortex.
Brain, 103, 221-244.



118 ANATOMY

Rumbaugh, D. M., & Washburn, D. A. (2003). Intelli-
gence of apes and other rational beings. New Haven,
CT: Yale University Press

Schmidt Nielsen, K. (1984). Scaling: Why is animal size
so important? Cambridge, UK: Cambridge Univer-
sity Press.

Semendeferi, K., Damasio, H., Frank, R., & Van
Hoesen, G. W. (1997). The evolution of the frontal
lobes: A volumetric analysis based on three-
dimensional reconstructions of magnetic resonance
scans of human and ape brains. Journal of Human
Evolution, 32, 375-388.

Semendeferi, K., Lu, A., Schenker, N., & Damasio, H.
(2002). Humans and great apes share a large frontal
cortex. Nature Neuroscience, 5, 272-276.

Simpson, G. G. (1970). Uniformitarianism: An inquiry
into principle, theory, and method in geohistory and
biohistory. In M. K. Hecht & W. C. Steere (Eds.), Es-
says in evolution and genetics in honor of Theodosius
Dobzhansky (pp. 43-96). Amsterdam: North Hol-
land.

Sowell, E. R., Thompson, P. M., & Toga, A. W. (2004).
Mapping changes in the human cortex throughout
the span of life. Neuroscientist, 10, 372-392.

Stephan, H., Frahm, H., & Baron, G. (1981). New and
revised data on volumes of brain structures in insecti-
vores and primates. Folia Primatologica, 35, 1-29.

Stringer, C., & McKie, R. (1996). African exodus: The
origins of modern humanity. New York: Henry Holt.

Tattersall, 1. (1995). The last Neanderthal. New York:
Macmillan.

Tobias, P. V. ( 1971). The brain in hominid evolution.
New York: Columbia University Press.

Uylings, H. B., & Van Eden, C. G. (1990). Qualitative
and quantitative comparison of the prefrontal cortex
in rat and in primates, including humans. Progress in
Brain Research, 85, 31-62.

von Bonin, G. (1963). The evolution of the human
brain. Chicago: University of Chicago Press.

Walker, S. F. (2003). Misleading asymmetries of brain
structure. Behavioral and Brain Sciences, 26, 240-
241.



PART 11l
NEUROCHEMISTRY







CHAPTER 9

Serotonin and the Frontal Lobes

Philippe H. Robert
Michel Benoit
Hervé Caci

Serotonin, or 5-hydroxytryptamine (5-HT), in-
itially identified in peripheral tissues, was first
detected in the mammalian central nervous sys-
tem 40 years ago. Very rapidly its hetero-
geneous distribution suggested that this amine
could be a cerebral neurotransmitter. It is now
clearly established that neurons that synthesize
and release 5-HT participate in the control of
many central functions, and that alterations of
5-HT-ergic transmission are associated with
various neuropsychiatric conditions such as de-
pression, anxiety, impulsivity, and behavioral
disorders in dementias. In addition, relations
between 5-HT and the dopaminergic system
imply that 5-HT is involved in schizophrenic
disorders and in complex cognitive-behavioral
interactions. It should be noted that frontal
dysfunctions have been described in most of
these disorders.

This chapter is thus divided into three main
sections. The first is devoted to the description
of central 5-HT receptors. The second de-
scribes relationships between alterations of the
serotoninergic system and the neuropsychiatric
manifestations usually associated with frontal
dysfunction. Finally, the third section deals
with potential therapeutic uses of 5-HT recep-
tor ligands.

121

SEROTONIN RECEPTOR SUBTYPES

In evolutionary terms, 5-HT is one of the oldest
neurotransmitters. 5-HT neurons arise from
midbrain nuclei. 5-HT cell bodies are systemat-
ically organized in the median and dorsal raphe
nuclei. Ascending fibers from the dorsal raphe
project preferentially to the cortex and striatal
regions, whereas the median raphe projects to
the limbic regions (Jacobs & Azmitia, 1992).
Cowen (1991) reported that each projecting 5-
HT neuron sends over 500,000 terminals to the
cerebral cortex. Indeed, the average density of
5-HT innervations in the cortex is greater than
that of dopamine (DA) or noradrenaline. Most
of the different 5-HT receptor subtypes are lo-
cated on the postsynaptic targets of 5-HT-ergic
neurons. Furthermore, some receptors are lo-
cated on the soma and dendrites (5-HT,,
somatodendritic autoreceptors) or on the ter-
minals (5-HT,/5-HT,, presynaptic autore-
ceptors) of 5-HT-ergic neurons (Hamon &
Gozlan, 1993). 5-HT receptors with at least 14
members represent one of the most complex
families of neurotransmitter receptors.

The general definition of a receptor is now
relatively consensual. The three most impor-
tant criteria are the operational aspect (drug-
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related characteristics; agonists, antagonists,
and ligand-binding affinities), the transduc-
tional aspect (receptor—effect coupling events),
and the structural aspect (gene and receptor
structural sequence). The information provided
here is based on the current classification of the
International Union of Pharmacology Commit-
tee on Receptor Nomenclature and Classifica-
tion (NC-ITUPHAR) (Hoyer et al., 1994) that
has been progressively adapted to accommo-

date new information and favors an alignment
of nomenclature with the human genome
to avoid species differences (Hartig, Hoyer,
Humphrey, & Martin, 1996; Hoyer & Martin,
1997). Table 9.1, derived from the nomencla-
ture proposed by the NC-IUPHAR subcommit-
tee on 5-HT receptors (Hoyer, Hannon, &
Martin, 2002), summarizes the operational
characteristics and main locations of each re-
ceptor subtype. It should be noted that, with

TABLE 9.1. Operational Characteristics and Locations of 5-HT Receptor Subtypes

Selective Selective
Receptor Radioligands agonists antagonists Localization
S5-HT, [*H]8-OH-DPAT 8-OH-DPAT [PH]WAY Limbic system
[PHIWAY 100635 100635 Raphe
Prefrontal cortex
5-HT,; ['ZT)GTI Sumatriptan SB 224289 Striatum
[*H]Sumatriptan 1694247 SB 236057 Frontal cortex
S5-HT,p ['25T)GTI Sumatriptan BRL 15572 Frontal cortex
[*H]Sumatriptan Hippocampus
Substantia nigra
S-HT [*H]5-HT Frontal cortex
S-HT [PH]LI 334370 LI 334370 Dorsal raphe
['2T]LSD Striatum
Hippocampus
5-HT,, [*H]Ketanserine DOI Ketanserin Frontal cortex
[125T]DOI MDL 100907  Claustrum
Limbic system
5-HT,; [*H]5-HT Methyl-5-HT ~ Mesulergine Mainly peripheral
SB 204 741
5-HT, [*H]Mesulergine RO 600175 Mesulergine Basal ganglia
['Z5T]LSD Limbic system
Choroid plexus
5-HT, [*H]Zacopride SR 57227 Tropisetron Limbic system
[*H]Tropisetron Odansetron
5-HT, [*H]GR 113808 RS 67506 $B204070 Frontal cortex
GR 113808 GR 11 3808
5-HT, [125T]LSD
orphan [*H]S-HT
receptor
5-HT, ['25T]ILSD RO 630563 Hippocampus
[*H]5-HT SB 271046 Striatum
Nucleus accumbens
S-HT, [*H]5-CT SB 258719 Limbic system
[HJ5-HT SB 269970
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the exception of the 5-HTj; subtype, all 5-HT
receptors are coupled to G proteins (i.e., G-
protein-coupled receptors [GPCRs]).

5-HT, Receptors

These were first identified in the course of
radioligand-binding studies on brain homo-
genates with [*H]5-HT (Peroutka & Snyder,
1979), through their high affinity for 5-HT. 5-
HT,, receptors were located not only in limbic
structures, such as the hippocampus, septum,
and amygdala, but also in the frontal cortex
(Biegon, Kargman, Snyder, & McEwen, 1986;
Dillon, Gross-Isseroff, Israeli, & Biegon, 1991;
Radja et al., 1991), striatum, and raphe nuclei.
A recent study of human brain areas obtained
from autopsied samples (Marazziti et al., 1994)
showed that the highest density of 5-HT,, re-
ceptors in the human brain, labeled with the se-
lective ligand [°H]8-OH-DPAT, was found in
the hippocampus, followed by the prefrontal
cortex and striatum. The human 5-HT, recep-
tor is located on chromosome 5q11.2-q13. Ac-
tivation of 5-HT,, receptors causes neuronal
depolarization. The proposed role of 5-HT,,
receptors in modulating anxiety-related behav-
iors is supported by studies using 5-HT,, re-
ceptor knockout mice demonstrating increased
anxiety (Heisler et al., 1998; Parks, Robinson,
Sibille, Shenk, & Toth, 1998). 5-HT, receptor
agonists, such as buspirone or gepirone, are be-
ing developed for the treatment of anxiety and
depression (Den Boer, Bosker, & Slaap, 2000).
In addition the 5-HT,, receptor antagonist
blocker, pindolol, was reported to enhance the
therapeutic efficacy of selective serotonin re-
uptake inhibitors (SSRIs) when coadministered
in depressed patients.

The strongest concentration of 5-HT;
receptor-binding sites was found in the basal
ganglia, striatum, and frontal cortex. The hu-
man 5-HT,; receptor is located on chromo-
some 6ql13. S-HT,; receptors serve as ter-
minal autoreceptors and may also act as a
terminal heteroreceptor controlling the release
of other neurotransmitters, such as acetylcho-
line, glutamate, DA, noradrenaline, and Y-
aminobutyric acid (GABA) (Pauwels, 1997).
5-HT,; receptor agonists have been devel-
oped, taking into account the antimigraine
properties of sumatripan, a nonselective 5-
HT,pp receptor agonist (Leysen et al., 1996).
Finally, little is known about 5-HT,; and 5-
HT,; receptors.

5-HT, Receptors

It is now clear that at least three 5-HT, recep-
tor subtypes exist. 5-HT,, receptors are present
in different regions of the cortex (Cook et al.,
1994; Hoyer, Pazos, Probst, & Palacios, 1986;
Pazos, Cortes, & Palacios, 1985) and the
limbic system. They are situated on post-
synaptic targets of 5-HT-ergic neurons. The hu-
man 5-HT,, receptor is located on chromo-
some 13q14.2-q21. In an in vivo study based
on positron-emission tomography (PET) with
the ligand F18N-methylspiperone, Wang and
colleagues (1995) showed a gradual decay of
these receptors with age that was more marked
in the frontal cortex than in the occipital cor-
tex. 5-HT,, receptor activation stimulates hor-
mone secretion (Van de Kar et al., 2001). 5-
HT,, receptor antagonists such as risperidone,
ritanserin, Seroquel, and olanzapine have been
indicated for the treatment of schizophrenia
and psychotic symptoms.

Human 5-HT, receptor has been mapped to
chromosome Xq24. 5-HT, receptor activation
has been shown to exert a tonic, inhibitory in-
fluence on frontocortical DA-ergic and adren-
ergic transmission (Jorgensen, Knigge, Kjaer, &
Warberg, 1999; Millan, Dekeyne, & Gobert,
1998).

5-HT, Receptors

Contrary to the receptors just described, which
are all coupled to G proteins, 5-HT; is an “ion-
channel receptor” whose stimulation opens a
sodium—potassium channel (Yakel, Shao, &
Jackson, 1990). In the central nervous system,
it is most abundant in the amygdala, the CA1
pyramidal cell layer in the hippocampus, and
entorhinal cortex (Laporte, Kidd, Verge,
Gozlan, & Hamon, 1992). Since 5-HT; recep-
tor activation in the brain leads to DA release
and 5-HT, receptor antagonists produce cen-
tral effect comparable to those of antipsy-
chotics and anxiolytics, schizophrenia and anx-
iety were considered as potential indication.
However at this time there are no clinical data.

9-HT, 5, Receptors

These receptors are positively coupled to ad-
enylate cyclase. 5-HT), receptors appear to be
present in the frontal cortex (Monferini et al.,
1993). The human 5-HT, receptor is located
on chromosome 5q31-33. 5-HT, receptors ap-
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pear to modulate neurotransmitter release and
enhance synaptic transmission, and they may
play a role in memory enhancement. To date,
there are no clinical data.

Rat and human 5-HTj receptors are located
in the striatum, amygdala, nucleus accumbens,
hippocampus, and cortex. The human 5-HT|
receptor is located on chromosome 1p35-p36.
Several studies indicate a potential role for 5-
the HT, receptor in the control of central
cholinergic function (Woolley, Bentley, Sleight,
Marsden, & Fone, 2001). Furthermore, several
antipsychotic agents (clozapine, Seroquel, ol-
anzapine) and antidepressant (clomipramine,
amitryptyline) have high affinity and act as an-
tagonists at 5-HT receptors.

5-HT, receptor is located in the limbic sys-
tem and thalamocortical regions. The human
5-HT, receptor is located on chromosome
10g23.3-q24.4. On a clinical point of view
atypical antipsychotics such as clozapine and
risperidone have high affinity for the 5-HT re-
ceptor (Roth et al,, 1994), and a down-
regulation of 5-HT, receptors occurs after
chronic antidepressant treatment (Mullins,
Gianutsos, & Eison, 1999).

Serotonin—Dopamine Interactions

There is growing evidence for 5-HT-ergic influ-
ences on DA transmission. The majority of
studies demonstrated that 5-HT transmission
plays an inhibitory role on DA-ergic activity
(Kapur & Remington, 1996; Korsgaard,
Gerlach, & Christensson, 1985; Sasaki-Adams
& Kelley, 2001), but some studies also sug-
gested the opposite view (De Deurwaerdere,
Bonhomme, Lucas, Le Moal, & Spampinato,
1996; Hallbus, Magnusson, & Magnusson,
1997; Yoshimoto et al., 1996). These diver-
gences could be partially explained by the vari-
ety of subtypes and actions of 5-HT receptors.
For example, 5-HT, agonists inhibit DA-ergic
effects (Walsh & Cunningham, 1997), whereas
5-HT,; and 5-HTj; agonists enhance DA release
(De Deurwaerdere, Stinus, & Spampinato,
1998).

These interactions are important for frontal
lobe function. One of the major DA-ergic path-
ways is mesocortical, with numerous termina-
tions in prefrontal cortex. Their synapses are
regulated by frontal 5-HT, heteroreceptors ac-
tivated by 5-HT-ergic neurons projecting from
the medial raphe (Ugedo, Grenhoff, & Svens-
son, 1989). Serotoninergic projections inhibit

also DA-ergic activity in the striatum. The re-
partition and interaction of DA-ergic and 5-
HT-ergic neurons supports the hypothesis of a
5-HT-DA balance, which plays a major role in
the regulation of transmission between pre-
frontal cortex and subcortical structures
(Kapur, Zipursky, & Remington, 1999). In
fact, it seems possible to enhance DA-ergic ac-
tivity in prefrontal cortex with 5-HT,, and 5-
HT),c inhibitors. The combination of DA D,
and 5-HT,, receptor antagonism may explain
the antipsychotic activity of atypical anti-
psychotics and, in this way, these interactions
may have major therapeutic consequences.

NEUROPSYCHIATRIC MANIFESTATIONS

Many studies have shown a relationship be-
tween frontal region dysfunction and clinical
behavioral disorders (Mega & Cummings,
1994). At the same time, the role of 5-HT was
demonstrated in a wide variety of human and
animal disorders (Table 9.2).

Several paradigms have been developed to
study in vivo the 5-HT function in depression
and anxiety, either static (e.g., cerebrospinal
fluid [CSF] 5-hydroxyindoleacetic acid [5-
HIAA], blood platelet binding) or dynamic.
The so-called neuroendocrine challenges con-
sist of measuring the change in a function
thought to be under 5-HT-ergic control after
administration of some 5-HT agonist. There is
compelling evidence that 5-HT neurons regu-
late the hypothalamus—pituitary—adrenal axis.
Thus, the outcome can affect hormonal re-
sponse adrenocorticotropin hormone ([ACTH],
cortisol, prolactin), body temperature, and be-
havior. There are two types of 5-HT probes:
those that increase the 5-HT function (e.g., d,I-
fenfluramine, tryptophan) and those that act
directly on the 5-HT receptors (e.g., meta-
chlorophenylpiperazine (mCPP), 5-HT,, ago-
nists).

Serotonin Depression and Anxiety

The cerebral 5-HT represents less than 5% of
the total 5-HT. Thus, it is not surprising that
peripheral measures have been proposed, with
the underlying assumption that these measures
reflect the central 5-HT-ergic function. For ex-
ample, specific high-affinity binding sites for
[*H]imipramine or [*H]paroxetine have been
found in brain and platelet membranes (Paul,
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TABLE 9.2. Behavioral and Affective Disturbances Related to Frontal Lobe

and to Serotoninergic System Abnormalities

Domains

Symptoms

S5-HT system
disturbances?®

Emotional disturbances

Depressive mood +

Anxiety disorders +

Loss of control

Motivational disturbances

Perseveration
Compulsion
Emotional lability
Disinhibition
Impulsivity

+ + + + +

Apathy

Lack of initiative
Lack of interest

Other disturbances

Aggressiveness

Agitation

Eating disorders
Pathological gambling

+
+
Sleep disorders +
+
+

Note. Disturbances are divided in three main domains (emotional disturbances, loss of
control, and motivational disturbances). An additional category is included (other) for
disturbances that are clearly explained by different mechanisms (e.g., pathological gam-
bling could be explained by motivational and control disturbances).
“Even if the relation between 5-HT dysfunction and the behavioral disturbances is
strong, there is no evidence indicating that the relation is exclusive.

Rehavi, Skolnick, & Goodwin, 1980), and a
decreased binding has been reported in patients
with depression (Raisman, Sechter, Briley,
Zarifian, & Langer, 1981). Patients with panic
disorder do not show such a decrease, suggest-
ing a different pathogenesis. Platelets have been
also used as a peripheral marker of presynaptic
5-HT function in the brain, and patients with
depression have shown a diminished platelet 5-
HT uptake (Meltzer, Perline, Tricou, Lowy, &
Robertson, 1984). Finally, the platelet mem-
brane has 5-HT,, binding sites. A high density
of these 5-HT,, binding sites may be a trait
marker for panic disorder (Butler, O’Halloran,
& Leonard, 1992).

Asberg, Traskman, and Thoren (1976) were
the first to study links between behavioral and
biological disturbances. These authors demon-
strated the existence of two subgroups of de-
pressed subjects, one with low levels of 5-
HIAA in the CSF and the other with normal
levels. This bimodal distribution has been con-
firmed (Brown & Linnolia, 1990; Van Praag,
1982), but clinical characterization of these
“low-serotonin” patients with depression has
remained unconvincing (Goodwin, Post,
Dunner, & Gordon, 1973). The strongest cor-

relation was with a history of attempted suicide
(Asberg, Schalling, Taskman-Bendz, & Wagner,
1987), and it is now admitted that low 5-HIAA
characterizes a subtype of depression in which
violent suicide or aggression is present. One
study reported the similarity of the CSF 5-
HIAA between patients with panic disorder
and age- and sex-matched controls (Eriksson,
Westberg, Alling, Thuresson, & Modigh,
1991), tentatively suggesting a different patho-
genesis from that of depression. The relative
few number of studies on CSF 5-HIAA can be
explained by methodological problems that
may cast doubt on the reliability of the results.
Obviously, CSF 5-HIAA is most related to
impulsivity and aggression rather than to any
diagnosis based on Axis I Diagnostic and Sta-
tistical Manual of Mental Disorders (DSM) cri-
teria.

Studies on endocrine responses to agents in-
creasing central serotoninergic activity have the
potential advantage of examining the physio-
logical operation of the 5-HT-ergic system.
Through their hypothalamic connections,
central monoaminergic systems act on the
endocrine hypothalamus—pituitary axis. In-
travenous tryptophan and oral fenfluramine
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(Cowen & Charig, 1986) both increase plasma
prolactin levels and have been used to explore
the serotoninergic system. Cocaro, Siever,
Owen, and Davis (1990) demonstrated a fall in
the prolactin response to fenfluramine in 33%
of depressed subjects with a history of suicide
attempts compared to only 6% of other de-
pressed subjects.

Extending the fenfluramine methodology,
Mann and colleagues (1996a) used the PET ['$F]
fluoro-2-deoxyglucose ('*FDG) method to ex-
amine the fenfluramine-induced changes in re-
gional cerebral glucose metabolic rate (rCMR,)
as an indicator of changes in regional neuronal
activity and therefore in 5-HT responsivity.
These authors demonstrated in healthy subjects
an increase of rCMRy, in the anterior cingulate
and the lateral prefrontal cortex. In contrast, us-
ing the same fenfluramine challenge test, pa-
tients with depression (Mann et al., 1996b) had
no areas of increase in frontal rCMR,.. This re-
sult provides the first direct i1 vivo evidence of a
blunted regional brain response to 5-HT release
in patients with depression.

Fenfluramine challenge tends to also support
the hypothesis of an increased S-HT receptor
function in panic disorder (Apostolopoulos,
Judd, Burrows, & Norman, 1993). The studies
using mCPP also favor this hypothesis, al-
though the lack of specificity of this agent is
problematic (Kahn, Van Praag, Weltzer, Asnis,
& Barr, 1988). The diminution of the mCPP-
induced increases in anxiety and prolactin in
normal controls by a pretreatment with rita-
nserin suggests that these responses are medi-
ated through 5-HT, receptors (Seibyl et al.,
1991).

In obsessive—compulsive disorder (OCD), re-
sults are inconsistent regarding the behavioral
effects of oral versus intravenous administra-
tion of mCPP (Charney et al., 1988; Hollander
et al., 1992; Pigott et al., 1993). Finally, some
results indicate a supersensivity of postsynaptic
5-HT receptors in patients with social phobia
(Sheehan, Raj, Trehan, & Knapp, 1993). But
the main issue is the effectiveness of serotonin-
omimetics such as buspirone, a 5-HT,, agonist,
and ondansetron, a 5-HT; antagonist, on social
phobia symptoms.

Transnosological Approach

As stated earlier with regard to CSF 5-HIAA, it
is possible to isolate a cluster of symptoms that
cuts across the boundaries of different DSM

Axis I and Axis II diagnostic criteria. This is the
so-called “transnosological,” or dimensional
approach, which can be more relevant than the
categorical approach to resolve the discrepan-
cies between clinical classifications and biologi-
cal features. From this point of view, it has been
made clear that 5-HT is involved in various
behavioral disturbances (Benkelfat, 1993) and
one of the most important of these is repre-
sented by impulsivity and aggressivity, which
are also common in frontal lobe dysfunction.

Impulsivity, taken in the broad sense of a
lack of control, is present in all age groups,
with a classical intensification in adolescence.
For example, impulsive behavior is found in
children with attention-deficit/hyperactivity
disorder, and in adolescents and adults with
personality disorders or affective disorders
(Moeller, Barratt, Dougherty, Schmitz, &
Swann, 2001). The measurement of impulsivity
by means of a questionnaire (Caci, Nadalet,
Bayle, Robert, & Boyer, 2003) is well estab-
lished, although lacking clear transcultural va-
lidity (Caci, 2004). Recently, it has been shown
that neurobehavioral disinhibition, a construct
that encompasses executive cognitive capacity,
affect modulation, and behavior control, mea-
sured in 16 year-old boys predicts suicide pro-
pensity between ages 16 and 19 (Tarter, Kirisci,
Reynolds, & Mezzich, 2004). Indeed, suicide
attempts are best predicted by both hopeless-
ness and impulsivity in a sample of depressed
subjects.

Recently, New and colleagues (2004) repli-
cated previous studies in a much larger sample
and found a blunted prolactin response to d,I-
fenfluramine of male, but not female, patients
with personality disorders in relation to impul-
sive aggression and to suicide attempts. This
gender effect has been often reported and is
specific to impulsivity and aggression, and in-
dependent of the diagnosis of borderline per-
sonality disorder (Soloff, Kelly, Strotmeyer,
Malone, & Mann, 2003). Furthermore, New
and colleagues (2002) reported on a lack of ac-
tivation in the left anteriomedial orbital cortex
in response to mCPP in patients with impulsive
aggression, but not in their age- and sex-
matched controls. Therefore, the difficulty in
modulating aggressive impulsive behavior may
be a consequence of the decreased activation of
inhibitory regions in response to a 5-HT-ergic
stimulus.

Researchers in the field of suicide prevention
admit that 5-HT is involved through its inhibi-
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tory function on other neuronal systems
(Golden, Gilmore, & Carson, 1991), but it re-
mains unclear whether this is a trait or a state
feature of suicide attempters (Abbar, Amadeo,
& Malafosse, 1992). In a preliminary short-
term, longitudinal study of depressed subjects
who attempted suicide compared to age- and
sex-matched normal controls, we showed that
impulsivity acted as a trait marker and hope-
lessness (i.e., a pervasive pessimism about fu-
ture), as a state marker that decreased 4
months after the suicide attempt (Caci, Vallier,
Robert, & Dossios, 2004).

Postmortem studies of brain 5-HT neuro-
chemistry face strong methodological issues
that may explain the discrepancies found in the
literature (Aubin-Brunet, Beau, Asso, Robert,
& Darcourt, 1996; Mann et al., 1992). Horton
(1992) reported on the lack of evidence regard-
ing the altered 5-HIAA levels in cortical areas
and the lowered imipramine binding in the cor-
tex in suicide victims. Mann, McBride, and
Stanley (1986) described an increase of brain
SHT, receptors in suicides, but the subsequent
findings have been contradictory: whether the
suicides used violent means or not (Arora &
Meltzer, 1989; Lowther, De Paermentier,
Crompton, Katona, & Horton, 1994) or
whether the act was related to the diagnosis of
major depression itself.

Many studies (for a review, see Virkkunen,
Roy, & Linnolia, 1990) that have also explored
CSF 5-HIAA levels in aggressive patients have
indicated a decrease in 5-HIAA in the CSF of
impulsively violent criminals, mothers who kill
their children and then attempt to commit sui-
cide, impulsive arsonists, compulsive gamblers,
and people with antisocial or borderline per-
sonality disorders. 5-HT is also involved in the
inability to delay actions and to tolerate frus-
tration.

It is interesting to note that the frontal lobe
plays an important role in controlling both
impulsive behavior (Miller, 1992) and central
5-HT turnover (Linnolia, Virkkunen, &
Higley, 1993). Finally, it must be stressed that
the 5-HT-ergic system is also involved in pain
(Basbaum & Fields, 1984), sleep (Hartmann &
Greewald, 1984), alcoholism (Ballanger,
Goodwin, & Major, 1979), and eating disor-
ders (Fernstrom, 1985) such as carbohydrate
“bingeing” and nocturnal bulimia (Brewerton,
Brandt, Lessem, Murphy, & Jimerson, 1990).
Taking into account that the serotoninergic sys-
tem is involved in phenomena as varied as de-

pression and anxiety, behavioral disorders oc-
curring in various disorders, and physiological
functions, the Aubin and Jouvent Rating Scale
(AJRS) was designed to identify and measure
the preceding manifestations, with a particular
emphasis on potential relationships between
these clinical dimensions and serotoninergic
dysfunctions. The AJRS counts 10 items scored
from 0 to 6, and has been validated in a sample
of subjects over 60 years of age. In her first
study, Aubin-Brunet (1993) found four compo-
nents accounting for 78% of the total variance
in a sample of 155 elderly patients with various
disorders. The secondary loadings of each item
were low, indicating somewhat unidimensional
components, namely, loss of control, anxiety
and insomnia, and depression and physiologi-
cal disturbances.

Cognition and Behavior

Recent functional brain imaging studies have
shown the involvement of orbitofrontal cortex
and the ventral striatum in the prediction and
perception of reward (Berns, McClure,
Pagnoni, & Montague, 2001; Breiter, Aharon,
Kahneman, Dale, & Shizgal, 2001; O’Doherty,
Dayan, Friston, Critchley, & Dolan, 2003). In
parallel, neural circuitry in ventral prefrontal
cortex has been implicated in cognitive do-
mains such as decision making and reversal
learning, which are closely related to complex
behavior (Clark, Cools, & Robbins, 2004). In-
terestingly, there are also psychopharmacolog-
ical studies in this field. Decision making re-
quires the evaluation of multiple response
options, followed by the selection of the opti-
mal response. The lowa Gambling Task, a test
to investigate decision making in human sub-
ject, demonstrated activations in orbitofrontal,
anterior cingulate, and dorsolateral prefrontal
cortex (Ernst et al., 2002). From a pharmaco-
logical viewpoint, administration of fenflura-
mine to patients with conduct disorders re-
duced impulsive responding to another test, the
delayed reward paradigm (Cherek & Lane,
2000). This is in line with animal studies re-
porting increases in impulsive responding at
the same task after animals have been given se-
lective lesions of the ascending 5-HT projection
(Mobini, Chiang, Ho, Bradshaw, & Szabadi,
2000).

The reversal learning paradigm, requiring
the adaptation of behavior according to
changes in stimulus-reward contingencies, is
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relevant to social and emotional behavior
(Rolls, 1999). In the pathologically impaired,
reversal learning has been attributed to the loss
of inhibitory control of affective responding
(Dias, Robbins, & Roberts, 1996). Consistent
with animal studies indicating that reversal
learning is modulated by 5-HT manipulations
(Millan et al., 1998), two studies in healthy hu-
man volunteers showed that 5-HT suppression
by acute tryptophan depletion impairs reversal
learning (Park et al., 1994; Rogers et al., 1999).
However, this effect generalized to the other
learning step of the protocol.

The role of the 5-HT-ergic system in the re-
ward process seems therefore different from
the role of the DA-ergic system. In this field,
Tanaka and colleagues (2004) demonstrated
that when human subjects learned actions on
the basis of immediate rewards, significant
activity was seen in the lateral orbitofrontal
cortex and the striatum, whereas when sub-
jects learned to act in order to obtain large
future rewards while incurring small immedi-
ate losses, the dorsolateral prefrontal cortex,
inferior parietal cortex, dorsal raphe nucleus,
and cerebellum were also activated. The au-
thors suggest that different subloops of the
corticobasal ganglia network are specialized
for reward prediction at different time scales,
and that they are activated differently by the
ascending 5-HT-ergic system. This hypothesis
is in line with studies emphasizing that the
low activity of the central 5-HT-ergic system
is associated with impulsive behavior in hu-
mans (Rogers et al., 1999), and that animals
with lesions in the ascending 5-HT-ergic path-
way tend to choose small immediate rewards
over large future reward (Evenden & Ryan,

1996).

THERAPEUTIC IMPLICATIONS

At the exclusion of a very limited case report
describing the direct and full effect of a sero-
toninergic drug on very specific symptoms,
such as impulsivity, it seems difficult to find a
single explanatory relation between a specific
behavioral disturbances and a specific neuro-
transmitter dysfunction.

Knowledge of the relationships between 5-
HT and the frontal lobe has already found
therapeutic applications. The best known is the
treatment of depression and anxiety disorders.
Indeed, SSRIs increase the extracellular con-
centration of 5-HT, leading to the stimulation

of the various classes of specific receptors by
endogenous neurotransmitters. However, some
of these receptors are autoreceptors whose acti-
vation inhibits central 5-HT-ergic transmission
(i.e., the opposite phenomenon to the aim of
treatment). This explains the potential value of
5-HT, zpp autoreceptor antagonists. Finally, it
should be remembered that 5-HT,, receptors
are directly involved in the control of mood
and emotions, and that agonists of these recep-
tors (buspirone, ipsapirone) have proven clini-
cal efficacy, notably in anxiety disorders.

Another implication arises in the treatment
of schizophrenia. Since stimulating 5-HT, re-
ceptors may alleviate catalepsy symptoms, it
was early hypothesized that negative symp-
toms of the disease (emotional blunting, so-
cial withdrawal, anhedonia, and lack of moti-
vation) could be improved when reinforcing
5-HT transmission in prefrontal and limbic
areas (Invernizzi, Cervo, & Samani, 1998).
However, the use of SSRIs in this indication
did not yield significant positive results, and
the actual focus is on antipsychotics using the
DA-5-HT interaction. Until the end of the
1980s, classic neuroleptics blocking DA re-
ceptors were widely used. The reduction of
D, transmission in the striatum and limbic
DA pathways has for a long time been associ-
ated with not only their therapeutic effect on
positive symptoms but also adverse effects
such as dystonia, parkinsonism, or elevation
of prolactin.

Atypical antipsychotics such as clozapine,
risperidone, or olanzapine have relatively little
affinity for D, receptors, and are to a larger ex-
tent 5-HT,,,c receptor antagonists (Kapur et
al., 1999). It is suggested after many clinical tri-
als that a compound with a 5-HT,-D, affinity
ratio greater than 1 may have the best ther-
apeutic/tolerability balance (Meltzer, 1992).
Large amounts of clinical data suggest that the
blockade of 5-HT, receptors, enhancing DA re-
lease in prefrontal cortex, is a therapeutic sup-
port for the treatment of negative symptoms
and cognitive deficit in schizophrenia. These
affinities do not explain the atypical nature of
antipsychotics in all cases. Some compounds
that do not have a significant 5-HT affinity are
efficient in the treatment of negative symptom-
atology of schizophrenia. This is the case for
amisulpride, a D,,; antagonist, and a newer
partial D, agonist, aripiprazole (Kane et al.,
2002). More than the balance of DA activity
through 5-HT regulation, a profile of low D,
affinity and fast dissociation from receptors



Serotonin and the Frontal Lobes 129

may be more relevant for a therapeutic effect
with fewer motor adverse effects (Kapur &
Seeman, 2001).

A third therapeutic implication is in the
treatment of behavioral disorders in patients
with dementias. In Alzheimer’s disease, for ex-
ample, clinical trials have demonstrated the
efficacy of serotoninergic agents (Nyth &
Gottfries, 1990). In addition, the preservation
of postsynaptic 5-HT,, receptors in these pa-
tients (Chen, Adler, & Bowen, 1996) suggests
that subjects with depressive symptoms could
benefit from SSRI or even 5-HT,, agonists.
Similarly, the selective preservation of 5-HT,,
receptors in the orbitofrontal and temporal
neocortex of anxious patients with Alzheimer’s
disease patients (Chen et al., 1994) suggests
that products acting on 5-HT,, receptors
would be of value (Esiri, 1996).

Behavioral disorders are a major problem in
frontotemporal dementia (FTD). Some symp-
toms observed in FTD such as bulimia, impul-
sivity, or personality changes, are comparable
to those related to 5-HT-ergic dysfunction. In
parallel several studies indicating that 5-HT-
ergic changes are frequent in FTD (Anderson,
Scott, & Harborne, 1996; Procter, Qurne, &
Francis, 1999; Sparks & Markesbery, 1991)
suggested the benefits of SSRIs in FTD (Chow,
2003; Moretti, Torre, Antonello, Cazzato, &
Bava, 2003; Swartz, Miller, Lesser, & Darby,
1997). This is also the case for trazodone
(Lebert, Pasquier, & Petit, 1994), which is an
atypical 5-HT-ergic agent (moderate 5-HT
reuptake inhibition and a 5-HT-ergic antagonist
effect). Recently Lebert, Stekke, Hasenbroekx,
and Pasquier (2004) conducted a randomized,
double-blind, placebo-controlled crossover
trial with trazodone in 31 patients with FTD.
Participants were randomly assigned to one of
the two-treatment sequences (placebo-trazo-
done or trazodone-placebo). Assessment with
the Neuropsychiatric Inventory (NPI) was per-
formed on the last day of each 6-week period.
Results indicated a clearly significant decrease
in the NPI total score after trazodone treatment
compared with placebo. This overall reduction
was associated with improvement observed
specifically in eating disorders, agitation, irrita-
bility, and depression.

Case Study

The following case report demonstrates the
utility and the limitation of serotoninergic
treatment in a patient with FTD.

Mrs. A, a right-handed, 60-year-old woman
with higher education and no psychiatric his-
tory, presented in late November 1994, accom-
panied by her daughter. For about 6 months,
she had been sad, impatient, and sometimes ir-
ritable. This was out of character, and her
daughter persuaded her to consult a physician
when she started having morbid ideas. Mrs. A
continued to play bridge regularly and to visit
her grandchildren, but she seemed to have lost
interest. A neuropsychological examination
was done in December 1994 (Mini-Mental
State Examination: 28/30, Signoret Amnesic
Efficiency Battery: 61.5, a score normal for age
and education; Wisconsin Card Sorting Test:
3/6 categories completed, and increased num-
ber of perseverations). Cerebral scintigraphy
with the [*"Tc¢| hexamethyl propylenemaine
oxime (HMPAO) tracer showed discrete
orbitofrontal hypoperfusion. During a subse-
quent visit in January 1995, Mrs. A’s daughter
reported inappropriate behavior. She had
caught her mother stealing a packet of sweets
in a shop. On another occasion she left a café
without paying. Antidepressive treatment with
paroxetine (10 mg for 7 days, then 20 mg) con-
siderably improved her emotional disorders
and inappropriate behavior: “She seems to be
more present when she’s with us, is interested
in more things and, especially, no longer has
morbid ideas, and no longer does silly things.”

In July 1995, during another visit, Mrs. A’s
children reported that she had stopped taking
her treatment for 3 weeks. She had started to
become withdrawn, lying on her bed and read-
ing, watching TV games, and chatting to the
portrait of her husband, who had died 19 years
previously. The interview showed that Mrs. A
was again having morbid ideas and pessimistic
thoughts, although she broached these subjects
without sadness. On the contrary, she was very
lively, and even socially disinhibited (she lay on
a table in the waiting room and greeted the
doctor with a kiss). In addition, her daughter
reported the following events:

“She only shoplifted once, in a department
store, but what is new is that she has become
very careful with her money. Sometimes she
even goes to the kitchen in a restaurant to
discuss the price of a meal. ... She is also
more and more interested in games. She
wants to go on playing bridge, but I think
she’s finding it difficult to get someone to
play with her. According to what she has
told me, she has been to the casino several
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times. . . . What’s more, she tries to pick up
men and is quite successful! Finally, she has
put on weight, but it’s true that she does eat a
lot. I am amazed by the size of the meals she
eats. Meals seem to have become very im-
portant. At home, she can’t bear waiting
once the meal is on the table!”

Mrs. A agreed with what her daughter said, then
asked when the interview would end, because it
was “time to be getting home.” Renewed treat-
ment with paroxetine led to a disappearance of
depressive ideas, a reduction in her appetite, and
less interest in games. In September 1996, a new
neuropsychological examination was under-
taken (Mini-Mental State Examination: 15/30,
altered immediate recall and inability to com-
plete memory tests). Her daughter said that
Mrs. A had again stopped taking her treatment
during the summer. Her behavior had changed.
She would spend long hours lying in bed, was no
longer interested in games, and went out for
only two reasons: the church and the supermar-
ket. She had recently become very religious and
often attended services; she would ask the priest
questions on irrelevant subjects during the ser-
vices. Her eating behavior had also changed.
She said she only liked minced steak, bought a
great deal of it, and ate two helpings at each
meal. Furthermore, she no longer tolerated the
cold; her favorite drink was a mint cordial with
warm water. This time, paroxetine only par-
tially improved Mrs. A’s apathy and had no
effect on the other disorders.

Dementias illustrate the value of 5-HT-ergic
agents in the treatment of behavioral disorders
observed during the course of various neuro-
psychiatric conditions. Controlled clinical tri-
als are now required to determine the effect of
different 5-HT-ergic agents on behavioral dis-
orders that are clearly defined from a clinical
standpoint.
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CHapTER 10

Oiling the Gears of the Mind
ROLES FOR ACETYLCHOLINE IN THE MODULATION OF ATTENTION

Serena Amici
Adam L. Boxer

Attention is a basic component of brain func-
tion on which many neural processes depend.
One of the earliest and best definitions of atten-
tion was provided by William James in 1890:
“Everyone knows what attention is. It is the tak-
ing possession of the mind in clear and vivid
form of what seems several simultaneous ob-
jects or trains of thought” (Cohen, Aston-Jones,
& Gilzenrat, 2004, p. 403). Over the past cen-
tury, the construct of attention has been opera-
tionalized in many ways to allow for explor-
ations of its psychological, physiological,
anatomical, neurochemical and genetic mecha-
nisms. Based on these explorations, a restate-
ment of James’s definition that reflects modern
principles of cognitive neuroscience might be as
follows: “Attention is the emergent property of
the cognitive system that allows it to success-
fully process some sources of information to the
exclusion of others, in the service of achieving
some goals to the exclusion of others” (Cohen
et al., 2004, p. 71). This definition implies that
attention depends on multiple aspects of brain
function that act in parallel to allow each of us
to achieve our goals efficiently, with minimal
waste of cognitive resources. When attention is
impaired under conditions of disease or altered
brain physiology, many brain processes con-
tinue to operate, but often in a slower or more
disorganized fashion.
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The measurement of attentional processes
has been facilitated by the recognition that
common mechanisms underlie overt shifts of
attention, or changes in the direction of gaze
through saccadic eye movements to focus on a
particular stimulus (see Kaufer, Chapter 4, this
volume, on eye movement control by the fron-
tal lobes), and covert shifts of attention, in
which a stimulus is focused upon without an
accompanying eye movement (Corbetta et al.,
1998). Attention is influenced by external sig-
nals during cognitively demanding tasks
(“signal-driven” or “bottom-up” modulation
of detection), as well as by intrinsic knowledge-
or practice-based executive influences (“cogni-
tive” or “top-down” modulation of detection;
Sarter, Hasselmo, Bruno, & Givens, 2005). Im-
portantly, both bottom-up and top-down mod-
ulation of attention is mediated by release of
acetylcholine (ACh) from basal forebrain neu-
rons that project to regions throughout the ce-
rebral cortex, particularly in the medial frontal
lobes. Voluntary, top-down modulation of at-
tention involves a direct stimulation of basal
forebrain cholinergic, and possibly brainstem
cholinergic, neurons by structures within the
frontal lobes (Figure 10.1).

Important roles for ACh in modulating at-
tention have long been recognized from the
behavioral effects of alkaloids such as musca-
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FIGURE 10.1. Frontal lobe: Cholinergic circuits that mediate attention. The prefrontal cortex (PFC) sends
glutamatergic projections to the nucleus basalis of Meynert (nBM), the major source of cholinergic in-
puts to the cerebral cortex. Voluntary, “top-down” shifts of attention are mediated by this PFC-nBM
pathway, as well as by direct intracortical connections to other brain regions, such as posterior parietal
cortex (PPC) and occipital lobe, which contain neurons with primary sensory and association functions.
Reciprocal cholinergic projections to the medial PFC form a feed-forward loop that futher promote at-
tention. ACh release from nBM neurons (dashed lines) suppresses (“~ signs) intracortical information
transfer (thin arrows) and promotes information transfer through thalamocortical circuits (“+” signs).
Most of ACh’s direct effects on the thalamus are mediated by projections from the pedunculopontine nu-
cleus (PPN), which also project to the superior colliculus in the dorsal midbrain and promotes overt
shifts of attention (saccadic eye movements). Difficult tasks or unusual stimuli can also directly activate

ACh release from the nBM (“bottom-up”). Data from Sarter et al. (2005).

rine, atropine, and nicotine. These agents inter-
fere with or augment ACh’s central nervous
system (CNS) actions and have profound ef-
fects on attention in both animals and normal
or diseased humans (Robbins, Milstein, &
Dalley, 2004). Studies of neurodegenerative
disorders, such as Alzheimer’s disease and de-
mentia with Lewy bodies, that lead to pro-
found deficits in attention, have demonstrated
that loss of CNS Ach explains a significant
component of patients’ cognitive deficits.

The role of ACh in mediating different as-
pects of attention has progressively come into
focus at multiple levels of analysis. At the sys-
tems level, ACh helps to recruit multiple brain
regions involved in attentional processes
(Bentley, Husain, & Dolan, 2004; Bentley,
Vuilleumier, Thiel, Driver, & Dolan, 2003; Fan,

20035). This may occur through changes in neu-
ral synchrony at a macroscopic level by
promoting 40-Hz oscillations of brain activity
that synchronize brain regions involved in at-
tention. Modeling studies based on classical
tests of attention suggest that ACh may signal
expected uncertainty, whereas other neuro-
transmitters, such as norepinephrine, signal un-
expected uncertainty, thus potentially playing
different roles in “top-down” and “bottom-
up” modulation of attention (Yu & Dayan,
2005). Consistent with these models, in vivo
microdialysis experiments have also demon-
strated that extracellular Ach levels increase in
frontal lobe structures during attention-
demanding tasks. At the cellular level, ACh in-
duces changes in intrinsic electrical properties
and synaptic physiology of neurons. These
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ACh-induced changes in neuronal physiology
have different effects on intracortical and thal-
amocortical connectivity. They inhibit intra-
cortical information processing, while promot-
ing thalamocortical transfer of information.
Advances in molecular physiology have led to
cloning of the genes for ACh receptors, trans-
porters, and metabolic enzymes. Evidence from
the dopamine (DA) receptor system suggests
that genetic heterogeneity within ACh receptor
and transporter genes may explain differential
attentional performance in individual subjects.

This chapter summarizes the current state of
knowledge about the roles of the frontal lobes
and ACh in mediating different aspects of at-
tention.

ANATOMY OF CHOLINERGIC CONNECTIONS
TO THE FRONTAL LOBES

ACh acts as an excitatory neurotransmitter in
the peripheral nervous system, but in the CNS,
it plays a neuromodulatory role. At the neuro-
muscular junction, presynaptic release of ACh
from motor neurons directly depolarizes post-
synaptic muscle fibers leading to muscle con-
traction at specific sites, a direct excitatory ef-
fect, with a rapid onset and offset. In contrast,
ACh release in the cerebral cortex often occurs
from axonal varicosities that do not form
direct synapses with other neurons. The neuro-
transmitter is free to diffuse to multiple
synaptic sites in the vicinity of its release,
thus leading to a more prolonged effect that
modulates the synaptic activity of glutamate
and y-aminobutyric acid (GABA), the primary
cortical excitatory and inhibitory neurotrans-
mitters. Depending on the type of neuron, and
its pattern of ACh receptor and ion channel ex-
pression, ACh can have either excitatory or in-
hibitory effects.

Cholinergic neurons contain the synthetic
enzyme choline acetyltransferase (ChAT), as
well as the vesicular ACh transporter, both of
which can be visualized presynaptically in cor-
tical cholinergic projections using immuno-
cytochemical techniques (Mesulam, 2004). The
majority of cholinergic inputs to the cortex
arise from the basal forebrain, of which the nu-
cleus basalis of Meynert (nBM, also known as
the Ch4 cell group) constitutes the largest
group of cortically projecting cells. Cholinergic
innervation of the striatum is primarily intrin-
sic, arising from ChAT positive interneurons.

The thalamus and brainstem receive cholin-
ergic innervation from the pedunculopontine
nucleus (PPN) and lateral dorsal nuclei (also
known as the ChS5 and Ché cell groups). Al-
though not initially thought to be important
for mediating attention, new evidence of direct
modulation of thalamic (Mooney et al., 2004)
and superior collicular (Sparks, 2002) neurons’
electrophysiological responses suggests that
brainstem cholinergic neurons may promote
attention through increased information trans-
fer through the thalamus, and by promoting
overt shifts of attention in the superior col-
liculus.

PHYSIOLOGY OF ACh IN THE CEREBRAL CORTEX

A role for acetylcholine in the modulation of
cortical neurons was first demonstrated by
Krnjevic and Phillis (1963). They showed an
increased firing of neocortical neurons during
the infusion of ACh and other cholinergic
agents. Later studies focused on cholinergic
modulation of intrinsic electrophysiological
properties of cortical neurons and its role in
neural networks. These studies used a cortical
slice preparation for recording extracellular
and intracellular polarization. An increase in
firing of cortical neurons was seen in response
to ACh application. The increased firing rate of
cortical neurons induced by Ach was found to
be related to direct depolarizing effects of ACh.
ACh causes a depolarization of 3-5 mV in py-
ramidal cells (Barkai & Hasselmo, 1994) and
an even larger depolarization in interneurons
(McQuiston & Madison, 1999; Reece &
Schwartzkroin, 1991). This effect is likely to be
mediated primarily by postsynaptic, muscar-
inic receptor activation (Andrade, 1991).
Secondary to its effects on intrinsic mem-
brane potentials and firing rates, ACh modu-
lates the presynaptic release of glutamate, and
GABA and glutamate. Muscarinic receptors ac-
tivation can suppress the release of GABA and
glutamate in different brain regions: somato-
sensory cortex (Hasselmo & Cekic, 1996), pri-
mary visual cortex (Brocher, Artola, & Singer,
1992), piriform cortex (Hasselmo & Bower,
1993), and hippocampus (Valentino &
Dingledine, 1981). Muscarinic suppression of
synaptic potentials occurs also in prefrontal
cortex (Vidal & Changeux, 1993), along with a
presynaptic nicotinic enhancement of neuro-
transmitter release at glutamatergic synapses
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(Gray, Rajan, Radcliffe, Yakehiro, & Dani,
1996). Interestingly, evidence of muscarinic
suppression of neurotransmitter release oc-
curred in 100% of the cells, whereas nicotinic
enhancement occurred in only 14% of the cells.

In addition to its synaptic effects, ACh also
leads to activity-dependent enhancement of
neuronal responses, due to afterdepolarization
effects on neurons, which promote bursting.
After exposure to ACh neurons are more prone
to spike again, altering the response of a net-
work (Andrade, 1991). In layer IV of the cere-
bral cortex, muscarinic cholinergic receptors
play important roles in modulating both long-
and short-term synaptic plasticity plasticity.
Cortical long-term potentiation (LTP) and
long-term depression (LTD) of synaptic trans-
mission are strongly influenced by pharmaco-
logical modulation of ACh (Bear & Singer,
1986; Kirkwood, Rozas, Kirkwood, Perez, &
Bear, 1999), and reorganization of cortical rep-
resentation of sensory information is facilitated
by manipulations that increase ACh levels
(Kilgard & Merzenich, 1998).

PHYSIOLOGY OF ACh
IN FRONTAL-SUBCORTICAL CIRCUITS

Much of the processing performed by the fron-
tal lobe is accomplished by neural circuits that
include the basal ganglia. Two primary cholin-
ergic pathways exist in frontal-subcortical cir-
cuits: (1) afferent cholinergic projection neu-
rons from the nBM to the frontal cortex,
and (2) cholinergic interneurons within the
striatum that receive large numbers of afferents
from the thalamus and minor afferents form
the cortex (Carpenter, 1981; Graybiel, 1998).
These neurons synapse with GABA-ergic stri-
atal output neurons. The basal ganglia cholin-
ergic neurons are thought to play important
modulatory roles for reinforcement learning.
The PPN and dorsolateral tegmentum send
afferents to the thalamus and may thus second-
arily influence these circuits (Reese, Garcia-
Rill, & Skinner, 1995).

The cholinergic synapses in the basal ganglia
demonstrate a specific regional pattern of ACh
receptor expression. Muscarinic M;, M,, and
M, receptors are localized in the striatum
(Levey, Kitt, Simonds, Price, & Brann, 1991).
M, and M, are more dense in the neostriatum
and nucleus accumbens. The M, receptor is
localized in caudate putamen and nucleus

accumbens. M; and M, receptors are present in
the subthalamic nucleus (Chesselet & Delfs,
1996). Striatal ACh neurons receive three ma-
jor afferents: from intrinsic, medium-size spiny
neurons, from extrinsic dopaminergic neurons
of the mesencephalic tegmentum, and from
extrinsic glutamatergic neurons of the intra-
laminar thalamus. Neuronal nicotinic recep-
tors are abundant in the striatum and substan-
tia nigra (Perry, Court, Johnson, Piggott, &
Perry, 1992), and nicotinic receptor activation
modulates DA neurons and glutamatergic neu-
rons within these structures (Dalack, Healy, &
Meador-Woodruff, 1998). In this manner, ACh
facilitates DA release from the striatum (Di
Chiara & Morelli, 1993). ACh and DA exert
opposite influences on stratopallidal and on
striatonigral neurons by affecting different re-
ceptor subtypes (D,/D,; M,/M,; Di Chiara,
Morelli, & Consolo, 1994). In turn blockade
of the N-methyl-D-aspartate (NMDA) subtype
of glutamate receptor decreases ACh release,
and NMDA receptor activation increases ACh
release.

DIRECT EFFECTS OF ACh
ON FRONTAL LOBE NEURONS

ACh has a role in modulating attention medi-
ated by the frontal cortex. Two types of evi-
dence from rodent models exist: (1) Lesions
made with a selective immunotoxin for cho-
linergic neurons in the nBM mimic the effects
of less specific lesions of the frontal lobe
(McGaughy, Everitt, Robbins, & Sarter, 2000);
and (2) microdialysis experiments reveal that
ACh is released from the frontal cortex of
the awake behaving rat (Passetti, Dalley,
O’Connell, Everitt, & Robbins, 2000; Sarter &
Bruno, 1997). Specific correlation between de-
mands on attentional capacity and cortical
ACh efflux is related to an increases in “back-
ground noise” (McGaughy & Sarter, 1995).
At the cellular level, ACh mediates the con-
ditioned responses of cortical neurons and thus
contributes to the enhanced processing of be-
haviorally significant stimuli (Pirch, 1993;
Pirch, Rigdon, Rucker, & Turco, 1991). Local
administration of Ach increases stimulation-
elicited neuronal activity in the medial pre-
frontal cortex of rats (Andrade, 1991) and
behavior-elicited neuronal activity in the orb-
itofrontal cortex of primates (Aou, Oomura, &
Nishino, 1983). Pirch (1993) investigated the
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role of ACh in the conditioning of frontal corti-
cal units. Sensory stimuli were paired with me-
dial forebrain bundle stimulation, yielding an
augmented discharge of these cortical neurons
in response to the stimuli following training.
Infusions of GABA or procaine into the basal
forebrain result in the inhibition of cortical ef-
fects of Ach on the frontal cortex.

TONIC VERSUS PHASIC EFFECTS
OF CORTICAL ACh RELEASE

ACh is released into the cortex in two temporal
patterns. Slow, tonic effects of ACh on cortical
neurons globally enhance the processing of in-
formation, making subjects more receptive to
sensory stimuli. Cortical Ach levels correlate
with circadian rhythms, which provides the
best evidence of tonic effects of Ach release on
attention (Marrosu et al., 1995) Furthermore,
cholinergic neuron activation in the basal fore-
brain increases wakefulness and suppression
of rapid eye movement (REM) sleep, and is
turn mediated by basal forebrain and thalamic
neuronal activity in response to signals from
brainstem cholinergic cells (Steriade, Datta,
Pare, Oakson, & Curro Dossi, 1990).

The amplification of sensory information re-
quires a more precise, phasic, stimulus-bound
release of neurotransmitter. Richardson and
Delong (1991) stressed the significance
of brief, phasic changes in basal forebrain
neuronal activity as a result of the presentation
of behaviorally significant stimuli and reward
(Maho, Hars, Edeline, & Hennevin, 19935).
They also proposed that the power of individ-
ual stimuli to activate the cortical ACh is a
function of their “arousal” value. These phasic
effects of ACh are restricted to defined sets of
cortical neurons and local circuits (Robbins &
Everitt, 1982; Steriade & Buzsaki, 1990).

FROM STIMULUS AMPLIFICATION TO ATTENTION

The role of cortical cholinergic inputs in the de-
tection and selection of stimuli and associa-
tions for processing (i.e., attentional functions)
is apparent from the potent effects of basal
forebrain lesions on the performance of ani-
mals in procedures taxing various aspects of at-
tention support (Chiba, Bucci, Holland, &
Gallagher, 1995). Sarter and Bruno (1997)
tested the effects of selective lesions of the

cholinergic neurons of the basal forebrain on
sustained attention and vigilance. They infused
a potent immunotoxin (192IgG-saporin) into
the basal forebrain, which caused a selective le-
sion of cholinergic neurons projecting to the
cortex, but not those projecting to the amyg-
dalae. The result was impairment in the ani-
mals’ ability to detect visual signals of various
lengths. The animals’ ability to reject correctly
nonsignal trials was not affected, supporting
the exclusive role of cortical ACh in the detec-
tion of signals. Also the animals’ ability to
retrieve and execute the response rules was
spared.

The selectivity of the effects of manipula-
tions of cortical cholinergic afferents on behav-
ioral vigilance suggests that these effects were
not due to secondary, nonspecific changes in
the animals’ behavior. The effects of the nor-
adrenergic system on sustained attention sup-
port this hypothesis. Although cortical
norepinephrine (NE) levels were decreased by
over 90% following 6-hydroxydopamine infu-
sions into the dorsal noradrenergic bundle,
the animals’ performance remained unaffected
(Ruland, Ronis, Bruno, & Sarter, 1995). Yu
and Dayan (2005) conducted a meta-analysis
of data from different attentional tasks using a
computational model designed to simulate the
effects of changes in ACh and NE levels. They
noted independent but complementary effects
of ACh and NE on attention in classic tasks
such as the Attention Network Test (ANT).
Specifically ACh signaled expected uncertainty,
whereas NE signaled unexpected uncertainty.
At times, the predicted effects of depletion of
these neurotransmitters were antagonistic,
such that effects of ACh depletion were amelio-
rated by NE depletion. These data support an
independent and central role of ACh in ampli-
fying certain types of sensory information.

DEPENDENCE OF ATTENTIONAL ABILITIES
ON THE INTEGRITY OF THE AGGREGATE
OF CORTICAL CHOLINERGIC INPUTS

Cholinergic deafferentation throughout the
neocortex is necessary to induce significant im-
pairments in attentional functions. For exam-
ple, the effects of the loss of cortical cholinergic
afferents on behavioral vigilance, as assessed
by a visual vigilance task, are not primarily due
to a loss of cholinergic inputs to the visual cor-
tex. Intracortical infusions of the immunotoxin
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192IgG-saporin into the primary and second-
ary visual cortex did not produce a robust
change in performance in this task (Sarter,
Hasselmo, Bruno, & Givens, 2005). This find-
ing supports the view that sustained attention
does not primarily reflect the efficacy of per-
ceptual processes. Because the perceptual
demands of this task requires stimulus discrim-
ination not involving spatial frequencies, ma-
nipulations in primary or secondary visual
cortex functions would not be expected to pro-
duce major effects (Pasternak, Tompkins, &
Olson, 1995). In this context, it is important to
note that the presentation of signals of various
lengths is intended to tax more effectively
attentional capacity and not perceptual func-
tions (Parasuraman & Mouloua, 1987).

Ongoing studies aimed at defining the criti-
cal amount and location of cortical cholinergic
inputs for maintaining intact attentional abil-
ities use intracortical infusions of 192IgG-
saporin to disconnect specific cortical areas
from their cholinergic inputs. The available
data provide the basis for the working hypoth-
esis that a minimum loss of approximately
50% of cortical cholinergic inputs in the ante-
rior half of the cortex is required to yield im-
pairments in behavioral vigilance (Sarter &
Bruno, 1997).

CORTICAL ACh AND ATTENTION:

AFFERENT CONTROL OF CHOLINERGIC ACTIVITY
AND THE SPECIFICITY OF ACh-MEDIATED
CORTICAL PROCESSING

The cholinergic system is unlikely to “know”
about the specific cortical input to be amplified
and, in anatomical terms, is not organized to
selectively activate individual cortical target
neurons. In other words, the cholinergic system
is not “prewired” for all possible stimuli; there-
fore, it is thought that the preparation for en-
hanced cortical processing of sensory inputs
and associations is global (Mesulam, 1990).
Although it may be trivial to note that the
attentional functions of cortical ACh that
emerge from the collective amplifying effects
are not independent of the subjects’ global
behavioral state, the relationships between the
role of cortical ACh in circadian rhythms and
patterns of wakefulness versus those responsi-
ble for the processing of sensory inputs and as-
sociations are largely unknown. One possibil-
ity is that these two components of cortical

cholinergic function might be attributed to dif-
ferent afferent networks, that is, the ascending
projections from brainstem nuclei to the basal
forebrain and thalamus may regulate sleep and
wakefulness, whereas the attention-mediating
effects of cortical ACh may be triggered by the
regulation of activity of basal forebrain cholin-
ergic neurons by mesolimbic, cortical, and
amygdaloid afferents (Chiba et al., 1995). In
general functional terms, the limbic and corti-
cal networks that converge on the basal fore-
brain provide information about the behavior-
al significance of stimuli based on previous
experience, motivation, and behavioral context
(Wilson & Rolls, 1993).

Evidence suggests that attention-associated
changes in cortical ACh release vary with
attentional demands over a time course of min-
utes (Sarter et al., 1996). If generally true, ef-
fects of ACh on higher cortical function oper-
ate in a more tonic that phasic manner. The
hypothesis that increases in cortical ACh re-
lease remain relatively stable over the period of
time during which demands on attentional
abilities are presented is supported by the find-
ing that acetylcholinesterase inhibitors partly
ameliorate the attentional impairments due to
partial basal forebrain lesions (Muir, Dunnett,
Robbins, & Everitt, 1992; Muir, Everitt, &
Robbins, 1995) or to degenerative cell loss
(Giacobini, 1994). However, the relative inef-
fectiveness of systemically administered cholin-
esterase inhibitors in boosting attention in
other experimental paradigms suggests that,
under some conditions, pharmacological ap-
proaches that further dissociate postsynaptic
muscarinic receptor stimulation from presyn-
aptic cholinergic activity may interfere with op-
timal information processing (Sarter & Bruno,

1994).

FUNCTIONAL NEUROIMAGING STUDIES OF ACh
AND ATTENTION IN HUMANS

Functional magnetic resonance imaging (fMRI)
studies have explored the association between
attention and the cholinergic system using
acetylcholinesterase  inhibitors  such  as
physostigmine and muscarinic ACh receptor
blockers such as scopolamine. Furey and col-
leagues (1997) found improvement in stimulus
processing in healthy volunteers using the
cholinesterase inhibitor physostigmine. In this
study the effects of enhancing cholinergic
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neurotransmission on a visual working mem-
ory task for faces were explored. Increased
blood oxygenation level-dependent (BOLD)
activity in the extrastriate cortex, particularly
during the encoding portion of the task was ob-
served, suggesting that information processing
is enhanced by cholinergic neurotransmission.
The same group explored the effects of de-
creased ACh signaling at muscarinic receptors
on auditory conditioning with fMRI by admin-
istering scopolamine to subjects performing the
task. Experience-dependent activations in hu-
man auditory cortex were blocked after scopol-
amine treatment (Thiel, Bentley, & Dolan,
2002). In a follow-up study, the same paradigm
was used to investigate effects of cholinergic
enhancement on conditioning-related auditory
cortical responses (Thiel, Friston, & Dolan,
2002). Contrary to expectations, it was found
that physostigmine reduced the conditioning-
specific activity by increasing activations to
irrelevant stimuli. In summary, these studies
suggest that blockade of cholinergic neuro-
transmission reduces processing of relevant
stimuli, whereas too much, or poorly regu-
lated, cholinergic neurotransmission increases
processing of irrelevant stimuli. This latter
finding likely explains the lack of efficacy of
cholinesterase inhibitors in many experimental
and clinical situations.

Cholinergic projections may modulate atten-
tion- and emotion-related activity in distinct
parts of extrastriate and frontoparietal cortices
(Bentley et al., 2003). Attention and emotional
processing can independently activate the fusi-
form gyri in subjects treated with physo-
stigmine. However this medication decreased
activation in the posterolateral occipital cortex
during the attention task. Physostigmine also
modulated responses to emotional stimuli de-
pending on whether they were task-irrelevant
(in orbitofrontal and intraparietal cortices) or
task-relevant (in dorsolateral and medial pre-
frontal cortices).

The same researchers explored the effect of
physostigmine on attention using an fMRI task
that presented simple visual stimuli and spatial
stimuli that required a shift of attention. The
visual control task activated primary visual
cortex and lateral occipital cortices in both
placebo- and physostigmine-treated subjects
(Bentley et al., 2004). A treatment effect was
seen in primary visual cortex, with physo-
stigmine reducing stimulus-evoked BOLD ac-
tivity compared to placebo. In the spatial

attention task, a direct comparison of
physostigmine- and placebo-treated subjects
showed that these regions were differentially
modulated by cholinergic enhancement with
physostigmine: Extrastriate cortex and pre-
frontal cortex showed enhanced activity,
whereas dorsomedial parietal cortex showed
reduced differential activity after cortical ACh
levels were increased with physostigmine
(Figure 10.2). This is of interest because
dorsomedial parietal cortex activity is thought
to reflect a default mode in which the brain is
awaiting new stimuli, whereas the regions acti-
vated in the frontal and extrastriate cortex are
involved in processing visual stimuli and pro-
gramming shifts of attention (Corbetta,
Kincade, & Shulman, 2002). Physostigmine
enhanced the degree of activation in both hemi-

FIGURE 10.2. Effects of increasing cortical ACh lev-
els with physostigmine on cortical activity during
a visual attention task. Surface rendering of re-
gions show activity during delay periods of atten-
tion versus control tasks after treatment with pla-
cebo (circles) or physostigmine (squares). From
Bentley et al. (2004). Copyright 2004 by Elsevier.
Reprinted by permission.
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spheres, most significantly in the extrastriate
region ipsilateral to the visual hemifield to
which a stimulus was presented. Thus, cholin-
ergic modulation of visual cortex occurs with
presentation of both simple stimuli in the stri-
ate cortex and attention-demanding tasks in
extrastriate cortex and premotor cortex. These
studies suggest that physostigmine reduces the
degree of occipital activity associated with at-
tention, and that this hypercholinergic state is
associated with heightened processing of irrele-
vant information. Taken together, these data
are highly consistent with data obtained in ani-
mal experiments and support a model by which
ACh acts in both a task-driven (top-down
modulation) and a stimulus-driven (bottom-up
modulation) manner to enhance attention
(Sarter, Givens, & Bruno, 2001).
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The Mesocortical Dopaminergic System

Antonello Bonci
Susan Jones

Midbrain dopaminergic (DA-ergic) neurons of
the ventral tegmental area (VTA) and substan-
tia nigra pars compacta (SN¢) play a central
role in behaviors ranging from movement con-
trol to higher cognitive functions, including
motivation, reward, learning, and memory. In
addition, altered DA-ergic function is impli-
cated in pathological conditions such as Par-
kinson’s disease, dementias, drug addiction,
schizophrenia, depression, and eating disor-
ders. Despite more than 30 years of multidisci-
plinary studies of the physiology, pharmacol-
ogy, and pathology of midbrain dopamine
(DA) nuclei and their projections, the exact
role that DA plays in these disorders is still
poorly understood. For example, the initial evi-
dence linking DA and drug addiction came
from studies showing that acute exposure to
many drugs of abuse increases extracellular DA
levels (Di Chiara & Imperato, 1988; Robinson
& Berridge, 1993). Since then, scientists have
taken new “snapshots” of DA levels and of DA
receptor activity at several time points related
to both acute and chronic drug exposure.
However, too many frames are still missing for
us to be able to make sense of the sequence of
events linking DA to addiction.

The midbrain DA nuclei A8 (retrorubral),
A9 (SNc), and A10 (VTA), contain 70-80% of
brain DA (Grillner & Mercuri, 2002). Al-
though DA neurons of the SNc¢ and the VTA
are anatomically, physiologically, and pharma-
cologically similar, they are functionally inde-
pendent. The A10 VTA DA neurons consist of
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a group of loosely defined nuclei, including
parabrachial, paranigral, rostral and caudal
linear, and interfascicular nuclei (Kalivas,
1993). This medial group of midbrain DA nu-
clei project predominantly to limbic and corti-
cal regions, so they are commonly referred to
as mesolimbic and mesocortical systems, re-
spectively, and are collectively referred to as the
mesocorticolimbic DA system. This chapter fo-
cuses on the mesocortical neurons, since our
main goal is to summarize our current knowl-
edge about the anatomy and physiology of the
mesocortical DA system.

INTRINSIC CIRCUITRY OF THE VTA

Traditionally, the VTA was thought to consist
of two main neuronal populations: the DA
neurons (or primary neurons), representing
the majority of cells, and y-aminobutyric acid
(GABA)-ergic neurons (or secondary cells), act-
ing merely as local circuit neurons that synapse
onto DA neurons (Johnson & North, 1992;
Lacey, Mercuri, & North, 1989) (Figure 11.1).
Recent studies, however, have suggested that
the VTA in fact contains at least three main
neuronal populations on the basis of their
electrophysiological (intrinsic conductances),
pharmacological (response to DA, opioids,
and serotonin), and biochemical (presence of
tyrosine hydroxylase) properties (Cameron,
Wessendorf, & Williams, 1997; Margolis et al.,
2003). For this reason, VTA neurons are
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FIGURE 11.1. Schematic representation of the three types of neurons present in the VTA, namely, the pri-

mary (DA), secondary (GABA), and tertiary.

now called primary, secondary and tertiary.
Whereas primary neurons of the VTA are still
considered to be DA-ergic, and secondary neu-
rons are GABA-ergic, the exact biochemical
identity of the “tertiary neurons” is still under
investigation.

PHYSIOLOGICAL PROPERTIES OF VTA NEURONS

When compared to GABA-ergic neurons with-
in the VTA, DA neuron action potentials have a
longer duration (> 1 msec) and a larger after-
hyperpolarization. DA neurons also have a
time-dependent, hyperpolarization-activated,
nonselective cation conductance (Mercuri,
Bonci, Calabresi, Stefani, & Bernardi, 1995)
that distinguishes them from GABA-ergic neu-
rons, but not from tertiary neurons (Cameron
et al., 1997; Margolis et al., 2003).

In vivo, VTA DA neurons exhibit two main
patterns of firing activity: single-spike firing,

pacemaker

UL

20mVv

often irregular, and burst firing (Grace &
Bunney, 1984a, 1984b; Overton & Clark,
1997; Tepper, Martin, & Anderson, 1995)
(Figure 11.2). When spikes of DA neurons are
clustered into bursts, the increase in extra-
cellular DA in the projection areas is much
greater than that observed for regularly spaced
trains of action potential at the same average
frequency, due to supralinear summation (Bean
& Roth, 1991; Gonon, 1988; Suaud-Chagny,
Chergui, Chouvet, & Gonon, 1992). One pos-
sible explanation is that DA release outpaces
DA uptake (Cragg & Rice, 2004; Wightman &
Zimmerman, 1990). In vivo, DA neurons can
also fire in a pacemaker mode, and this is
thought to produce persistent release of rela-
tively small amounts of DA (Overton & Clark,
1997).

Behavioral studies in rodents and primates
have demonstrated that DA neurons respond in
a phasic manner to novel, unexpected stimuli,
such as rewards, as well as to conditioned cues

bursts

i

2 sec

FIGURE 11.2. Dopamine neurons can fire in a pacemaker-like mode, or in bursts of action potentials.
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that signal rewards (Schultz, 2002). These
studies suggest that burst firing of VTA DA
neurons encodes the occurrence of nonspecific,
unexpected stimuli, or salient stimuli with a
positive valence. Thus, highly processed infor-
mation is being transmitted by DA neurons to
the forebrain as phasic bursts of activity, and
these patterns of activity might facilitate the ex-
pression of various physiological and patholog-
ical behaviors related to motivation.

With the exception of in vivo burst firing
patterns, the physiological features of DA neu-
rons are also readily observed in vitro with use
of a brain slice preparation, suggesting that
many physiological properties result from in-
trinsic Na*, Ca2*, and K* conductances in DA
neurons (Grace & Onn, 1989; Overton &
Clark, 1997; White, 1996). In vitro, DA neu-
rons typically fire in a regular “pacemaker”
pattern at 1-5 Hz, and evidence suggests that
the irregular and burst firing patterns observed
in vivo are dependent on afferent excitatory in-
put. Burst firing patterns similar to those ob-
served in vivo can be reproduced in vitro by
bath application of N-methyl-D-aspartate
(NMDA) (Komendantov, Komendantova,
Johnson, & Canavier, 2004; Seutin, Johnson,
& North, 1994). Furthermore, an increase in
burst firing is also produced (or facilitated in
the presence of NMDA) by the bath applica-
tion of the calcium-activated, small K+ conduc-
tance (Igkcan*) blocker, apamin (Komendantov
et al., 2004; Nedergaard, Flatman, & Engberg,
1993; Paul, Keith, & Johnson, 2003; Ping &
Shepard, 1996; Seutin, Johnson, & North,
1993).

Identifying the potential importance of
bursting activity of DA neurons, leading to in-
creased DA release, in mediating addictive be-
haviors has been the object of a significant
amount of research (reviewed in Berridge &
Robinson, 2003; Wise, 2004).

PROJECTIONS TO AND FROM THE VTA

Several lines of evidence suggest that within the
VTA, the mesolimbic and mesocortical DA
neurons form two anatomically distinct projec-
tion pathways (Albanese & Minciacchi, 1983;
Berger, Thierry, Tassin, & Moyne, 1976;
Deniau, Thierry, & Feger, 1980; Fallon, 1981;
Lindvall, Bjorklund, & Divac, 1978; Palkovits
et al., 1979; Simon, Scatton, & Le Moal, 1979;
Slopsema, van der Gugten, & de Bruin, 1982;

Swanson, 1982). The mesolimbic projections
of VTA DA neurons are primarily directed to
the nucleus accumbens (NAcc), olfactory tu-
bercle, amygdala, and septum, whereas
mesocortical projections are mainly to frontal
cortex, cingulate cortex, and perirhinal cortex
(Fallon & Loughlin, 1985, 1987; Swanson,
1982) (Figure 11.3). VTA DA neurons also
project to other neocortical areas (Berger,
Gaspar, & Verney, 1991; Berger, Verney,
Febvret, Vigny, & Helle, 1985) as well as to the
cerebellum (Ikai et al., 1992), hypothalamus,
hippocampus,  ventral  pallidum, locus
coeruleus, and dorsal raphe (Fallon & Moore,
1978; Faull & Mehler, 1978; Gasbarri,
Campana, Pacitti, Hajdu, & Tombol, 1991;
Gerfen, Staines, Arbuthnott, & Fibiger, 1982;
Kilpatrick, Starr, Fletcher, James, & MacLeod,
1980; Kizer, Palkovits, & Brownstein, 1976;
Klitenick, Deutch, Churchill, & Kalivas, 1992;
Simon, Le Moal, Stinus, & Calasa, 1979),
and the dorsolateral geniculate nucleus (Papa-
dopulous & Parnavelas, 1990).

The notion that GABA-ergic neurons in the
VTA are exclusively exerting their physiologi-
cal actions as local interneurons has been chal-
lenged by recently rediscovered evidence. Al-
though previous studies suggested that non-DA
neurons projected to the prefrontal cortex
(PEC) (Albanese & Minciacchi, 1983; Ferron,
Thierry, Le Douarin, & Glowinski, 1984;
Swanson, 1982; Thierry, Deniau, Herve, &
Chevalier, 1980), these studies did not receive
proper attention for several years. Results from
more recent studies drew new interest to this
issue (Carr & Sesack, 2000a; Steffensen,
Svingos, Pickel, & Henriksen, 1998; Van
Bockstaele & Pickel, 1995), and provided fur-
ther anatomical and electrophysiological evi-
dence that a subpopulation of GABA-contain-
ing neurons in the VTA project to the NAcc
and to the PFC. GABA-ergic projection neu-
rons in the VTA also send a significant pro-
jection to the visual cortex (Dinopaulos &
Parnevalas, 1991) (Figure 11.4). Other, less an-
atomically conspicuous projections of non-DA
VTA neurons innervate the hypothalamus, the
central gray, the locus coeruleus, the lateral
habenula, the raphe, and several cerebellar nu-
clei (dorsal and interposed nuclei and cortex of
the cerebellum) (Kalivas, 1993) (Figure 11.3).

Taken together, these studies suggest that al-
though attention has largely focused on meso-
corticolimbic projections of VTA DA neurons,
VTA DA and GABA neurons send diffuse pro-
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jections throughout the central nervous system.
Furthermore, the DA-ergic and GABA-ergic
projections overlap anatomically on the pri-
mary brain regions that control “behavioral
planning” and goal-directed behaviors, such as
the PFC and NAcc. It is tempting to speculate
that simultaneous activation of DA- and
GABA-ergic neurons would increase coherent
release of both neurotransmitters, thus contrib-
uting to increase the signal-to-noise ratio and
possibly improve the specificity of behavioral
responses. On the other hand, DA and GABA
projection neurons might be recruited under
different behavioral conditions, dependent on
the afferent input to VTA neuronal popula-
tions.

AFFERENT CONTROL OF THE VTA

The activity of VTA DA-ergic neurons is under
the physiological control of several neurotrans-
mitter systems (Grillner & Mercuri, 2002;
Kalivas, 1993; White, 1996) (Figure 11.5).
These include GABA, from local GABA-releas-
ing cells and from GABA-ergic projections

from the basal ganglia; glutamate, from several
brain regions including PFC, hippocampus,
amygdala, and pontine nuclei via both direct
and indirect projections; ascending biogenic
amine systems, including noradrenaline from
locus coeruleus and serotonin from the raphe
nuclei; acetylcholine from pontine nuclei; and
various neuropeptides (Phillipson, 1979). Im-
portantly, DA itself is released somatoden-
dritically within the VTA (Beckstead, Grandy,
Wickman, & Williams, 2004). The balance of
afferent input to the VTA and the activation of
different neurotransmitter receptors on differ-
ent VTA neurons determines the overall output
activity of VTA DA neurons. Furthermore,
these afferent inputs are possible targets for ad-
dictive drugs, as well as for current pharmaco-
logical therapies in psychiatric disorders, in-
cluding schizophrenia and depression. Here,
we focus on afferent control by the two major
neurotransmitter systems in the brain, GABA
(inhibitory) and glutamate (excitatory), as well
as by the biogenic amines DA and serotonin,
whose receptors are considered important in
disorders of mesocorticolimbic function such
as addiction, schizophrenia, and depression.
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FIGURE 11.5. Schematic representation of the afferent projections to the VTA.
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y-Aminobutyric Acid

GABA is released both from local GABA-ergic
neurons intrinsic to the VTA and from extrinsic
GABA-ergic projections to the VTA from basal
ganglia nuclei, notably from the NAcc and
from the ventral pallidum (Kalivas, 1993;
White, 1996). GABA-ergic synapses are found
on both DA and non-DA neurons in the VTA
(Kalivas, 1993). Both GABA, and GABA; re-
ceptors are present in the VTA (Kalivas, 1993;
Okada, Matsushita, Kobayashi, & Kobayashi,
2004). GABA, receptor subtypes are found in
DA and non-DA neurons; therefore, GABA,
receptor agonists have complex effects on DA
neuronal activity via both direct inhibitory and
indirect disinhibitory mechanisms (Kalivas,
1993). GABA; receptor agonists cause
hyperpolarization of DA neurons via activation
of K* conductances (Lacey, Mercuri, & North,
1988), and reduce voltage-gated Ca?* currents
(Cardozo & Bean, 1995). Electrical stimula-
tion of GABA-ergic afferents to VTA DA cells
elicits inhibitory  postsynaptic  potentials
(IPSPs) mediated by both GABA, receptors and
GABA;, receptors (Johnson & North, 1992).
The GABAj, receptor agonist baclofen also de-
creases glutamatergic synaptic transmission
onto DA neurons, but not onto non-DA neu-
rons (Bonci & Malenka, 1999).

Intrinsic and extrinsic sources of GABA are
likely to serve distinct physiological roles in
their regulation of DA neuronal activity. Ex-
trinsic sources come from projection targets for
VTA DA neurons and are possibly engaged in
long-loop feedback (Kalivas, 1993; White,
1996). Local circuit GABA-ergic neurons show
high firing rates in vivo, whereas in vitro they
either fire at high frequency or are silent. It is
likely that local GABA-ergic neurons provide
tonic inhibition of DA neuronal activity, such
that one mechanism of activating DA neurons
is through a process of disinhibition. It is
tempting to speculate that VTA GABA-ergic
neurons might play a role in coordinating the
firing patterns of populations of DA neurons
(Komendantov et al., 2004). Furthermore, it
has been suggested that some level of GABA,
receptor activation within the VTA might help
to optimize the efficiency of burst firing of
DA neurons, by slightly hyperpolarizing them
(Komendantov et al., 2004). Thus, local levels
of GABA in the VTA are likely to play a key
role in determining the output of VTA DA and
GABA projection neurons to their common

targets, and might be required to coordinate si-
multaneous coherent release of DA and GABA
in target regions, or to select the balance in fa-
vor of one or the other.

Glutamate

The PFC sends monosynaptic excitatory pro-
jections to VTA DA neurons (Carr & Sesack,
2000b; Sesack & Pickel, 1992), and lesions of
the PFC cause a decrease in excitatory amino
acid levels in the VTA (Christie, Bridge, James,
& Beart, 1985). Electrical stimulation of the
frontal cortex (medial PFC [mPFC] or cingu-
late cortex) causes burst firing of VTA DA neu-
rons in anesthetized rats (Gariano & Groves,
1988; Tong, Overton, & Clark, 1995), and in-
activation of the PFC or administration of a
general glutamate receptor antagonist inter-
feres with DA neuron burst firing patterns
(Grenhoff, Tung, & Svensson, 1988; Svensson
& Tung, 1989). Interestingly, PFC glutama-
tergic projections form synapses only with DA
neurons that project back to the PFC, and not
with DA neurons that project to the NAcc
(Carr & Sesack, 2000b). Together, these data
suggest that an important excitatory feedback
loop between the PFC and the VTA DA neu-
rons regulates DA neuron activity and DA re-
lease in PFC.

It has been suggested that PFC excitatory
efferents also regulate VTA-NAcc DA neurons,
possibly through a polysynaptic projection via
the pedunculopontine tegmentum (PPT). Excit-
atory inputs to the midbrain come from the
PPT (Charara, Smith, & Parent, 1996; Futami,
Takakusaki, &  Kitai, 1995; Scarnati,
Campana, & Pacitti, 1984), although these
might predominantly innervate SNc rather
than VTA DA neurons (Futami et al., 1995;
Scarnati et al., 1984; White, 1996). Stimulation
of the PPT induces burst firing in midbrain DA
neurons in anesthetized rats (SNc¢ DA neu-
rons—Lokwan, Overton, Berry, & Clark,
1999; VTA DA neurons—Floresco, West, Ash,
Moore, & Grace, 2003). The VTA also receives
excitatory input from the amygdala (Fudge &
Haber, 2000; Shinonaga, Takada, & Mizuno,
1992; Vankova, Arluison, Leviel, & Tramu,
1992; Wallace, Magnuson, & Gray, 1992), the
bed nucleus of the stria terminalis (Georges &
Aston-Jones, 2002), the hypothalamus pre-
optic area (Nauta, Smith, Faull, & Domesick,
1978), and from other areas of neocortex, in-
cluding the cingulate cortex (Hurley, Herbert,
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Moga, & Saper, 1991; Wyss & Sripanid-
kulchai, 1984). Hippocampal glutamatergic
output also regulates the activity of VTA DA
neuron populations through a polysynaptic in-
put via the NAcc (Floresco, Todd, & Grace,
2001).

VTA DA neurons have synaptic ionotropic
and metabotropic glutamate receptors. Electri-
cal stimulation of afferent input to VTA DA
neurons in vitro evokes excitatory synaptic
depolarizations mediated by NMDA and non-
NMDA glutamate receptors, as well as slow
excitatory and slow inhibitory synaptic poten-
tials mediated by metabotropic glutamate re-
ceptors (Bonci, Grillner, Siniscalchi, Mercuri,
& Bernardi, 1991; Fiorillo & Williams, 1998;
Johnson & North, 1992; Mereu, Costa,
Armstrong, & Vicini, 1991; Shen & Johnson,
1997). Paired or repetitive stimulation of gluta-
matergic synapses onto DA neurons produces
synaptic depression, but it produces facilitation
in non-DA neurons. DA neurons exhibit long-
lasting forms of synaptic plasticity, including
long-term  potentiation (LTP) (Bonci &
Malenka, 1999) and long-term depression
(LTD) (Jones, Kornblum, & Kauer, 2000;
Thomas, Malenka, & Bonci, 2000). Non-DA
neurons do not exhibit LTP but do exhibit
LTD. Thus, excitatory synapses on VIA DA
neurons can be bidirectionally modulated, and
this synaptic plasticity in the VTA might repre-
sent a neural substrate for learning processes
involving midbrain DA systems. Up- and
down-regulation of glutamatergic synaptic
transmission onto VTA DA neurons might also
have direct consequences for DA neuron action
potential firing patterns and DA release.

In vivo data suggest that PFC-driven NMDA
receptor activation appears to underlie burst
firing, because in vivo administration of an
NMDA receptor antagonist (but not an o-
amino-3-hydroxy-5-methyl-4-isoxazolepropionic
acid [AMPA] receptor antagonist) decreases
the occurrence of burst firing of VTA and SNc
DA neurons in anesthetized rats (Chergui et al.,
1993). Burst firing of DA neurons can be
induced by NMDA receptor agonists in
vivo (Chergui et al., 1993) and in vitro
(Komendantov et al., 2004; Mereu et al., 1997;
Seutin et al., 1994). The role of non-NMDA re-
ceptors is equivocal, but they appear to be less
effective at inducing burst firing (Chergui et al.,
1993; Christoffersen & Meltzer, 1995; Suaud-
Chagny et al., 1992). Infusion of glutamate
receptor agonists (glutamate, quisqualate,

NMDA, kainate) into the VTA increases DA
neuron firing rates and causes increased DA
levels in the NAcc (Suaud-Chagny et al., 1992;
Westerink, Kwint, & de Vries, 1996), and in
PFC (Takahata & Moghaddam, 1998).

Thus, glutamate from many different
sources concerned with behavioral planning
and high order cognitive processing converge
on VTA DA and GABA cells, and influence DA
neuronal activity via different glutamate recep-
tor subtypes. Glutamatergic inputs probably
determine DA neuron output and DA release,
and plasticity at these synapses might contrib-
ute to learning processes in reward and motiva-
tion. The interaction of glutamate receptors
with DA pathways are proposed to be per-
turbed in a number of brain disorders, in-
cluding addiction and schizophrenia (Ungless,
Whistler, Malenka, & Bonci, 2001).

Dopamine

Dopamine itself causes hyperpolarization and
decreased firing of midbrain DA neurons (but
not GABA-ergic neurons) both in vivo and in
vitro (for review, see Johnson & North, 1992;
White, 1996). DA is released from DA cell
somata and dendrites (Adell & Artigas, 2004),
because there is no extrinsic DA projection to
the VTA. The inhibitory autoreceptors are
present on DA cell distal dendrites, and the in-
hibitory DA autoreceptor is likely to be the D,
subtype, because autoreceptor function is lost
in D,-null mice (Mercuri et al., 1997), whereas
DA neuron firing rates are not different in D5-
null mice, suggesting that D5 receptors do not
autoregulate DA neuron activity (Koeltzow et
al., 1998). DA D, receptors reduce voltage-
gated Ca?* currents (Cardozo & Bean, 1995)
and block the induction of LTD in VTA DA
neurons (Thomas et al., 2000), suggesting that
D, receptors exert a variety of effects on DA
neurons depending on the functional state of
the cells.

D,-type DA receptors are present on termi-
nals of GABA afferents to the VTA, but proba-
bly are not present on VTA DA cells (Ciliax et
al., 2000; Khan et al., 2000). D, receptors aug-
ment GABA release from GABA-ergic afferents
to VTA and facilitate GABAj receptor-
mediated IPSPs, with no effect on GABA,
IPSPs, although DA D, receptors inhibit GABA
release following chronic cocaine and mor-
phine exposure (Bonci & Williams, 1996;
Cameron & Williams, 1993). Furthermore,
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microdialysis studies have reported that D, re-
ceptors increase glutamate release in the VTA
(Kalivas & Duffy, 1995). In conclusion, DA ex-
erts a variety of effects within the VTA: It in-
creases GABAj responses via presynaptic D, re-
ceptor activation; it inhibits DA neuron firing
via D,-type autoreceptor activation; and it in-
hibits LTD via D, receptors. These apparently
conflicting effects might all contribute to in-
crease the signal-to-noise ratio, thus improving
the stringency and efficiency of DA release. In
fact, by activating D, receptors (which increase
GABA release) and D, receptors (which hyper-
polarize DA cells) DA will decrease the proba-
bility of tonic DA release. On the other hand,
inhibiting LTD might improve the expression
of LTP and of tight bursts of activity that lead
to a more efficient and temporally coherent DA
release.

Serotonin

A dense serotoninergic (5-HT-ergic) projection
to the VTA comes from the raphe nuclei and
innervates both DA and non-DA neurons in the
midbrain (see De Matteo, De Blasi, Di Giulio,
& Esposito, 2001, for review). Due to the di-
versity of serotonin (5-HT) receptor subtypes,
the effects of 5-HT on VTA neuronal activity
are complex and have been difficult to charac-
terize. Such complexity was first suggested in a
study by Cameron and colleagues (1997) in
which 5-HT was shown to depolarize both DA
and GABA-ergic neurons, and to hyperpolarize
tertiary neurons.

5-HT,, receptors are present on DA neurons
and, sparsely, on non-DA neurons (Doherty &
Pickel, 2000; Nocjar, Roth, & Pehek, 2002)
and 5-HT, receptors on DA neurons could me-
diate direct depolarization and increase sponta-
neous firing rates of DA neurons (Pessia, Jiang,
North, & Johnson, 1994). Conversely, 5-HT,
receptor messenger ribonucleic acid (mRNA)
expression appears to be restricted to local
GABA-ergic neurons in the midbrain (Eberle-
Wang, Mikeladze, Uryu, & Chesselet, 1997)
and 5-HT, receptor agonists increase the fir-
ing rate of non-DA neurons and decrease the
firing rate of DA neurons in vivo, an effect that
is reversed by 5-HT, receptor antagonists (Di
Giovanni, Di Matteo, La Grutta, & Esposito,
2001; Di Matteo et al., 2001). 5-HT, receptor
antagonists can promote burst firing of DA
neurons and may facilitate DA release in termi-
nal regions (Di Matteo et al., 2001), indicating

an important tonic inhibitory role for 5-HT,¢
receptors over VIA DA neuron output.

5-HT is proposed to act at presynaptic 5-
HT,; receptors on GABA-ergic terminals in the
VTA to inhibit GABA release (Yan & Yan,
2001), inhibiting GABAj receptor-mediated
IPSPs (Cameron & Williams, 1994, 1993;
Johnson, Mercuri, & North, 1992), which may
contribute to disinhibition of DA neurons and
possibly to increased DA release in terminal re-
gions (Yan & Yan, 2001). The effect of 5-HT
on GABAj receptor-mediated IPSPs is absent in
5-HT,; receptor knockout mice (Morikawa,
Manzoni, Crabbe, & Williams, 2000). Finally,
5-HT inhibits evoked glutamatergic excitatory
postsynaptic currents (EPSCs) in VTA DA and
non-DA neurons via an unidentified 5-HT re-
ceptor subtype (Bonci & Malenka, 1999; Jones
& Kauer, 1999).

The 5-HT-ergic innervation of the VTA and
presence of multiple 5-HT receptor subtypes in
the VTA suggest an important role for 5-HT in
VTA physiology, but the complexity of direct
and indirect effects of different 5-HT receptor
subtypes on VTA DA neurons, GABA neurons,
and on the terminals of afferent inputs to the
VTA makes it difficult to provide a conclusive
picture of 5-HT-ergic function in the VTA. It
will be important to shed further light on this
because of the therapeutic potential of 5-HT-
ergic receptors in brain disorders, including de-
pression and addiction.

PHYSIOLOGICAL CONSEQUENCES OF DA
RELEASED IN THE PFC

To understand the consequences of DA re-
leased from VTA DA neurons on PFC activ-
ity, it is necessary to review the physiology of
the PFC neurons. In vivo, the membrane po-
tential of PFC neurons oscillates between two
states: a down state, which is mainly deter-
mined by the intrinsic conductances of the
PFC neurons, and an up state, which repre-
sents a depolarized state from which the neu-
ron can fire action potentials (Figure 11.6).
The spontaneous transitions between up and
down states have been observed in vivo in
both anesthetized and nonanesthetized ani-
mals (Cowan & Wilson, 1994; Lewis &
O’Donnell, 2000; Steriade et al., 1993; Wil-
son & Groves, 1981).

What effect does DA, released by VTA DA
projection neurons, have on PFC neuronal ac-
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FIGURE 11.6. Cortical neurons oscillate between down states and up states, depending on the amount of the
excitatory stimulation. From O’Donnell (2003). Reprinted by permission of author.

tivity? DA D;- and D,-like receptors have been
detected on both PFC pyramidal neurons and
interneurons in rodents (Benes & Beretta,
2001). D,-like receptor mRNA and binding
sites exceed the signal measured for D, recep-
tors (Farde, Halldin, Stone-Elander, & Sedvall,
1987; Gaspar, Bloch, & Le Moine, 1995;
Goldman-Rakic, Lidow, Smiley, & Williams,
1992; Lidow, Goldman-Rakic, Gallager, &
Rakic, 1991). Primate studies have shown that
D,-like receptors are primarily located on the
dendritic spines and shafts of pyramidal neu-
rons, and on both dendrites and axon ter-
minals of GABA-ergic interneurons (Bergson,
Mirzljak, Lidow, Goldman-Rakic, & Levenson,
1995), indicating that the effects of DA on PFC
pyramidal neurons, via D, receptor activation,
are both direct, modulating the firing activity
of PFC neurons, and also indirect, tuning the
release of GABA onto them.

Intra-VTA stimulation, leading primarily to
DA release, might produce a variety of effects
on PFC neurons, depending on whether PFC
neurons are in the up or in the down state
(for a comprehensive review, see O’Donnell,
2003; Seamans & Yang, 2004). One hypothe-
sis is that DA D, receptor activation sustains
and stabilizes up states by activating NMDA
receptors, as well as yet unidentified ionic
conductances (Wang & O’Donnell, 2001). An
elegant study by Lewis and O’Donnell (2000)
showed that in vivo stimulation of VTA with
trains of pulses resembling VTA DA neuron
burst firing evoked a sustained depolarization
of PFC neurons that had very similar tempo-
ral and spatial features to an up state. Such
an effect was also observed with chemical ac-
tivation of VTA and was reduced by ad-

ministration of a D,; antagonist (Lewis &
O’Donnell, 2000).

The effect of D, receptor activation on the
activity of PFC neurons is less clear. In general,
the few reports available have pictured D, re-
ceptor activation as exerting an inhibitory ac-
tion onto PFC neurons (Cepeda et al., 1999).
However, D, receptors might act in concert
with D, receptors to facilitate PFC neuronal fir-
ing, similar to what has been observed in the
NAcc shell (Hopf, Cascini, Gordon, Diamond,
& Bonci, 2003).

Furthermore, in vivo data suggest that PFC
field potential oscillations—an indirect mea-
sure of synchronized up—down states among
groups of cortical PFC neurons—are sup-
pressed by inactivation of the VTA (Peters,
Barnhardt, & O’Donnell, 2004). Taken to-
gether, these data suggest that activation of the
VTA has two main consequences in the PFC:
promoting up states, and reducing weak and
incoherent synaptic inputs. As mentioned be-
fore, DA release during burst firing of VTA
neurons is significantly increased compared to
the amount of DA released during tonic activ-
ity, due to the supralinear relationship between
firing frequency and DA release (Bean & Roth,
1991; Gonon, 1988; Suaud-Chagny et al.,
1992). From a behavioral perspective, it is rea-
sonable to speculate that high DA levels in the
PFC during salient or novel stimuli sustain up
states to allow synchronized cortical neurons
to produce a specific behavioral output. In con-
clusion, it is likely that clusters of synchronized
PFC neurons represent the basic matrix that
encodes the expression of PFC-dependent be-
haviors, and that mesocortical DA plays an im-
portant role in this synchronicity.
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DA IN THE PFC:
FROM COGNITIVE FUNCTIONS TO SCHIZOPHRENIA

The PFC plays an important role in attention
processes, choice of appropriate responses,
spatial learning, temporal planning and se-
quencing of motor actions, planning of fu-
ture behaviors based on previously acquired
information, and working memory (Castner,
Goldman-Rakic, & Williams, 2004; Goldman-
Rakic, Castner, Svensson, Siever, & Williams,
2004). There is evidence that disruption of
DA receptor activity in the dorsolateral PFC
is associated with profound working memory
alterations, in agreement with evidence that
DA receptor malfunction underlies compara-
ble working memory deficits in schizophrenia
(Castner et al., 2004), originally called de-
mentia praecox (Kraepelin, 1909). This is
particularly important, since a working mem-
ory dysfunction is the most prominent cogni-
tive deficit observed in patients with schizo-
phrenia (Park, Puschel, Sauter, Rentsch, &
Hell, 1999), and it has proven to be a very
important predictive measure for relapse and
prognosis in patients with schizophrenia
(Green, 1996; Liddle, 2000; Lysaker, Bell,
Bioty, & Zito, 1996; McGurk & Meltzer,
2000; Meltzer, Park, & Kessler, 1999; Sevy &
Davidson, 1995). The original hypothesis that
correlated DA receptor dysfunction to the
deficit in working memory observed in pa-
tients with schizophrenia came from the fact
that DA receptor antagonists alleviate some
of the symptoms that these patients experi-
ence (Seeman, 2002), whereas elevated DA
levels increase positive symptoms of schiz-
ophrenia (Angrist, Peselow, Rubinstein, Wol-
kin, & Rotrosen, 1985). Studies have pro-
vided evidence that D; rather than D,
receptors in the PFC are the most promising
target in the treatment of PFC-dependent
cognitive dysfunctions (Abi-Dargham et al.,
2002; Arnsten, Cai, Murphy, & Goldman-
Rakic, 1994; Castner, Williams, & Goldman-
Rakic, 2000; Sawaguchi & Goldman-Rakic,
1991; reviewed in Castner et al., 2004).

DA IN THE PFC AND ADDICTIVE BEHAVIORS

Although the PFC has not been studied as ex-
tensively as other regions of the brain, such as
the VTA and Nacc, in relation to addictive be-
haviors, there is evidence that the PFC is in-

volved in mediating some aspects of drug ad-
diction. As described below, confusion over the
precise role of the PFC arises from the fact that
distinct drugs of abuse have different or no ef-
fects on a range of addictive behaviors when di-
rectly injected into the PFC.

Human studies support a role for the PFC in
addictive behaviors. fMRI studies in humans
have shown that the mPFC is activated by co-
caine (Breiter et al., 1996) and during cocaine
withdrawal (Volkow et al.,, 1991; Volkow,
Ding, Fowler, & Wang, 1996) and cocaine
craving (Childress, McElgin, Mozley, Reveich,
& O’Brien, 1996; Childress, Mozley, Fitzger-
ald, Reivich, & O’Brien, 1999; Grant et al.,
1996; Maas et al., 1998). Addictive behaviors
have been modeled in animal studies by re-
searchers in an attempt to understand the role
of DA in the PFC in modulating such behav-
iors. Among popular animal models of addic-
tion, we mention conditioned place preference
(CPP), drug self-administration, and intracra-
nial self-stimulation (ICSS).

To teach a rodent to learn CPP, drugs are
paired with a specific environment, usually one
that is abundant in visual or auditory stimuli,
while a control (e.g., saline exposure) is paired
with a different environment and a different set
of sensory cues. There is evidence that intra-
PFC injections of cocaine, but not other drugs
of abuse such as amphetamine and morphine,
induce CPP (Bals-Kubik, Ableitner, Herz, &
Shippenberg, 1993; Carr & White, 1986;
Hemby, Jones, Justice, & Neill, 1990;
Olmstead & Franklin, 1997), whereas the op-
posite is true when the same drugs are injected
into the NAcc (Hemby, Jones, Justice, & Neill,
1992; Olmstead & Franklin, 1997; Van der
Kooy, Mucha, O’Shaughnessy, & Bucenieks,
1982; White, Messier, & Carr, 1985). There is
still confusion over whether these effects in the
PFC are DA-dependent (Hemby, Jones, Neill,
& Justice, 1992). Along the same lines, rodents
can learn to self-administer drugs directly into
discrete brain areas, including the VTA and
NAcc. There is evidence that cocaine and
DA, but not other drugs of abuse, are self-
administered into the PFC, and such an effect is
abolished by a specific D, antagonist (Goeders
& Smith, 1983, 1986, 1993). Interestingly,
D, receptor antagonists do not inhibit cocaine
and DA self-administration, suggesting two
possibilities: D, but not D, receptors modulate
this behavior, or D, receptors might be neces-
sary but not sufficient to modulate it.
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ICSS is performed by the animal after the op-
erator implants a stimulating electrode into a
specific brain area. If the rodent experiences
the stimulation as rewarding, it will learn
a simple behavior such as lever-pressing to
achieve the stimulation. Several studies have
shown that ICSS via electrodes implanted into
the PFC is performed by rodents (Routtenberg
& Sloan, 1972; for review, see Tzschentke,
2001). However, as for other addictive behav-
iors, the role of DA in sustaining ICSS of PFC is
only partially understood.

Interestingly, bidirectional modifications of
DA activity in the PFC underlie temporally dis-
crete aspects of addictive behaviors. For exam-
ple, a decrease in PFC DA-ergic activity has
been described in rats predisposed to rapid ac-
quisition of amphetamine self-administration,
whereas the opposite has been observed in the
NAcc (Piazza et al., 1991; Piazza & Le Moal,
1996).  Interestingly,  spontaneous  and
naloxone-precipitated withdrawal from mor-
phine increase significantly DA levels in the
mPFC (Bassareo, Tanda, & Di Chiara, 1995)
but decrease it in the NAcc (Hildebrand,
Nomikos, Hertel, Schilstrom, & Svensson,
1998).

In general, there seem to be consensus on
the hypothesis that chronic exposure to drugs
of abuse results in deficits in behaviors exe-
cuted by the mPFC (Jentsch & Taylor, 1999;
Tzschentke, 2001). In particular, such cognitive
deficits would express themselves as inappro-
priate responses following exposure to the
drugs of abuse, so that both conditioned and
unconditioned responses might trigger a se-
quence of events leading to drug taking, with
the subject losing the ability to inhibit such
impulsive behaviors (Tzschentke, 2001). Hu-
man studies have revealed that decision making
and attention levels can be impaired in chronic
drug abusers (Jentsch & Roth, 1999; McKetin
& Mattick, 1998; O’Malley, Adamse, Heaton,
& Gawin, 1992; Rogers et al., 1999; Rosselli
& Ardila, 1996).

SUMMARY AND CONCLUSIONS

Our idea of DA as being merely a “reward”
molecule has evolved over the past 10 years. It
is now clear that DA is a major player in a se-
ries of attention-dependent and cognitive tasks,
and DA might more accurately be described as
a “learning” molecule. Through this brief over-

view of the anatomy and physiology of the
mesocortical system, we hope to convey to the
reader one simple take-home message: DA
plays a role in a wide variety of physiological
and pathological behaviors, but we are still far
from having a complete understanding of how
DA modulates such behaviors.

This incomplete understanding cannot be at-
tributed to an inattention to DA-ergic function:
On January 1, 2005, the word “dopamine”
yielded about 92,000 results on PubMed. More
than 30 years of multidisciplinary research into
DA-ergic function and dysfunction has indeed
generated an enormous amount of information
about mesocortical and other DA pathways. In
our opinion, the following priority questions
regarding mesocortical pathways need to be in-
vestigated in future studies:

1. What is the precise localization and func-
tional significance of DA receptor subtypes
in the VTA and PFC? DA receptor agonist
and antagonists are still far from selective
for one subtype of DA receptor, which has
made this difficult to address unequivocally.

2. What are the patterns of dopamine release
in the PFC under different states of DA
neuronal activity?

3. How do the normal physiological patterns
of activity of DA neurons, and associated
patterns of DA release, relate to behavior?
Many physiological effects of DA have been
described, but others are still in need of fur-
ther study, and the relationship of these ef-
fects to behavior needs to be established.

4. What is the complete sequence of events in
mesocortical pathways that underlie key be-
haviors that involve DA? DA plays different
roles in modulating behaviors depending on
the time point, for example, induction ver-
sus expression and consolidation of a given
behavior, and the pictures are incomplete.

A better understanding of these issues will
provide a sound basis for evaluating the mech-
anisms contributing to mesocortical disease
states, and for designing novel approaches to
manage and treat these disorders.
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CHAPTER 12

Structural Imaging of the Frontal Lobes

Howard Rosen
David Dean

The last 30 years have seen a revolution in our
ability to examine noninvasively examine the
structure of the living human brain. With the
advent of computed tomography (CT) scan-
ning in the mid-1970s, researchers working
with humans acquired the ability to correlate
immediately clinical abnormalities and the lo-
cation of lesions in the brain. Subsequent years
have seen the development of newer, more
sensitive methods of visualizing the brain’s
structure, along with increasingly efficient and
sophisticated approaches for analysis. These
changes have led to major advances in the diag-
nosis of neurological disease and in our under-
standing of brain function, including the func-
tions of the frontal lobes. Our goal in this
chapter is to review briefly the methods of ex-
amining brain structure and to introduce the
reader to some of the relevant terminology.
Rather than focusing on the many specific re-
search findings regarding the frontal lobes, we
place a particular emphasis on the various tech-
niques used to analyze structural imaging data,
including their strengths and weaknesses, and
provide examples of the ways they have been
used to study the frontal lobes.

IMAGING MODALITIES

The two most common methods for structural
brain imaging are CT scanning and magnetic
resonance imaging (MRI). The physics behind
these methods are beyond the scope of this
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chapter. Straightforward explanations for non-
physicists are available (Greenberg & Adams,
1999; Horowitz, 1995). Here, we briefly dis-
cuss these methods in terms of their relative
strengths and weaknesses.

Magnetic Resonance Imaging

Most structural imaging used for research to-
day is obtained using MRI, which produces
brain images using strong magnetic fields and
radio frequencies. MR images can be obtained
at very high resolution, now below 1 mm. This,
combined with the signal characteristics in dif-
ferent tissues, allows MRI to differentiate be-
tween tissue types in the brain, such as gray
matter and white matter. MRI is also very sen-
sitive to even very small brain lesions, which
are associated with edema (accumulation of
water). While most current MRI is performed
using 1.5 T (tesla) magnets, newer machines
using 3 T and 4 T magnets are now in use at
many centers, and magnets of even higher field
strength are beginning to be used. With higher
field strength comes better signal to noise ratio
and higher resolution, although such images
are also more susceptible to artifacts induced
by the idiosyncrasies and variations in tissue
content in the human body. Figure 12.1 depicts
these types of susceptibility artifacts. In this
case, the images are from a 1.5 T scanner us-
ing a magnetization-prepared rapid gradient
echo (MP-RAGE) and echo-planar imaging se-
quence. In addition to field strength, advances



FIGURE 12.1. Orthogonal views of MRIs obtained from the same individual with T1-weighted (top) and
EPI (echo-planar imaging; bottom) sequences. The crosshairs are on the same location in the head in
both images. Magnetic susceptibility artifacts are exaggerated in the EPI image, so that clearly present
brain regions on the T1 image are not seen on the EPI image. Courtesy of Simona Brambati, University of
California, San Francisco.
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in MRI acquisition techniques allow MRI to be
sensitive to blood flow in large vessels (Wetzel
& Bongartz, 1999), perfusion of small vessels
(Cha, 2003; Detre et al., 1994), cerebrospinal
fluid (CSF) flow (Levy, 1999), and diffusion of
water through brain tissue (Mori, 2002).

Computed Tomography

CT scanning involves the use of standard X-
rays to create images of the brain. Compared
with MRI, these images are usually lower in
resolution, less sensitive to lesions, and the con-
trast between gray matter and white matter is
relatively poor. However, CT scans are rela-
tively inexpensive and quick; a complete scan
can be obtained in 15 minutes. Because CT
scanning is an older, more commonly available
and less expensive technology than MRI, CT
scans are routinely available for almost any pa-
tient with neurological disease. CT scans are
also more sensitive to minerals in tissue (e.g.,
calcium or iron, which produce no signal on
MRI) and to the presence of recent bleeding.
CT scans are also safe for patients with metal
implants that could move or heat up in a mag-
netic field, and for patients with pacemakers
or other implanted physiological devices that
could malfunction.

SPECIFIC ANALYTIC APPROACHES
Case Series

The vast majority of structural imaging data in
the brain has come from associations between
lesion locations and behavior, ranging from
clinically observed abnormalities to impair-
ments documented on neuropsychological or
other directed testing. Many important obser-
vations on frontal lobe function have been
gleaned from single patients or small case se-
ries. For instance, the importance of the orbital
and ventromedial prefrontal regions in regula-
tion of emotion and social behavior was first
highlighted in the modern era by a single case
(Eslinger & Damasio, 1986), and subsequently
supported by small group studies of patients
with ventral frontal lesions (Hornak, Rolls, &
Wade, 1996; Saver & Damasio, 1991). Single
cases or small case series have also been re-
cently used to bolster arguments about the role
of the frontal lobes processes such as auto-
nomic functioning (Critchley et al., 2003), per-
formance monitoring (Swick & Turken, 2002),

self-conscious thought (Beer, Heerey, Keltner,
Scabini, & Knight, 2003), theory of mind
(Stone, Baron-Cohen, & Knight, 1998), and
working memory (Thompson-Schill et al.,
2002). Because these studies begin with a lesion
location and proceed to analyze the behavioral
consequences, these techniques have been re-
ferred to as “lesion-defined” (Bates et al.,

2003).

Lesion Overlap Methods

Many lesions are quite large and may encom-
pass several brain regions with different func-
tions; accordingly, they may be associated with
many behavioral deficits. Methods that overlap
lesion locations in groups of patients with be-
haviors of interest can refine the localization
for a behavioral deficit. Because these ap-
proaches start with a behavior of interest and
seek to localize the associated lesion, they have
been termed “behavior-defined” (Bates et al.,
2003). For example, Stuss and colleagues
(2000) recently used this method to supple-
ment a more basic lesion-behavioral analysis.
They examined performance on the Stroop test
in 51 patients whose lesion locations were clas-
sified as being in the right or left frontal regions
(or both), or in nonfrontal locations. This
“lesion-defined” component of their study re-
vealed that patients with frontal lesions were
slower at the Stroop test, and left frontal le-
sions produced more impairment than right
frontal lesions. To learn more, they used a tem-
plate that divided the frontal lobes into subre-
gions such as lateral, polar, and superior and
inferior medial regions. These templates were
superimposed on drawings of patients’ lesions
to classify each of these regions as involved or
uninvolved in each case. Using this “behavior-
defined” approach, they divided patients into
good and poor performers, and found that
poor performance on the incongruent condi-
tion of the Stroop task was specifically associ-
ated with bilateral superior medial and right
posteromedial frontal lesions, consistent with
the putative role of these regions in maintain-
ing consistent activation of the intended re-
sponse. Similar lesion overlap analyses using
templates have been done by other groups to
identify regions associated with autonomic
function (Tranel & Damasio, 1994), various
aspects of language (Kertesz, Harlock, &
Coates, 1979; Naeser et al., 1998), and com-
plex motor function (Kertesz & Ferro, 1984).
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By dividing the template into several a priori
discrete regions, these studies limited the im-
pact of variability across patients, because a le-
sion only had to affect one of the regions to a
prespecified degree to be counted, rather than
having to overlap precisely with other patients’
lesions in that region. Using regions of an a pri-
ori size and shape in a template limits the preci-
sion with which a behavior can be localized.
For example, a template that contains only a
lateral frontal region cannot discriminate the
effects of lesions affecting the superior versus
middle frontal gyrus. As the number of patients
in a study grows, the chances that multiple pa-
tients with a given behavior will have overlap-
ping lesions in smaller and smaller regions
grows as well. Thus, in large-enough studies,
lesions can be overlapped without reference to
any predefined regions of interest to localize
their behavior. Such studies would use tem-
plates without predefined regions of interest, as
depicted in Figure 12.2. The only limit on the
precision of this type of analysis is the image
resolution and the accuracy with which lesions
are represented. This type of approach has

FIGURE 12.2. Single “slice” from a brain template
used to represent lesion location in a standardized
way relative to normal brain structures. Here, a
perisylvian brain lesion is depicted. Courtesy of
Nina Dronkers, Center for Aphasia and Related
Disorders, VA Northern California Health Care
System, Martinez.

been used to define lesions associated with
various types of behavior, including speech
production deficits associated with insular le-
sions, by using paper templates (Dronkers,
1996) and collecting behaviors associated
with medial frontal lesions by using electronic
templates (Anderson, Damasio, & Damasio,
2005).

Typical template-based measures for lesion
analysis treat behavioral deficits in a binary
fashion, and do not make use of the fact that
some patients have more severe deficits in the
behavior than others. Bates and colleagues
(2003) have recently described a technique
called voxel-based lesion-symptom mapping
(VLSM), which involves digitizing lesion re-
constructions made on templates and analyzing
behavioral effects of lesion location at every
pixel. Behavioral scores for those with a lesion
at that pixel are compared with scores for pa-
tients with no lesions at that pixel to create a ¢
score. Pixels with significant # scores provide a
map of the regions that account for behavior.
This approach allows researchers to use the
whole range of values for continuous variables,
rather than relying on a designation of patients
as impaired or intact (Bates et al., 2003).
VLSM has been used to identify lesion loca-
tions in the left inferolateral frontal and left
middle and inferior temporal gyri (Baldo et al.,
2005) that account for performance on the
Wisconsin Card Sorting Task.

These examples illustrate how lesion—
behavior analyses have become increasingly so-
phisticated, allowing more refined localization
of the neuroanatomical underpinnings of spe-
cific cognitive or behavioral functions. These
advances have been paralleled by increasingly
sophisticated analyses of more subtle changes
seen in neurodegenerative, psychiatric, and ge-
netic disorders, as we describe below.

METHODS FOR ANALYZING ATROPHY

Clinical, pathological, and functional imaging
data have demonstrated that particular neuro-
degenerative processes, psychiatric disorders
and genetic disorders have proclivities for spe-
cific brain regions (Braak et al., 1999; Bunney,
Potkin, & Bunney, 1995; Drevets, 2000; Kuhl
et al.,, 1982; Mann & South, 1993; Mann,
South, Snowden, & Neary, 1993; Mayberg,
1994; Vonsattel et al., 1985). In contrast to le-
sions occurring from tumors and strokes,
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changes in the brain occurring with these types
of pathology are difficult to “localize” with the
naked eye, because these processes manifest
themselves in structural images mainly as brain
atrophy whose borders cannot be grossly ap-
preciated. Disease-related atrophy also can be
superimposed on age-related atrophy which
must be accounted for; however, quantification
of these changes has potential utility for diag-
nosis, and for following disease progression
and further delineating brain-behavior rela-
tionships. As with more focal lesions, many
approaches are available to quantify these
changes, each with its advantages and pitfalls.

Visual Ratings

Probably the simplest method of quantifying
brain atrophy involves visual ratings. These
methods are fast and flexible, in that they can
provide semiquantitative data on images in any
format (printed or digital) and may be applied
to any structure that can be seen. Typically, the
degree of atrophy is rated by one or two raters
on a semiquantitative scale (e.g., 0, no atrophy
to 3, severe atrophy). Methods of this type
have reasonable reliability and good corre-
lation with more quantitative assessments
(Fazekas et al.,, 2002; Wahlund, Julin,
Lindqvist, & Scheltens, 1999). These methods
have been used most commonly to study the
temporal lobes. Temporal rating scales have
been used in several studies to differentiate in-
dividuals with dementia from normal individu-
als (Wahlund et al., 1999) and to rate the sever-
ity of dementia (Galton et al., 2001). When
applied to the frontal lobes, these methods are
less reliable, but ratings done by a single indi-
vidual appear to be consistent (Scheltens,
Pasquier, Weerts, Barkhof, & Leys, 1997). At
least one study has used frontal visual ratings
from MRI to study patients with fronto-
temporal dementia (FTD; Rosso et al., 2001).

Although they are fast and require no special
software, visual rating scales have many pit-
falls. In regions where landmarks are difficult
to identify, reliability across raters can be dis-
appointing (Scheltens et al., 1997). The meth-
ods depend entirely on the skill and experience
of the raters and yield only ordinal, rather than
continuous, data, limiting their sensitivity to
subtle effects. They are also very sensitive to
the orientation and placement of the image
slices; a region sliced obliquely rather than per-
pendicularly looks larger.

Simple Linear Measures

Simple linear measures are a solution to an im-
portant problem associated with visual rating
methods, in that they provide truly quantitative
data. In most cases, easily identifiable land-
marks provide the basis of measurement,
which improves interrater reliability. To ac-
complish this, trained users identify two land-
marks in the brain, and the software (or a ruler,
or calipers on printed films) can be used calcu-
late the absolute distance between those two
points. This simple approach has been used ex-
tensively for the measurement of medial tem-
poral lobe (MTL) structures (Denihan, Wilson,
Cunningham, Coakley, & Lawlor, 2000;
Erkinjuntti et al., 1993; Frisoni et al., 1994,
1995; Frisoni, Beltramello, Geroldi, et al.,
1996; Frisoni, Beltramello, Weiss, et al., 1996;
Gao et al., 2003; Jobst, Smith, Barker, et al.,
1992; Jobst, Smith, Szatmari, et al. 1992
Pasquier, Bail, Lebert, Pruvo, & Petit, 1994;
Pasquier et al., 1997). As with visual ratings,
these techniques are sensitive to the orientation
of the image. If measurements are to be done
on printed images, the images need to be ac-
quired with a standard orientation and slicing,
because the hard copy CT scans cannot be re-
oriented after they are acquired. Recent studies
have successfully applied linear measurement
methods using calipers and printed images to
MRI scans (Frisoni, Beltramello, Weiss, et al.,
1996; Gao et al., 2003, 2004), with highly re-
producible results and minimal training re-
quired (Gao et al., 2003). Images available in
digital format can be manipulated and reori-
ented into a standard orientation for analysis.
Linear measurement methods for non-
temporal structures, including the frontal lobe,
have been established. Barr, Heinze, Dobben,
Valvassori, and Sugar (1978) defined a linear
measure called the “bicaudate index”, which is
defined as the ratio of the width of both lateral
ventricles at the level of the heads of the
caudate nuclei to the width of the brain at the
same level. This method was able to discrimi-
nate patients with Huntington’s disease from
patients with cerebral atrophy and normal
controls. Frisoni and colleagues (Frisoni,
Beltramello, Geroldi, et al., 1996; Frisoni,
Beltramello, Weiss, et al., 1996) have defined a
more comprehensive set of linear measures that
include the identification of three planes: the
bicommissural plane, the brainstem axis plane,
and the temporal lobe plane. Using these
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planes, they can make a set of eight linear mea-
surements: the bifrontal index (same as the
bicaudate index described earlier), interhemi-
spheric fissure width, interuncal distance, mini-
mum MTL width, hippocampal height, cranial
width, choroid fissure width, and temporal
horn width. Although this approach is compli-
cated, test—retest reliability for these measures
are high, and they have been useful in the diag-
nosis of Alzheimer’s disease (AD), as well as
detecting different patterns of regional brain
atrophy between patients with AD and FTD
(Frisoni, Beltramello, Geroldi, et al., 1996;
Frisoni, Beltramello, Weiss, et al., 1996).

The manual labor and computing resources
required for this approach are minimal, which
enables these measures to be made on very
large samples of subjects. In addition, these
measurements are not dependent on complex
algorithms and imaging software, making the
data comparable across research centers and
thereby enabling research centers to pool their
data into a common research study. For exam-
ple, Bosscher and Scheltens (2001) reviewed of
10 studies from 1992 to 2000 and were able to
compile data from a total of 450 patients with
AD and 515 control subjects. However, the
drawbacks of these simple measures are that
they provide a limited amount of information
and are not practical for whole-brain analyses.
Given the recent advances in computer technol-
ogy and comprehensive image analysis meth-
odologies, many promising options beyond lin-
ear measurements are currently available.

Volumetric Methods: Region-of-Interest Tracing

Manual tracing of a region of interest (ROI) to
obtain an absolute tissue volume is considered
to be the anatomical “gold standard” to which
other volumetric approaches are compared.
Like linear measurements, manual tracing of
ROIs is a conceptually straightforward and
easy approach to understand. Most commonly,
these methods measure volumes in specific re-
gions by assessing the surface area within that
region in each brain slice over successive slices
to create a volume. Typically, images are ana-
lyzed in digital format, so that all images are
usually digitally preprocessed to prepare them
for ROI tracing. To do this, raw MR images
must first be reoriented to a standard orienta-
tion and resampled, allowing regions to be as-
sessed from the same point of view in every in-
dividual. The most commonly used standard

space is the one defined by Talairach and
Tournoux (1988), originally created for stereo-
tactically based neurosurgery. The Talairach
grid is a coordinate system that places the brain
into a rectangular grid system anchored to
the location of the anterior commissure (AC),
the posterior commissure (PC), and the outer
boundaries of the brain (Talairach &
Tournoux, 1988). This system requires that im-
ages be spatially transformed and resampled,
so that the line connecting the anterior and
posterior commissures (AC-PC line) is aligned
horizontally and along the main horizontal
plane of the Talairach reference system, and the
interhemispheric fissure is aligned to match the
central vertical plane of this system. Usually,
the T1-weighted images are used for this pur-
pose, because they are highest in resolution.
Figure 12.3 shows a T1-weighted brain image
with the Talairach grid superimposed for refer-
ence. Frequently, a tissue classification algo-
rithm is then applied to generate a tissue-
classified image, or “segmented image,” which
allows the tracing algorithms to generate
tissue-specific volumes (e.g., gray matter and
white matter). Once the images are prepro-
cessed, a trained operator must go through the
image slice by slice, with an unambiguous defi-
nition of the ROI, and trace out the brain re-
gion on each two-dimensional (2D) slice.

Research groups have established protocols
for the parcellation of the cerebral cortex using
sulcal landmarks and anatomical conventions
(Caviness, Verne, & Meyer, 1996; Crespo-
Facorro et al., 1999, 2000b; Kim et al., 2000;
Rademacher, Galaburda, Kennedy, Filipek, &
Caviness, 1992). The primary consideration in
this process is to define regions that most accu-
rately reflect the underlying functional anat-
omy of the cortex. Cognitive neuroscientists
are interested in how brain functions map onto
the structure of the cortex, and therefore re-
quire precise and consistent ROI definitions.
Seminal work by Rademacher and colleagues
(1992) established a thorough parcellation pro-
tocol for the entire cerebral cortex, which re-
sulted in a total of 47 ROIs, 11 from the frontal
lobe, 16 from the temporal lobe, 7 from the pa-
rietal lobe, 6 from the occipital lobe, and 7
from medial paralimbic cortices. Subsequent
work has presented implementations of manu-
ally tracing these regions with the support of
computer software, along with reliability data
(Caviness et al., 1996; Crespo-Facorro et al.,
1999, 2000b; Kim et al., 2000).
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FIGURE 12.3. T1-weighted MRI in three orthogonal 2D views with Talairach grid superimposed. Heavier
grid lines indicate the grid boundaries aligned with specific points in the image to fit the grid onto the

brain.

ROI analyses have been done for practically
every patient population and for almost every
region of the cortex. For instance, regional vol-
umes in the prefrontal cortex have been corre-
lated with working memory performance in
aging and AD populations (Salat, Kaye, &
Janowsky 2001, 2002), and many groups have
used manual tracing to examine regional brain
volumes in schizophrenic populations (Bu-
chanan et al., 2004; Crespo-Facorro et al.,
2000; Gur et al., 2004; Gur, Turetsky, Bilker, &
Gur, 1999). Emotion comprehension deficits in
patients with FTD have been associated with
atrophy in the right amygdala and right orbito-
frontal cortex using these types of measure-
ments (Rosen, Perry, et al., 2002). These stud-
ies are among the many examples of how these
methods can be used to characterize specific
diseases and to enhance our understanding of
brain-behavior relationships.

Both image preprocessing and manual trac-
ing protocols have become efficient and user-
friendly through the use of software designed
specifically for these methods, much of which

is freely available. The image preprocessing
pipeline of reorientation, resampling, and seg-
mentation of the raw MR images has become
almost fully automated, minimizing the opera-
tor time required for these steps. And although
manual tracing is quite a laborious, time-
consuming endeavor, appropriate tracing soft-
ware can be very helpful with this task
(Magnotta et al., 2002). Programs that offer
the ability to visualize 2D slices in the three or-
thogonal planes (coronal, axial, and sagittal),
and a 3D rendering of the brain simultaneously
have been developed, greatly facilitating the
tracing process (Figure 12.4).

Despite the strengths of the manual tracing
approach, there are also some disadvantages. A
great amount of variability in sulcal patterns of
the cerebral cortex can make it difficult to iden-
tify landmarks reliably with a simple ROI defi-
nition. Thus, this approach demands the train-
ing of users and the establishment of interrater
and intrarater reliability. Users need to become
familiar with the tracing software and must
then learn to trace a brain region accurately ac-
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FIGURE 12.4. 2D coronal and axial sections through a T1-weighted MRI, and a 3D rendering of the surface
of the left hemisphere. The white tracings depict a partial ROI drawn around the left anterior cingulate

gyrus.

cording to a specific protocol. Therefore, in ad-
dition to potential reliability problems, this ap-
proach can be rather time-consuming and
labor-intensive. This approach initially de-
mands not only a significant amount of time to
train users but also the manual labor required
to perform slice-by-slice traces on numerous
MRIs.

Image Segmentation

Degenerative diseases are often considered to
affect primarily gray matter. However, evidence
emerging over the last few years has shown
that white matter changes can be quite prom-
inent in some neurodegenerative processes
(Dickson et al., 2002) and some developmental
processes (Barnea-Goraly et al., 2003; Kling-
berg et al., 2000). Thus, some research ques-
tions examining structural changes in the brain
benefit from assessment of white matter and
gray matter changes separately, which requires
generation of tissue-classified, or “segmented,”
images from the raw MR images, where each
voxel is labeled with a specific tissue type.
Though many computational algorithms have
been applied to solve and automate this pro-

cess, they typically require that the raw MR im-
ages be reoriented to a standard anatomical
space, such as the one defined by Talairach and
Tournoux (1988). As detailed below, segmenta-
tion algorithms can use T1, T2, and proton
density MR images to provide a better estimate
of local tissue types, requiring that they be
moved into the same space as, or “coreg-
istered” to, the T1 image. Placing the images
into standard space allows comparison of the
images to template images, so that the likely
locations of gray, white, and CSF pixels can
be incorporated into the classification algo-
rithm.

Once the raw MR images have been reori-
ented and coregistered, the resampled images
are then used to generate a segmented (tissue-
classified) image. First, samples from each of
the three tissue types (gray matter, white mat-
ter, and CSF) are identified on the coregistered
images. These tissue samples are then used as
“training classes” to generate a linear discrimi-
nant function, which is then used to classify the
remaining voxels in the image (Cohen et al.,
1992; Harris et al., 1999). Once the segmented
image is generated (Figure 12.5), it can be visu-
ally inspected to check for image quality.
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Segmented

FIGURE12.5. T1- and T2-weighted images, along with a segmented image that categorically designates pix-

els as gray matter, white matter, and CSE.

Alternative methods have been developed
that use a variety of computational techniques,
including automated training class selection
(Cocosco, Zijdenbos, & Evans, 2003; Harris
et al., 1999), expectation-maximization algo-
rithms (Schroeter, Vesin, Langenberger, &
Meuli, 1998; Van Leemput, Maes, Vander-
meulen, & Suetens, 1999b, 2003; Wells,
Grimson, Kikinis, & Jolesz, 1996), standard-
ized template images (Kamber, Shinghal, Col-
lins, Francis, & Evans, 1995; Van Leemput
et al., 1999a, 1999b, 2003; Warfield, Kaus,
Jolesz, & Kikinis, 2000), genetic algorithms
(Schroeter et al., 1998), Markov random fields
(Van Leemput et al., 1999a), and artificial neu-
ral networks (Zijdenbos, Forghani, & Evans,
2002).

Volumetric Methods: Semiautomated Approaches

To minimize the manual labor required for
measuring brain volumes, many research
groups have implemented semiautomated volu-
metric methods. By reducing the dependence
on human operators for tracing, this approach
is made quicker and less susceptible to prob-
lems of rater bias and rater drift (Tisserand,
Van Boxtel, Gronenschild, & Jolles, 2001;
Tisserand et al., 2002).

These techniques are critically dependent on
spatial transformation of images into standard-
ized space. Whereas ROI volumetric studies
use standardized views to help raters consis-
tently identify landmarks for tracing, semi-
automated methods are based on automatic
identification of ROIs based on their alignment
with the portion of the grid that represents that

ROI in the standard anatomical space. Again,
the most commonly used system is the
Talairach coordinate system. With this ap-
proach, ROIs are determined a priori by as-
signing each of the “Talairach boxes” in the
Talairach grid to one ROI or another. If a box
includes gray matter from two regions, one
possibility is to assign it to the region that con-
tributes the majority of the tissue to that box.
Another possibility would be to split the box
and have it contribute partially to both regions.
Figure 12.6 depicts a brain parcellated into
sublobar regions using this method.

The operator-dependent aspect of this ap-
proach consists of realigning the brains to the
Talairach grid. As described earlier, this re-
quires a trained operator to align the AC-PC
plane with the horizontal axis of the grid, and
to align the interhemispheric fissure with the
vertical axis. After reorienting the brain, the six
outer boundaries of the brain (anterior, poste-
rior, superior, inferior, left, and right) must also
be identified, either manually or automatically.
This enables the Talairach grid to be adapted to
each individual brain, thereby correcting for
differences in overall head size and shape.

Andreasen and colleagues (1994, 1996) have
presented a valid, reliable, and efficient proce-
dure for estimating regional brain volumes
based on the Talairach atlas. They defined 12
ROIs: the frontal lobe, temporal lobe, parietal
lobe, occipital lobe, as well as cerebellar and
subcortical regions on both the left and right
hemisphere. They supplemented the traditional
Talairach grid with additional boxes to include
the cerebellum and validated their methods by
showing that the volumes generated corre-
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FIGURE 12.6. Results of parcellation of the brain into sublobar volumes using the SABRE method. Courtesy
of Brian Levine, L. C. Campbell Cognitive Neurology Research Unit, Sunnybrook and Women’s, Univer-

sity of Toronto.

spond with the “gold standard” of manually
traced volumes. Other research groups have
continued to develop this methodology, most
notably by delineating subregions within the
frontal lobe and prefrontal cortex (Dade et al.,
2004; Kovacevic et al., 2002; Tisserand et al.,
2001, 2002).

This approach has been successfully applied
to schizophrenia (Andreasen et al., 1994,
Quarantelli et al., 2002), pediatric populations
(Kaplan et al.,, 1997), aging populations
(Goldszal et al., 1998; Resnick et al., 2000;
Tisserand et al., 2001, 2002), and dementia
(Kovacevic et al., 2002). Andreasen and col-
leagues (1994) showed a relative decrease in
brain tissue volume in the frontal lobes of pa-
tients with schizophrenia. Tisserand and col-
leagues (2001) produced volumes indicating
that the medial prefrontal and dorsolateral pre-
frontal cortices are more profoundly affected
by the aging process than the orbitoprefrontal
cortex. They also presented data consistent
with previous literature that reductions in total
brain volume and prefrontal volumes, but not
cerebellar volumes, are associated with advanc-
ing age (Tisserand et al., 2001).

However, despite the strengths of this ap-
proach, a major disadvantage is that it may be
too crude for smaller brain regions, such as the
caudate nucleus or subregions of the prefrontal
cortex (Goldszal et al., 1998; Kaplan et al.,

1997; Resnick et al., 2000; Tisserand et al.,
2002). Ultimately, when comparing these
semiautomated methods with manual tracing,
there is a trade-off of accuracy for time and la-
bor. Manual tracing requires that raters be
trained to have a good understanding of
neuroanatomy; then inter- and intrarater reli-
ability must be established. When deciding
among volumetrics methods, one must balance
the accuracy that comes with manual tracing
against the speed with which data can be pro-
cessed. For a reasonably large ROI in a large
data set comprising many brains, a semiauto-
mated approach may be a better option.

Morphometric Methods
Voxel-Based Morphometry

Despite their accuracy and simplicity, volumet-
ric methods have limitations. In addition to be-
ing labor-intensive, volumetric approaches
constrain the potential for anatomical findings.
In large ROIs, which are only represented by a
single number (e.g., left frontal gray matter vol-
ume), potential effects in only a portion of the
region may be diluted by the lack of effect in
other parts. In addition, because they are time-
consuming, ROI analyses often do not encom-
pass the whole brain, so that potential effects
outside the ROI can be missed. Morphometric
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approaches address these issues, in that they al-
low the analysis of effects across the entire
brain at a very high resolution. In addition,
they are accomplished almost entirely by com-
puter algorithms, making them relatively im-
mune to problems of inter- and intrarater vari-
ability.

One of the earliest morphometric methods
to receive extensive use was voxel-based
morphometry (VBM). The technique is concep-
tually simple and provides a good model from
which to understand other morphometric tech-
niques. Figure 12.7 depicts the steps necessary
to perform VBM. The technique begins with
spatial transformation of each subject’s brain
into a standard anatomical space, either
Talairach space or a similar reference system.
This allows the assumption that changes in a
particular voxel (volume element—a pixel in
three dimensions) in the analysis space corre-
sponds to a particular anatomical structure.
Spatial transformation proceeds through an
initial gross transformation, where the subject’s
brain is moved into the location of a target
brain and resized to that target’s rough size and
shape (as described earlier for the Talairach
transformation). The first steps of this transfor-

Original T1 Normalized T1

Normalized White

SPATIAL TRANSFORMATION

Target Image

SEGMENTATION

Normalized Gray

N

mation are linear (all changes are applied uni-
formly across the brain in that dimension) and
are said to represent an affine transformation
(usually consisting of 12 parameters: transla-
tion, rotation, resizing, and shear correction in
three dimensions each). The affine transforma-
tion is often followed by more detailed fitting
of local structure in the subject’s brain to the
target brain. Because these may affect some
parts of the brain more than others (say, the
right frontal lobe more than the left), this com-
ponent of spatial transformation is nonlinear.
In VBM, a key methodological point is to allow
a rough transformation of a subject’s brain into
the target space, but not to allow such a highly
detailed transformation that all the effects of
interest (e.g., disease-related atrophy) are cor-
rected.

Spatial transformation is followed by seg-
mentation of the subject’s image into gray,
white, and CSF compartments (the principles
of which were described earlier). Most com-
monly, the gray matter image, which is a high
contrast image depicting gray matter structures
and the empty space around them, is used. The
gray matter image is then smoothed with an
image filter, which averages the value at each
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FIGURE 12.7. Preprocessing steps required to perform basic VBM. For simplicity, some details are omitted.
Text in boxes represent processing steps, whereas nonboxed text is used to label images produced by the

process.
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voxel with the values at voxels immediately
around it. The distance is defined by the size of
the filter, with 12 mm being a common size. In
the smoothed image, voxels that previously
had high intensities, indicating that they were
all gray matter, now have lower intensities, par-
ticularly if they were surrounded by many low-
intensity pixels. This is more common in re-
gions of brain atrophy. These smoothed images
are then entered into an analysis to look
for effects of interest. In the most commonly
used program, Statistical Parametric Mapping
(SPM) (www.fil.ion.ucl.ac.uk/spm), each voxel
in the image is treated as a dependent variable
in a linear regression analysis, with subject
variables such as disease state, or cognitive or
behavioral features, as independent variables.
Contrasts of interest can be specified to find the
voxels significantly associated with the behav-
ioral feature of interest. The result is that ef-
fects can be detected anywhere in the brain,
with the lower limit of resolution being deter-
mined by the image resolution and the size of
the smoothing filter. Since this is being done
with hundreds of voxels across the brain, it is
necessary to correct the p values to account for
this, by using an estimate of the number of
comparisons based the image resolution and
filter size.

VBM has been used to examine structural
abnormalities associated with normal aging
(Good et al., 2001), as well as many neurologi-
cal and psychiatric disorders characterized by
frontal dysfunction, including AD (Boxer et al.,
2003; Testa et al., 2004), FTD (Boccardi et al.,
2005; Rosen, Gorno-Tempini, et al., 2002),
progressive supranuclear palsy (Price et al.,
2004), corticobasal degeneration (Grossman et
al., 2004), Huntington’s disease (Kassubek,
Juengling, Ecker, & Landwehrmeyer, 2004),
schizophrenia (Giuliani, Calhoun, Pearlson,
Francis, & Buchanan, 2005), bipolar disorder
(Adler, Levine, DelBello, & Strakowski, 2005)
and autism (Abell et al., 1999). Most of these
studies have compared the group of interest
with age-matched healthy controls to reveal re-
gions of atrophy associated with the condition
being studied. Figure 12.8 gives an example of
VBM findings in several neurodegenerative
syndromes. More recently, researchers have be-
gun to examine regional structural changes as-
sociated with specific behavioral features using
VBM. For example, Grossman and colleagues
(2004) examined the neuroanatomical corre-
lates of naming difficulties in patients with

neurodegenerative disease and has shown that
naming deficits are correlated with decreased
tissue content in distinct but overlapping brain
regions in patients with neurodegenerative dis-
ease. Rosen and colleagues (2005) recently ex-
amined the neuroanatomical correlates of be-
havioral disorders in dementia and showed
that different types of behavioral abnormalities
are associated with different regions of tissue
loss in the medial prefrontal cortex. Tissue loss
was best correlated with disinhibition in the
subgenual cingulate cortex, with apathy in the
ventromedial superior frontal gyrus, and with
aberrant motor behavior in the dorsal anterior
cingulate cortex and adjacent supplementary
motor area (see Figure 12.9). These data are
consistent with existing ideas about the ventral
and medial frontal regions having important
emotional functions, and the more dorsal me-
dial frontal regions having cognitive and
motoric functions (Vogt, Berger, & Derbyshire,
2003). In the case of apathy and disinhibition,
both regions might have been included in a
ventromedial frontal ROI in a different study,
obscuring the fact that these regions have dif-
ferent behavioral associations.

VBM represents an important advance in
structural imaging analysis, because it can
identify regional associations in any part of the
brain without a priori assumptions, and it is
quick and relatively uninfluenced by operator
bias. The price one pays for this is that the per-
formance of so many comparisons across the
entire brain requires a high statistical threshold
to consider the results significant. If one has a
priori assumptions about the regions that may
be involved with a particular assumption, they
can be combined with a morphometric analy-
sis to limit the multiple-comparisons problem
(Vogt et al., 2003). VBM has also been criti-
cized on methodological grounds, because it
does not differentiate between tissue that has
disappeared and tissue that has moved out of
place because of tissue loss in other brain re-
gions (Bookstein, 2001). This may particularly
be a problem with periventricular structures,
such as the caudate nucleus and thalamus.
Thus, findings in which this could be a factor
should be cautiously interpreted.

Deformation-Based Morphometry

VBM is based on a rough transformation of a
subject’s brain into a target space, which can
be particularly problematic if white matter
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Non-FTD syndromes share atrophy with FTD
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Z/ﬁ p < 0.05, corrected for multiple comparisons

FIGURE 12.8. Maps of statistically significant differences resulting from the comparison of structural im-
ages in different dementia syndromes with control images. Patterns of frontal involvement differ accord-
ing to the clinical syndrome, with FTD particularly affecting medial and lateral frontal regions, AD af-
fecting the lateral frontal regions and parietal, and PA affecting mainly the left lateral frontoparietal
(perisylvian) region. FTD, frontotemporal dementia; SD, semantic dementia; AD, Alzheimer’s disease;
PA, progressive nonfluent aphasia.
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FIGURE 12.9. Maps of statistically significant correlations between brain tissue loss and behavioral dys-
function. Regions representing a main effect were significant across patients with several types of demen-
tia syndromes, whereas regions indicated as “FTD/SD only” showed the correlation specifically in this
subgroup. FTD, frontotemporal dementia; SD, semantic dementia.
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volume loss causes changes in the location of
overlying gray matter. Newer methods, such
as deformation-based morphometry (DBM),
are available due to increased computational
power. DBM allows a much more precise trans-
formation of a subject’s brain into a target
space by using millions of parameters in the
nonlinear phase, rather than the hundreds used
in VBM. These methods give rise to a voxel-by-
voxel map, called a Jacobian matrix, of the
transformation parameters that were required
to morph a subject’s brain to match a brain
template. The Jacobian matrix contains an in-
direct but precise record of the original brain’s
shape and size. Researchers who use DBM per-
form these high-dimensional warps on the sub-
ject images using a common target space, and
then use the Jacobian matrices to identify tissue
changes that correlate with features of interest.

DBM is computationally demanding and re-
quires several hours to process a brain; there-
fore, this method has been used less commonly
to study structural changes in clinical popula-
tions. Recently, it has been used to track the
progress longitudinally of cerebral atrophy in
patients with AD (Janke et al., 2001), and to
study the patterns of atrophy in semantic
dementia (Studholme, Cardenas, Blumenfeld,
et al., 2004), progressive supranuclear palsy
(Paviour et al., 2004), and schizophrenia
(Gaser, Volz, Kiebel, Richemann, & Sauer,
1999). Using DBM to compare 20 patients
with semantic dementia with 20 control sub-
jects, Studholme and colleagues (Studholme,
Cardenas, Blumenfeld, et al., 2004; Studholme,
Cardenas, Song, et al., 2004) demonstrated
that patients with semantic dementia had sig-
nificant tissue contraction in the left temporal
pole, as well as the hippocampus, occipito-
temporal gyrus, and parahippocampal gyrus
(Studholme, Cardenas, Blumenfeld, et al.,
2004; Studholme, Cadenas, Song, et al., 2004).
This finding is consistent with our understand-
ing that regions of the left hemisphere, particu-
larly in the temporal lobe, are involved with
language functions. Gaser and colleagues
(1999) demonstrated the effectiveness of DBM
by performing a whole-brain analysis on a set
of scans obtained from 835 patients with schizo-
phrenia and 75 healthy controls. By analyzing
the deformation fields produced by a nonlinear
registration process, they observed that the pa-
tients with schizophrenia had significantly re-
duced tissue volumes in the thalamus and supe-
rior temporal gyrus bilaterally, as well as the

left superior frontal gyrus, left precentral gyrus,
and right middle frontal gyrus (Gaser et al.,
1999).

These examples demonstrate how DBM can
be useful for identifying patterns of tissue loss
that are characteristic of various neurological
diseases. Since the warps performed in DBM
are much more detailed, they can more accu-
rately differentiate changes occurring in white
matter from those in gray matter. DBM, like
VBM, is also attractive because it is a fully au-
tomated technique that is insensitive to user
bias, and does not require predefined ROIs.
Ultimately, these methods may provide a more
refined view of subtle differences in brain anat-
omy and will likely gain popularity as in-
creased computer power becomes more widely
available.

In addition to computational demands, the
attempt to match precisely every feature in a
given brain to a target brain gives rise to ques-
tions of validity, because the variation among
individuals’ minor sulci is considerable. Al-
though any brain can be arbitrarily reshaped to
match any other brain, there is no way to be
certain that the histologically defined Brod-
mann’s areas have been perfectly aligned. This
problem establishes a limit of accuracy that
must be considered with any analysis based on
gross structure.

Boundary-Shift Integral

A third morphometric technique that has be-
come popular in structural imaging, the
boundary-shift integral (BSI), is a quantitative
measure of brain atrophy used to evaluate lon-
gitudinal changes in an individual subject. This
technique is based on precise coregistration of
images collected over time, so that subtle
changes in anatomical boundaries can be quan-
tified. The great benefit offered by BSI is that
the problem of anatomical variability among
individuals is avoided, because each subject is
used as his or her own control.

This technique is based on the identification
of tissue surfaces (or boundaries) from the
signal intensities in the image (Fox &
Freeborough, 1997; Freeborough & Fox,
1997). The BSI calculates how much the sur-
face of a given cerebral structure has moved
over time. The movement of the structure’s sur-
face can be summated in three dimensions to
provide a direct measure of volume change.
This measure of cerebral volume loss has been
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shown to correlate strongly with clinical mea-
sures of cognitive decline in patients with AD
(Fox, Scahill, Crum, & Rossor, 1999). The use
of robust longitudinal measures such as the BSI
can help neuroscientists detect the onset of
neurodegenerative disease, track the disease
progression, as well as help to differentiate var-
ious forms of dementia from each other and
from normal aging. Many studies have shown
that this technique can be used to differentiate
reliably between patients with AD and normal
controls based on global and regional atrophy
rates (Barnes et al., 2004; Ezekiel et al., 2004;
Fox & Freeborough 1997; Fox, Freeborough,
& Rossor, 1996; O’Brien et al., 2001; Rusinek
et al., 2003; Schott et al., 2003, 2005). The BSI
has also been utilized to track patterns of cere-
bral atrophy in patients with frontotemporal
lobar degeneration (Janssen et al., 2005). As
potential treatments become available for pa-
tients with dementia, BSI may be a robust and
reliable measure of their efficacy (Fox,
Cousens, Scahill, Harvey, & Rossor, 2000;
Schott et al., 2005).

STRUCTURAL IMAGING OF WHITE MATTER

Measurement of White Matter
Signal Hyperintensity

In addition to examining and measuring gray
matter changes, recent advances have been
made in the imaging of white matter changes.
For example, white matter hyperintensities

(WMHs) are abnormalities usually identified
on T2-weighted MRIs (Figure 12.10) and asso-
ciated with cognitive impairment, and to some
degree, vascular disease (DeCarli et al., 1995;
DeCarli, Fletcher, et al., 2005; de Groot et al.,
2000, 2001; Hachinski, Potter, & Merskey,
1987; Longstreth et al., 1996; Ylikoski et al.,
1993). Although the etiology of these WMHs is
still somewhat uncertain, much evidence sug-
gests an ischemic mechanism of pathology,
which is supported by the presence of vascular
fibrosis and lipohyalinosis in postmortem tis-
sue (DeCarli, Fletcher, et al., 2005). However,
there is also evidence of demyelination, possi-
bly caused by arterial changes and breakdown
of the ventricular lining, as the primary cause
of these signal abnormalities (Fazekas et al.,
1993; Scheltens et al., 1995). Despite this un-
certainty, it has been well established that the
development of WMHs is significantly associ-
ated with advancing age. In addition, WMHs
have been associated with a history of stroke,
hypertension, diabetes, ischemic heart disease,
and claudication (Kertesz et al., 1988; Streifler
et al., 2003).

Similar to volumetric methods developed for
examining gray matter, Meyer and colleagues
(1999) have established a comprehensive pro-
tocol for the parcellation of cerebral white mat-
ter using MRI. This protocol divides the major
white matter tracts of the human brain into
three main compartments: outer radiate fibers,
intermediate sagittal fibers, and deep bridging
fibers. These three compartments are further

FIGURE 12.10. T1- and T2-weighted images in a patient with a moderate-to-severe degree of subcortical

white matter signal hyperintensity.
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subdivided to enable the measurement of spe-
cific white matter tracts. Methods of this type
have been used to determine which axonal sys-
tems are critical for particular cognitive and
behavioral functions. For example, WMH in
the dorsolateral prefrontal cortex (DLPFC)
have been shown to be significantly more com-
mon in late-life depression—a finding with spe-
cific implications for the understanding and
treatment of depression in elderly populations
(Thomas et al., 2003). Increasingly sophisti-
cated approaches to measurement of WMH al-
low a better understanding of the etiology of
these changes. For instance, automated analy-
sis of WMH location on a voxel-by-voxel basis
has revealed new information about the pat-
terns of WMH. Many researchers make a dis-
tinction between two types of WMH: peri-
ventricular (PVWMH) and deep (DWMH),
based on anatomical location. However,
DeCarli, Massaro, and colleagues (2005) sug-
gest that these categorical distinctions are arbi-
trary, and instead support the notion of a “sin-
gle vascular watershed area that extends from
the CSF ventricular surface to the central white
matter” (DeCarli, Fletcher, et al., 2005, p. 54).
Ultimately, when examining frontal lobe func-
tion, particularly in elderly populations, one
must consider white matter changes that may
be contributing to cognitive and behavioral
deficits.

Diffusion Tensor Imaging

Advanced imaging technologies, such as diffu-
sion tensor imaging (DTI), are currently being
developed to enhance our ability to examine
and quantify white matter changes. DTI is a
type of image that can be acquired with an MR
scanner, but it is characteristically different
than typical MR sequences, in which the
strength of the magnetic field (B,) is kept as ho-
mogenous as possible. Any signal inhomo-
geneity that exists during image acquisition
must be corrected for during image preprocess-
ing, because the received signal intensity is
directly proportional to the magnetic field
strength. However, with DTI, a magnetic field
gradient is purposefully introduced. This field
gradient can be controlled and allows research-
ers to make diffusion measurements (Mori,
2002).

The key to understanding how DTI works
lies in the distinction between isotropic and
anisotropic diffusion. Isotropic diffusion refers

to the state in which molecules are diffusing
equally in all directions. Anisotropic diffusion,
on the other hand, refers to the state in which
molecules are diffusing more in a particular
direction than in other directions. This aniso-
tropic diffusion, in which there is coherent mo-
lecular motion, can also be called “flow.”
Anisotropic diffusion and isotropic diffusion
have different effects on the MR signal, which
enables diffusion measurements to be acquired.
In certain biological structures, such as muscle
or axonal fibers, there is an ordered arrange-
ment of cells that causes the diffusion of water
to be significantly greater along the axis of
those fibers. In healthy white matter, there
tends to be an extensive number of neuronal
axons, all traveling in the same direction,
which means that this tissue will have a high
degree of anisotropic diffusion in a particular
direction (Basser, Mattiello, & LeBihan, 1994;
Beaulieu & Allen, 1994; Henkelman, Stanisz,
Kim, & Bronskill, 1994; Makris et al., 1997
Moseley et al., 1990; Pierpaoli, Jezzard, Basser,
Barnett, & Di Chiro, 1996; Ulug & van Zijl,
1999). Therefore, diffusion measurements can
provide information concerning the type of
matter present in a given voxel, as well as its
orientation.

Thus, DTI is a valuable technology for the
study of white matter. Information concerning
the orientation of tissue is unique to DTI and
enables the 3D reconstruction of white matter
tracts in the brain. DTT has been used to visual-
ize several cortical association tracts, includ-
ing the anterior (ATR) and posterior (PTR)
thalamic radiations, and the uncinate (UNC),
superior longitudinal (SLF), inferior longitudi-
nal (ILF), and inferior frontal-occipital (IFO)
fasciculi; these findings showed good qualita-
tive agreement with anatomical knowledge of
these structures (Mori, Kaufmann, et al.,
2002). Figure 12.11 depicts the identification
of the SLF with these methods. The effects of
disease processes on white matter tracts can be
examined with DTI, and has been done so with
cases of birth defects, developmental disorders,
brain tumors, and chronic stroke (Mori,
Fredericksen, et al., 2002; Pierpaoli et al.,
2001; Werring et al., 2000; Wieshmann et al.,
2000). A recent study involving elderly subjects
found that depression correlated significantly
with lower fractional anisotropy values in the
right superior frontal gyrus, even after control-
ling for age, sex, hypertension, and heart dis-
ease (Taylor et al., 2004).
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FIGURE 12.11. Depiction of the superior longitudi-
nal fasciculus using DTI-based white matter fiber
tracking. Courtesy of Roland Henry, Department
of Radiology, University of California, San Fran-
cisco.

DTI, like all MRI technologies, is non-
invasive and provides a unique ability to visual-
ize neuronal projections that connect various
regions of the brain. DTI can be a vital imaging
tool for understanding the complex functional
connectivity of the healthy human brain, as
well as various disease processes that impact
these connections. Current limitations of DTI
are that the raw images used to perform DTI
analysis are low-resolution and prone to arti-
facts (Mori, 2002).
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CHAPTER 13

Unifying Prefrontal Cortex Function

EXECUTIVE CONTROL, NEURAL NETWORKS,
AND TOP-DOWN MODULATION

Adam Gazzaley
Mark D’Esposito

The function of the frontal lobes has histori-
cally been shrouded in mystery and misconcep-
tion, with the earliest functional assessment
based solely on observations of the behavioral
consequences of frontal lobe injury. This began
in 1848, when Phineas Gage, a 25-year-old
railroad construction foreman, suffered exten-
sive frontal lobe damage as an iron tamping
bar was driven through his head by an explo-
sion at a construction site (Harlow, 1868).
Prior to this accident, Gage was described as a
religious, family-loving, honest and hardwork-
ing man. The injury that he miraculously sur-
vived resulted in a dramatic change in his per-
sonality and what was considered to be a
preservation of his cognitive abilities. He be-
came “fitful, irreverent, indulging at times in
the grossest profanity, ... impatient of re-
straint or advice when it conflicts with his de-
sires, . . . obstinate, . . . devising many plans of
operation, which are no sooner arranged than
they are abandoned in turn for others appear-
ing more feasible” (Harlow, 1868). Interpreta-
tions of observations such as these, coupled
with early findings that damage to the frontal
lobes does not translate into gross changes in
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intelligence (Hebb, 1945), suggested a principle
role of the frontal lobes in personality and
emotion.

With the advent of sophisticated neuropsy-
chological testing in the mid-20th century
(Benton, 1968; Luria, 1966; Milner, 1963), our
understanding of frontal lobe function ex-
panded to include cognitive abilities encapsu-
lated under the rubric of “executive functions.”
This label encompasses a diverse collection
of processes, including divided and sustained
attention, working memory, flexibility of
thought, set shifting, motor sequencing, plan-
ning, and the regulation of goal-directed be-
havior (Hecaen & Albert, 1978; Lezak, 1995).
For the last two decades, elucidation of the role
of the frontal lobes in cognition, particularly the
prefrontal cortex (PFC), has been a major focus
of cognitive neuroscience research, with an em-
phasis on detailed psychological and anatomical
parcellation of these processes. Evidence for
PFCinvolvement in both cognition and emotion
now rests securely on detailed physiological and
lesion studies on experimental animals and neu-
ropsychological, electrophysiological, and func-
tional imaging studies on humans.
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Although decades of research have greatly
advanced our knowledge of the involvement of
the PFC in diverse mental processes, functional
segregation has in some respects perpetuated
the mystery of its function. For instance, the
rift between the PFC role in emotion and cogni-
tion, perhaps established with the case of
Phineas Gage, has largely persisted in modern
cognitive neuroscience.! Emotion and cogni-
tion are usually dissociated conceptually and
on the basis of anatomical localization, with
the orbitofrontal PFC coupled to emotion and
the dorsolateral PFC linked to cognition
(Berlin, Rolls, & Kischka, 2004; Dias, Rob-
bins, & Roberts, 1996; Hecaen & Albert,
1978; Otani, 2002). Even within the domains
of emotion and cognition there is a pervasive
tendency for increasingly detailed parcellation
of function to discrete anatomical sites within
the PFC. As an example, numerous studies of
working memory have focused on whether an-
atomical segregation exists on the basis of
subcomponent processes (e.g., maintenance vs.
manipulation of information) or stimulus cate-
gory (e.g., spatial vs. verbal information) local-
ized to either ventrolateral versus dorsolateral
PFC or the left versus right hemisphere (for re-
views, see D’Esposito et al., 1998; Goldman-
Rakic, 1996). This practice has been stimulated
in recent years by the development of high-
resolution functional neuroimaging, such as
functional magnetic resonance imaging (fMRI).

Although this approach has clearly been in-
formative and has contributed greatly to our
understanding of the intricacies of PFC organi-
zation, to attain a global view of PFC function
it is critical to identify common, underlying
operational features and neural mechanisms
that transcend such borders. Once general or-
ganizing principles are established, they can
then be placed within the anatomical and func-
tional architecture of the PFC. We propose that
this objective has been most advanced by theo-
retical and empirical accounts of PFC control
processes, with a structural and functional ba-
sis on neural networks and an underlying neu-
ral mechanism of top-down modulation. Our
goal in this chapter is to establish a unifying
model of PFC influence on cognition and emo-
tion based on a framework of executive con-
trol, neural networks, and top-down modula-
tion. We then consider this model from a
clinical perspective by relating it to the “frontal
lobe syndrome” that occurs in patients with
PFC dysfunction.

EXECUTIVE CONTROL

The rationale to search for a unifying theory of
PFC function is that despite anatomical special-
ization, there may be a common function that
underlies PFC involvement in seemingly diverse
mental processes. This may be expected solely
on the basis of an underlying evolutionary
drive for PFC development in humans—
demand for increasingly sophisticated control
of the environment. Indeed, a unifying PFC
function may be control, the executive control?
of mental processes whose primary operative
sites are localized elsewhere in the brain. From
an evolutionary perspective, control is a natu-
ral extension of the motor system from which
the PFC evolved, and as the “highest” level of
the motor system this control might be ex-
pected to extend far beyond the regulation of
body movements. In fact, executive control can
be viewed to encompass higher-level influences
over sensory input, internal states (both emo-
tion and cognition), and motor output. By ex-
erting influence over these domains, humans
have evolved increasingly more sophisticated
control over interactions with both the natural
world and each other.? This control permits the
goal-directed override of primitive and inflexi-
ble reactions to environmental stimuli, what
Mesulam (2002) refers to as the “default
mode.” Thus, an underlying function of the
PFC may be the control and dynamic integra-
tion of the external and internal environment.
The control of sensory input involves the se-
lective focus of limited cognitive resources on
features of the external environment that are
relevant, and ignoring those elements that are
irrelevant. This is essentially the control of cor-
tical representations, or symbolic codes of in-
formation from any sensory modality: visual,
auditory, tactile, and olfactory. Such control is
indispensable for processes such as selective at-
tention, working memory (WM) encoding, and
long-term memory (LTM) encoding. Control of
internal state entails PFC influence over both
emotive and cognitive features of the internal
milieu, such as affect and autonomic tone
(emotion), as well as generating and maintain-
ing representations in the absence of external
stimuli, also known as thinking (cognition).
The emotive control component encompasses
processes such as fear extinction, impulsivity,
and addictive tendencies, whereas cognitive
control includes WM maintenance and manip-
ulation, mental imagery, introspection, organi-
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zation, and planning. As will be discussed,
there is extensive interaction between these fea-
tures of internal state control, leading to com-
plex processes such as social conduct and
decision making. Control of motor output
comprises regulation of all body movements,
with eye movements and reach being the most
extensively studied.

Perhaps the most influential theory of execu-
tive control is Baddeley’s (1986) model of
working memory. Based on behavioral studies
of healthy young subjects, Baddeley proposed
that WM involves a central executive system
that actively regulates the distribution of lim-
ited attentional resources and coordinates in-
formation within verbal and spatial memory
buffers. This concept of the central executive
system was based on Norman and Shallice’s
analogous supervisory attentional system,
which is proposed to control cognitive process-
ing when novel tasks are involved or existing
habits must be overridden (Shallice, 1988).
Many other authors have attributed a similar
operational role to the PFC: contingent en-

coding (Mesulam, 2002), dynamic filtering
(Shimamura, 1997), and adaptive encoding
(Curtis & D’Esposito, 2003; Duncan, 2001;
Knight, Staines, Swick, & Chao, 1999;
Miyashita, 2004; Petrides, 1994). However,
several notable theories also assign the PFC a
role in the actual storage and representation
of information (structured event complex:
Graffman, 2002; connectionist model: Burnod,
1991), and those that are a hybrid of process-
ing and representational models (Goldman-
Rakic, 1998; Miller & Cohen, 2001). We have
organized the evidence from neuropsychologi-
cal studies of patients with frontal lobe injury
and functional neuroimaging studies of healthy
young adults within the framework of a PFC
control model (Table 13.1).
Neuropsychological studies of patients with
focal PFC lesions have revealed deficits in a
wide range of measures that can be viewed to
represent executive control of sensory input,
internal state, and motor output (Table 13.1).
It is important to note that several studies cross
these categories and/or it is unclear which cate-

TABLE 13.1. Lesion—Behavior and Neuroimaging Studies of PFC Involvement in Executive Control in Humans

Sensory input Internal: cognition

Internal: emotion Motor output

Lesion—behavior studies

Selective attention: WM!'2 (DRT)”-1
(Stroop)'-3 WM and LTM
(Flanker)* (CVLT)"B (Tower of
(Negative priming)® London)'*

Perceptual attention set  Set shifting (WCST)"
shifting® Organization'® (verbal

fluency)!”> 18
Planning'*
Non-emotion-based

decision making!’

20, 21

Social perception
Regret??
Impulsivity??
Self-conscious emotion?*
Empathy?’
Emotional intelligence
Emotional processing?’
Aggression”’
Reward-related decision
making?% 30
Emotional imagery?>!

26

Neuroimaging studies

Selective attention*': WM maintenance

(Stroop)‘”’ 42 (DRT)47—49
Divided attention*3 WM manipulation
Episodic memory (DRT)?

WM monitoring’!

WM (n-back task)®?
Mental imagery®3 5*
Set shifting (WCST)% 56

retrieval**
Selective attention of
emotional stimuli®’
Perceptual decision
making "46

Social appropriateness®”

Aggression imagery>®

Reward-related decision
making®’

Risk-related decision
making®®

Memory-guided
saccades’?

Reflexive saccade
suppression3 34

Motor response
suppression®: (Go/
n0-g0)36 37

Motor monitoring3% 3’

Memory-guided
saccades®!

Reflexive saccade
suppression®? 63

Motor response
suppression®® 63;
(Stop task)®®
(Go/no-go)®7> 8

Note. This is not a comprehensive list, but it is meant to illustrate the evidence for a PFC role across the broad scope of control
processes. It is important to note that for the neuroimaging studies, it is almost universal that brain regions in addition to the
PFC are activated during the task. Parenthetical text indicates specific cognitive tasks. WM, working memory; LTM, long-
term memory; DRT, delayed-response task; CVLT, California Verbal Learning Test; WCST, Wisconsin Card Sorting Task.
References corresponding to superscript numerals are listed at the end of the chapter.
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gory is the most appropriate. For example,
when using the lesion-behavior experimental
approach, it is difficult to determine whether
delayed-response task (DRT) deficits are based
on impairments in sensory control (WM en-
coding) or internal state control (WM mainte-
nance), and whether deficits in the Stroop task
are the result of deficiencies in sensory or mo-
tor control. Additionally, as research continues
to emphasize the integration between orbito-
frontal/emotional and dorsolateral/cognitive
processes, the classification of internal state
into cognitive and emotional domains becomes
increasingly arbitrary, especially for higher-
order processes such as decision making
(Hornak et al., 2004; Manes et al., 2002) and
social perception (Mah, Arnold, & Grafman,
2004).

PFC lesion studies in humans have been re-
ported relatively infrequently, primarily due to
the clinical observation that few patients have
selective lesions confined to the PFC. Those pa-
tients with lesions restricted to the PFC typi-
cally include diverse etiologies, such as strokes
within the middle or anterior cerebral artery
territory, focal cerebral trauma, tumor resec-
tion, or epileptic patients following frontal lobe
excisions. Aside from difficulties in interpreting
disparity in etiology, extent of dysfunction, and
time course of neural changes, the impact that
compensatory plasticity has on these studies is
unclear. Nevertheless, when significant and re-
producible deficits are documented in patients
with focal PFC lesions, the results are compel-
ling. For example, a meta-analysis of studies
spanning the years 1960-1997 has revealed
consistent impairment on DRTs, thus establish-
ing the necessity of the PFC for successful WM
performance (D’Esposito & Postle, 1999). To
overcome limitations of the lesion-behavior
design in human subjects, technological ad-
vances in transcranial magnetic stimulation
(TMS) now permit the generation of a tran-
sient, “virtual lesion” restricted to precise and
spatially limited cortical targets (Pascual-
Leone, Walsh, & Rothwell, 2000). Consistent
with the chronic lesion—-behavior studies dis-
cussed, TMS has revealed that transient func-
tional disruption of the dorsolateral PFC re-
sults in WM deficits (Grafman et al., 1994;
Mottaghy et al., 2000), and has great potential
of elucidating the brain—behavior relationship
for other control processes.

The recent advent of functional neuroimag-
ing studies on healthy individuals with positron

emission tomography (PET) and fMRI has
complemented physiology studies in humans
using event-related potentials (ERP), and in
many ways has revolutionized our approach
to assessing PFC involvement in control pro-
cesses. It has enabled the study of physiology in
the intact human PFC with high anatomical-
spatial resolution. This has permitted the de-
tailed parcellation of functions to PFC subdivi-
sions, and when coupled with event-related
designs, has allowed the dissection of subcom-
ponent stages of cognitive processes. Review of
these studies reveals an overwhelming consen-
sus for PFC involvement in all varieties of con-
trol processes (Table 13.1). It is important to
note, however, that unlike lesion studies, func-
tional neuroimaging, and indeed all physiologi-
cal measurements on intact systems, only sup-
port inferences about the engagement of a
particular brain region by a cognitive process
and not its necessity for these processes (Sarter,
Bernston, & Cacioppo, 1996). However, when
these results are combined with lesion—
behavior data, they provide convincing evi-
dence for the essential role that the human PFC
has in the executive control of sensory input,
internal state, and motor output.

Also, numerous lesion-behavior and physi-
ology studies have been performed on experi-
mental animals, offering converging evidence
of PFC involvement in comparable models of
executive control (Table 13.2). Two of these
studies that represent landmark contributions
to the field are the behavioral observations of
Jacobsen (1935) that monkeys with bilateral
prefrontal lesions are impaired on DRTs, and
the results of single-cell recordings in the PFC
by Fuster and Alexander (1971), revealing that
lateral PFC neurons exhibit sustained, elevated
levels of activity during the delay period of a
DRT. These studies firmly established the role
of the PFC in working memory, and the many
elegant animal studies that followed have en-
abled an assessment of PFC physiology on a
neuronal level that is not practical in human
subjects.

NEURAL NETWORKS

Although the studies referenced in Tables 13.1
and 13.2 provide evidence for the engagement
and necessity of the PFC in cognition and emo-
tion, they do not necessarily support our claim
that these are control processes. A core element
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TABLE 13.2. Lesion—Behavior and Physiological Studies of PFC Involvement in Executive Control in Experimental
Animals

Sensory input Internal: cognition Internal: emotion Motor output

Lesion—behavior studies
WM (DRT)" 73

69, 76

Perceptual attention set Affect processing Memory-guided

shifting®® 70 Set shifting (WCST- Fear/anxiety””-80 saccades®!
Sustained attention”! analog)’® 7 Reaching®?
Response suppression®’
(go/mo-go)®3
Perseveration* 85

Physiological studies

86, 87 Reward-related decision

making?6-100
Motivation!?!

Memory-guided
saccades!'??

Motor preparation’

Response suppression
(gO/nO—gO)lOS’ 106

‘WM maintenance
(DRT ) 89-92
Anticipation”3-%%

Focused attention

Sustained attention®8
03

104

Note. This is not a comprehensive list, but it is meant to illustrate the evidence for a PFC role across the broad scope of control
processes. WM, working memory; LTM, long-term memory; DRT, delayed-response task; CVLT, California Verbal Learning

Test. References corresponding to superscript numerals are listed at the end of the chapter.

of an operational model of PFC control is that
processes and representations being controlled
are primarily localized to other brain regions.
Although, on some level, this is a matter of de-
bate (Wood & Grafman, 2003), it seems to be a
logical conclusion for sensory and motor con-
trol. It is well established that sensory and mo-
tor representations are predominantly the do-
main of primary sensory—motor and unimodal
association regions optimally organized to en-
code such representations, and functional neu-
roimaging studies reveal coactivation of these
distant regions along with the PFC during all of
these processes. Furthermore, frontal lobe le-
sions are not associated with primary deficits
of motility or sensation. As we discuss below,
this argument can be extended to internal state
control. Accepting this premise leads to a fun-
damental question: Is there a system by which
the PFC can influence sensory input, internal
states, and motor output? A model of executive
control must possess a structural and func-
tional framework for long-range influence, and
it is likely that the bases of such control pro-
cesses are distributed neural networks.
Complex cognitive processes are not local-
ized to brain regions functioning in isolation,
but rather are emergent properties of intricate
neural connections subserving dynamic inter-
actions between brain regions, or “neural net-
works” (Fuster, 2003; Gazzaley & D’Esposito,
in press; Mesulam, 1981, 1990). The extensive
reciprocal connections between the PFC and

virtually all cortical and subcortical structures
situate the PFC in a unique neuroanatomical
position to monitor and manipulate diverse
cognitive and affective processes (Barbas,
2000; Goldman-Rakic & Friedman, 1991).
Tract-tracing studies in experimental animals
have revealed long-range reciprocal connec-
tions between the PFC and the parietal, tempo-
ral, cingulate, and insula cortex, the limbic
system (hypothalamus, amygdala, and hippo-
campus), and extensive subcortical connections
with the striatum, globus pallidus, substantia
nigra, and mediodorsal nucleus of the thalamus
(Cavada & Goldman-Rakic, 1989; Ilinsky,
Jouandet, & Goldman-Rakic, 1985; More-
craft, Geula, & Mesulam, 1992; Ongur, An, &
Price, 1998; Petrides & Pandya, 1984, 1999,
2002; Selemon & Goldman-Rakic, 1985,
1988; Ungerleider, Gaffan, & Pelak, 1989;
Webster, Bachevalier, & Ungerleider, 1994).
Several of the more well-defined pathways
have also been described in humans with post-
mortem dissection (Heimer, 1983) and, more
recently, with in vivo diffusion tensor MRI
(Makris et al., 2004).

These anatomically defined networks estab-
lish the structural basis by which the PFC ex-
erts control over diverse cognitive and affective
processes; however, there is also accumulating
functional evidence of PFC networks and their
role in control processes. Traditionally, most
functional imaging studies have utilized uni-
variate analyses, permitting only the indepen-
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dent assessment of activity within each brain
region in isolation. However, there has been a
steady development of multivariate approaches
to analyzing neuroimaging data in a manner
more directly in alignment with the network
model of the cognition (Friston, Frith, Liddle,
& Frackowiak, 1993; Friston, Phillips,
Chawla, & Buchel, 2000; Lin et al., 2003;
MclIntosh, 1998; Penny, Stephan, Mechelli, &
Friston, 2004; Rissman, Gazzaley, &
D’Esposito, 2004; Sun, Miller, & D’Esposito,
2004). Multivariate analyses generate func-
tional and effective connectivity maps of inter-
acting brain regions, thus emphasizing the role
of brain regions within the context of co-
varying anatomically connected regions and
the cognitive processes being performed. Sev-
eral groups, including our own laboratory,
have begun to establish the presence of func-
tional interactions between the PFC and poste-
rior cortical regions during executive control
processes, such as attention (Rowe, Friston,
Frackowiak, & Passingham, 2002), WM
(Gazzaley, Rissman, & D’Esposito, 2004;
MclIntosh, Grady, Haxby, Ungerleider, &
Horwitz, 1996), and visual imagery (Mechelli,
Price, Friston, & Ishai, 2004). We expect this
trend to dominate the future of functional neu-
roimaging and to solidify the existence of neu-
ral networks as the structural and functional
basis of PFC executive control.

It is important to recognize that PFC neural
networks are not nebulous, web-like communi-
cations between the PFC and the rest of the
brain that are equivalently engaged in all men-
tal processes. On the contrary, the existence of
precise and dissociable networks between dis-
tinct PFC subregions and specific distant brain
regions establishes the basis for the diversity of
PFC control. For example, the orbitofrontal
PFC, unlike the dorsolateral PFC, is extensively
interconnected with the hypothalamus and the
amygdala (Morecraft et al., 1992; Ongur et al.,
1998), underlying its distinctive role in control-
ling visceral correlates of emotion (Barbas,
Saha, Rempel-Clower, & Ghashghaei, 2003). It
has long been established in experimental ani-
mals that electrical stimulation of the orbito-
frontal cortex and neighboring paralimbic re-
gions regulates respiratory rate, heart rate,
vascular tone, and gastric secretions (Kaada,
Pribrahm, & Epstein, 1949; Pool &
Ransohoff, 1949). Additionally, inhibitory
control by the PFC over amygdala-based fear
processes is considered to be responsible for
fear extinction, the ability to adapt to changing

situations by suppressing previously learned
fears (Sotres-Bayon, Bush, & LeDoux, 2004).
Autonomic and emotional control networks
then further interact with other PFC control
networks, such as sensory and motor networks
subserved by pathways between the PFC and
posterior association sensory cortices and pre-
motor cortex, respectively; this in turn influ-
ences complex processes of decision making,
reward, motivation, social interactions, and at-
tention (Bechara, 2004; Bechara, Damasio,
Tranel, & Damasio, 1997; Bechara, Tranel, &
Damasio, 2000; Blair & Cipolotti, 2000;
Compton, 2003; Compton et al., 2003; Crone,
Somsen, Van Beek, & Van Der Molen, 2004;
Mesulam, 2002).

Neural networks are dynamic interactions
between brain regions, and as such are under
the influence of the local neurochemical envi-
ronment of constituent nodes. There is an ex-
tensive literature on the role of ascending
modulatory neurotransmitter systems, includ-
ing dopamine, norepinephrine, serotonin, and
acetylcholine in the regulation of PFC function
(Arnsten & Robbins, 2002; Goldman-Rakic,
Lidow, & Gallager, 1990). Although research
on the behavioral influence of these neuro-
modulatory transmitters and their influence on
activity levels within the PFC (Arnsten & Rob-
bins, 2002) has advanced, only recently have
studies evaluated their impact on PFC net-
works by measuring neurochemically induced
regulation of functional connectivity (Coull,
Buchel, Friston, & Frith, 1999; Honey et al.,
2003; Williams et al., 2002). Furthering our
understanding of the structural and functional
basis of PFC control requires elucidation of
network interaction regulation by these as-
cending transmitter systems.

TOP-DOWN MODULATION

If neural networks serve as the structural-
functional basis of executive control, what is
the neural mechanism by which such control is
exerted? There is accumulating evidence that
the PFC mediates its influence over diverse
mental processes by modulating the magnitude
of neural activity in distant brain regions
via the long-range projections described. This
mechanism of control, known as top-down
modulation, has been most extensively charac-
terized for visual processing. It rests on the con-
cept that human interaction with the environ-
ment involves an integration of externally



Unifying Prefrontal Cortex Function 193

driven information that demands attention
based on stimulus salience or novelty (bottom-
up processes) and internally driven goal-
directed decisions concerning stimuli or stored
representations (top-down modulation). Elec-
trophysiology and neuroimaging studies have
revealed that top-down modulation involves
control of the magnitude of neural activity in
posterior visual cortical regions during goal-
directed visual processing, both when a stimu-
lus is present (e.g., selective attention and
memory encoding: sensory control—Bar, 2003;
Gazzaley, Cooney, McEvoy, Knight, &
D’Esposito, 2005; Pessoa, Kastner, & Unger-
leider, 2003; Treue & Martinez Trujillo, 1999;
Wojciulik, Kanwisher, & Driver, 1998) and
when a stimulus is absent (e.g., mental imagery,
WM maintenance, and visual anticipation:
internal state control—Fuster, 1990; Ishai,
Haxby, & Ungerleider, 2002; Kastner, Pinsk,
De Weerd, Desimone, & Ungerleider, 1999;
Miller, Li, & Desimone, 1993). Comparable
descriptions of top-down modulation of activ-
ity magnitude has been described for the audi-
tory (Hillyard, Hink, Schwent, & Picton,
1973), olfactory (Zelano et al., 2005), and
somatosensory (Seminowicz, Mikulis, & Da-
vis, 2004) systems. Employing a combination
of fMRI and ERP recordings, we have recently
discovered that top-down modulation of activ-
ity in the visual association cortex also involves
modulation of the speed of neural processing
(Gazzaley, Cooney, McEvoy, et al., 2005). This
is expressed as a shorter time to reach maximal
synchronized activity when attention is di-
rected toward a specific stimulus in a goal-
directed manner (i.e., WM encoding).
Inherent to the concept of stimulus-present
top-down modulation is the notion that neural
activity is modulated relative to a level of activ-
ity generated by the bottom-up perceptual in-
fluences of a stimulus, and this level of activity
may be differentially enhanced or suppressed if
the stimulus is, respectively, attended to or ig-
nored. Despite this logic, modulation relative
to a stimulus-present neutral baseline has
rarely been evaluated, and comparisons are
usually between attend and ignore tasks, or rel-
ative to a resting baseline without visual stimu-
lation (O’Craven, Downing, & Kanwisher,
1999; Pinsk, Doniger, & Kastner, 2004; Rees,
Frith, & Lavie, 1997; Vuilleumier, Armony,
Driver, & Dolan, 2001; Wojciulik et al., 1998).
This makes it difficult to interpret whether top-
down influences reflect enhancement or sup-
pression of activity. However, evidence of both

enhancement and suppression relative to a pas-
sive baseline has been revealed with ERP
studies of selective spatial attention (Luck &
Hillyard, 1995; Luck et al.,, 1994) and our
fMRI-ERP study of selective WM encoding
(Gazzaley, Cooney, McEvoy, et al., 2005). We
feel it is likely that top-down modulation and
parallel mechanisms of enhancement and sup-
pression of neural activity mediate all control
processes discussed in this chapter. It is well
documented that the nervous system utilizes in-
terleaved inhibitory and excitatory mecha-
nisms throughout the neuroaxis (e.g., spinal re-
flexes, cerebellar outputs, and basal ganglia
movement control networks). It is thus not sur-
prising that the PFC would utilize enhancement
and suppression to control cognition and af-
fect, providing a powerful contrast for sculpt-
ing these neural processes (Knight et al., 1999;
Shimamura, 1997).

Evidence that the PFC mediates control via
top-down modulation is largely based on data
from physiology and neuroimaging studies, re-
vealing simultaneous engagement of PFC re-
gions while control is required and posterior
cortical activity is being modulated (Corbetta
& Shulman, 2002; Hopfinger, Buonocore, &
Mangun, 2000; Rainer, Asaad, & Miller, 1998;
Ungerleider, Courtney, & Haxby, 1998). As al-
ready discussed, these correlational data only
support the engagement of the PFC in a cogni-
tive process and are thus indirect evidence that
the PFC actually mediates control via top-
down modulation. An optimal experimental
design to assess directly the mechanism of PFC
control involves the disruption of PFC afferents
and physiological recordings of distant brain
regions while the subject is engaged in a control
task. Several studies have implemented such a
lesion—physiology design on experimental ani-
mals and humans. These studies support the
conclusion that top-down modulation, utiliz-
ing both enhancement and suppression, is a
mechanism of PFC control over diverse mental
processes (Table 13.3). Although clinical expe-
rience with patients with PFC lesions reveals
behavioral deficits encompassing all domains
of executive control (see the section on frontal
lobe syndrome), the majority of research utiliz-
ing the lesion—physiology design has focused
on sensory control. Thus, the modulatory con-
trol hypothesis of PFC function remains a fer-
tile area for future research.

Research on experimental animals provided
the first direct electrophysiological evidence of
a PFC role in modulating activity in sensory
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TABLE 13.3. Studies That Directly Assess PFC-Mediated Top-Down Modulation Using the Lesion—Physiology Design

Sensory input Internal: cognition

Internal: behavior Motor output

Enhancement
Monkeys/cooling/DRT/ Monkeys/cooling/ Humans/TBI/reach/
single-cell/visual-1T"%” DRT/single cell/ ERP!!!
Monkeys/callusotomy/ visual-IT107 Humans/lesions/finger
memory recall/single cell/ movements/ERP!12

visual-IT108
Humans/lesions/SA/ERP/

visual!%?
Humans/lesions/SA/ERP/

auditory!1?

Suppression

Humans/lesions/SA/ERP/ Humans/lesions/

auditory!10: 113 aversive stimuli/
Humans/lesions/DRT/ERP/ ERP/somatosensory

auditory!! and auditory!1®

Rats/electrolytic lesions/
DRT/single cell/
perirhinal'#

Rats/lesions/foraging/single
cell/hippo place cells!!

Note. Categorization is to the four domains of executive control and indicates if the results attribute an enhancement or sup-
pression role to PFC modulation. The study description is subjects/lesions/task/physiological marker/region or modality. DRT,
delayed-response task; TBI, traumatic brain injury; SA, selective attention; ERP, event-related potential; IT, inferotemporal
cortex; hippo, hippocampus. References corresponding to superscript numerals are listed at the end of the chapter.

cortices. It was observed that cooling the PFC
in cats results in increased amplitudes of
evoked electrophysiological responses recorded
from the primary cortex for all sensory modali-
ties (Skinner & Yingling, 1977). Conversely,
stimulation of specific regions of the thalamus
that surround the sensory relay thalamic nuclei
(i.e., nucleus reticularis thalami) results in
modality-specific suppression of activity in pri-
mary sensory cortex (Yingling & Skinner,
1977). Thus, these findings suggest the pres-
ence of an inhibitory pathway from PFC that
regulates the flow of sensory information via
thalamic relay nuclei. This prefrontal-thalamic
inhibitory system provides a mechanism for
modality-specific suppression of irrelevant in-
puts at an early stage of sensory processing.
In nonhuman primates, PFC-mediated top-
down modulation during an executive control
task was studied by coupling single-cell record-
ings and cortical cooling in monkeys (Fuster,
Bauer, & Jervey, 1985). This experiment re-
vealed that PFC cooling results in both aug-
mentation and diminution of spontaneous and
task-specific activity in inferotemporal neurons
during the encoding (stimulus-present modula-
tion) and delay period (stimulus-absent modu-

lation) of a visual DRT, suggesting the presence
of both enhancing and suppressive PFC influ-
ences. Furthermore, cooling was accompanied
by WM performance deficits, thus establishing
a link between PFC-mediated top-down modu-
lation and cognition. These findings have been
complemented by the elegant callosal lesion—
physiology study of Tomita, Ohbayashi,
Nakahara, Hasegawa, and Miyashita (1999),
which revealed that top-down enhancement
signals from the PFC to inferior temporal cor-
tex during visual memory recall are mediated
not by subcortical pathways, but frontotem-
poral corticocortical projections, and that this
modulatory influence is necessary for success-
ful memory recall. This supports the assertion
that representations are stored in posterior sen-
sory regions, and top-down signals from the
PFC trigger the activation of these memory rep-
resentations  (Miyashita, 2004). Coupled
with the results of lesion-behavior studies
(Hasegawa, Fukushima, Thara, & Miyashita,
1998) and functional neuroimaging studies
(Lee et al., 2002; Ranganath, Johnson, &
D’Esposito, 2003), these results establish a role
of PFC-mediated top-down modulation in
LTM. Recent lesion—physiology studies in ro-
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dents have also revealed the presence of
modulatory PFC influences on the activity of
hippocampal place cells (Kyd & Bilkey, 2003)
and perirhinal neurons during a spatial DRT
(Zironi, lacovelli, Aicardi, Liu, & Bilkey,
2001).

In humans, combined lesion-ERP studies
have provided evidence of PFC-dependent top-
down enhancement of visual association cortex
activity occurring in the first few hundred milli-
seconds of the visual processing for selectively
attended stimuli (Barcelo, Suwazono, &
Knight, 2000). Moreover, electrophysiological
alterations accompanying PFC lesions were as-
sociated with deficits in visual detection ability.
Comparable findings of PFC-mediated ERP en-
hancement and performance dependence have
been obtained during a selective attention audi-
tory task (Knight, Hillyard, Woods, & Neville,
1981). There is also evidence in humans that
the PFC exhibits suppressive control over dis-
tant cortical regions. For example, ERP studies
in patients with focal PFC damage have re-
vealed that auditory (Knight, Scabini, &
Woods, 1989) and somatosensory (Yamaguchi
& Knight, 1990) evoked responses are en-
hanced, suggesting disinhibition of sensory
flow to these regions. These suppressive influ-
ences have also been extended to emotionally
salient stimuli, as was recently demonstrated
by enhanced ERPs recorded in response to
mildly aversive stimuli in patients with orbito-
frontal lesions (Rule, Shimamura, & Knight,
2002). Furthermore, there is evidence that
PFC-mediated suppression extends to sel-
ectively ignored auditory stimuli (Chao &
Knight, 1998; Knight et al., 1981).

It is likely that such parallel enhancement—
suppression control entails large-scale neural
networks (Knight, 1997), including an inhibi-
tory PFC-thalamic gating network and a direct
excitatory PFC projection to specific cortical
regions. Alternatively, suppression might entail
long-range excitatory prefrontal—cortical pro-
jections that then activate local inhibitory neu-
rons (Carr & Sesack, 1998), or perhaps in-
volves the withdrawal of excitatory influences
by the reallocation of resources. For a review of
computational models of inhibitory control,
see Houghton and Tipper (1996). Clearly, more
empirical research is needed to further our un-
derstanding of the mechanisms of top-down
enhancement and suppression, as well as to
place these modulatory control mechanisms
within the framework of PFC functional archi-

tecture and associated neural networks. One
exciting new route of development is the use of
TMS to induce transient cortical disruptions of
the PFC while activity in distant brain regions
is recorded with either PET (Mottaghy et al.,
2000; Paus, Castro-Alamancos, & Petrides,
2001) or ERP (Evers, Bockermann, & Nyhuis,
2001) during task performance.

FRONTAL LOBE SYNDROME

Two aspects of the behavioral manifestations
of frontal lobe lesions, prominent in clinical re-
ports since the first descriptions of Phineas
Gage’s personality transformation, are the di-
versity of symptoms within a patient and the
variability of symptoms between patients. The
frontal lobe syndrome is not a uniform entity,
but a constellation of behavioral alterations
that present and evolve in different patterns in
patients with PFC lesions. It includes difficulty
holding information in mind, distractibility,
poor organization and planning, emotional
blunting and lability, perseveration,* utilization
behavior, social inappropriateness, and the loss
of judgment, insight, and initiative (Mesulam,
2002). This diversity is a consequence of the
interaction among three factors: (1) the variety
of etiologies associated with PFC dysfunction
(stroke, frontotemporal dementia [FTD], tu-
mor, aneurysm, traumatic brain injury, epi-
lepsy, attention-deficit/hyperactivity disorder
[ADHD], schizophrenia, and perhaps normal
aging); (2) the different anatomical localiza-
tions, neurochemical alterations, and rate of
progression of these conditions; and (3) the
wide range of control processes mediated by
the PFC. For example, orbitofrontal PFC
neurodegeneration accompanying FTD fre-
quently presents gradually with emotional dys-
regulation and socially inappropriate behavior
(see Miller, Chapter 1, this volume), whereas
dorsolateral PFC lesions from middle cerebral
artery strokes lead to acute executive function
deficits (Ferreira et al., 1998). As discussed,
this clinical disparity is the product of structur-
ally and functionally dissociable neural net-
works mediating distinct control processes.
Thus, the subtleties of the frontal lobe syn-
drome may be interpreted by exploring the in-
teractions between pathology, executive con-
trol processes, and neural networks.

Clinical evaluation of patients with behav-
ioral deficits suggesting neurological disease
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frequently involves extensive neuropsycholog-
ical assessment to aid in diagnosis and prog-
nosis. The battery of tests utilized to evaluate
frontal lobe dysfunction is quite varied in an
attempt to capture the breadth of potential
behavioral alterations (see Kramer & Quin-
tania, Chapter 18, this volume). Clinician re-
view of the pattern of deficits displayed by a
patient is often used to establish the anatomi-
cal localization of a lesion based on the func-
tional anatomy of the frontal lobes.” We pro-
pose a complementary approach when
evaluating the pattern of deficits in such pa-
tients: the organization of signs and symp-
toms within the framework of a modulatory
control model. Despite the diverse manifesta-
tions of the frontal lobe syndrome, it is possi-
ble to sort associated behavioral alterations
within categories of sensory, internal state,
and motor control with dissociable enhance-
ment and suppressive mechanisms (Table
13.4). It is our hope that this organization
will contribute to the understanding of patho-
logical processes, PFC function, and ulti-
mately to the development of pharmacologi-

cal treatments optimized to treat deficiencies
of different control process.

We propose that deficits of top-down en-
hancement result in an inability to attend to en-
vironmental stimuli (sensory control), failure
to maintain relevant information in mind, diffi-
culty in planning and organization (internal
state: cognition control), emotional blunting
and apathy (internal state: affective control),
and deficits in initiating movements (motor
control). On the other hand, deficits in top-
down suppression lead to increased distract-
ibility (sensory control and internal state: cog-
nition control), emotional lability and social
disinhibition (internal state: affective control),
and perseveration and utilization behavior
(motor control). A condition might be also be
accompanied by an excessive degree of top-
down modulation, such as the illusions (sen-
sory control) or hallucinations of schizophre-
nia (internal state control: cognition) and the
obsessions of obsessive—compulsive disorder
(internal state control: cognition). Alterations
in enhancement and suppression may occur in
numerous patterns reflecting the neurochemi-

TABLE 13.4. Signs and Symptoms of the Frontal Lobe Syndrome Organized within the Modulatory Control Model

Sensory input

Internal: cognition

Internal: affect Motor output

Executive control function  Selective WM maintenance Emotion Reach control
attention Mental imagery Eye movements
WM encoding Planning
LTM encoding
Enhancement deficit
Signs and symptoms Difficulty in Inability to hold Emotional Movement
attending information in blunting initiation
and mind deficit
remembering  Poor planning
Poor organization
Neuropsychological test ~ CVLT, DRT DRT, WCST,
Tower of
London, verbal
fluency
Suppression deficit
Signs and symptoms Distractibility Distractibility Emotional Perseveration
lability Utilization
Social behavior
disinhibition ~ Motor
sequencing
deficit
Neuropsychological test ~ CVLT, DRT, Tasks with Go/no-go
Stroop distractors

Note. DRT, delayed-response task; CVLT, California Verbal Learning Test; WM, working memory; LTM, long-term memory;
WCST, Wisconsin Card Sorting Task.
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cal and anatomical heterogeneity of the patho-
logical processes that generate a frontal lobe
syndrome.

The categories identified in Table 13.4 are
not mutually exclusive. For example, utiliza-
tion behavior, which occurs in patients with
frontal lobe dysfunction (e.g., ADHD; Nicpon,
Wodrich, & Kurpius, 2004), FTD (Miller,
Chapter 1, this volume), and focal frontal le-
sions (Lhermitte, 1983), refers to the appropri-
ate use of an object in an inappropriate context
(e.g., opening an umbrella in a confined indoor
space) and is a component of the so-called
“environmental dependency syndrome” (Lher-
mitte, 1986). This syndrome includes an as-
sortment of uncontrolled actions that presum-
ably have their basis in excessive influence by
external stimuli. However, although it is appar-
ent that utilization behavior is a manifestation
of a suppression deficit, it is unclear whether it
reflects a deficit in sensory and/or motor con-
trol. Additionally, as already mentioned, neu-
ropsychological tests such as the Stroop task
(see Kramer & Quitania, Chapter 18, this vol-
ume) that assess inhibitory deficits in these pa-
tients, exhibit this same limitation in precisely
dissociating sensory and motor control deficits.
These processes may be resolved via the cou-
pling of cognitive paradigms with event-related
functional neuroimaging to study sensory and
motor control processes in isolation (Gazzaley,
Cooney, McEvoy, et al., 2005).

The frontal lobe syndrome is not the exclu-
sive domain of neurological and psychiatric
conditions; elements of it are present at both
ends of the life spectrum, in childhood and old
age. During child development, the protracted
emergence of control processes is presumably
based on the relatively late maturation of the
frontal lobes that continues throughout child-
hood into adolescence. This includes processes
such as dendritic arborization, myelination,
and synaptogenesis, as well as three growth
spurts demarcated by electroencephalogram
(EEG) and functional imaging studies (birth-2
years, 7-9 years, and 16-19 years) (Anderson,
Levin, & Jacobs, 2002). At the other end of
life, older adults experience a wide range of
cognitive deficits, often within the domain of
executive control processes (Craik & Salt-
house, 2000). For example, there is an emerg-
ing behavioral literature on an age-associated
failure to ignore distracting information and its
impact on WM performance in older adults, re-
ferred to as the inhibitory deficit bypothesis of

cognitive aging (Hasher & Zacks, 1988). In an
extension of this hypothesis, we have recently
generated fMRI data revealing that age-related
WM impairment is associated with selective
physiological deficits in the suppression of ir-
relevant information during WM encoding,
with preserved enhancement of relevant in-
formation (Gazzaley, Cooney, Rissman, &
D’Esposito, 2005). These data support the
mechanistic dissociation of top-down enhance-
ment and suppression processes. Others have
documented structural alterations of the fron-
tal lobes that may account for executive con-
trol deficits (Raz et al., 1997); the frontal lobe
hypothesis of cognitive aging is an arena of ac-
tive debate (Greenwood, 2000; West, 1996).

Interestingly, the development of a frontal
lobe syndrome does not actually require the
presence of a lesion in any of the cortical re-
gions that constitute PFC control networks. A
frontal lobe syndrome frequently emerges as a
consequence of multifocal white matter dis-
ease or metabolic encephalopathy (Ishihara,
Nishino, Maki, Kawamura, & Murayama,
2002; Mesulam, 2002; Wolfe, Linn, Babikian,
Knoefel, & Albert, 1990). Additionally, the ac-
cumulation of white matter lesions as a result
of small vessel disease, regardless of location, is
associated with frontal hypometabolism and
executive dysfunction (Reed et al., 2004;
Tullberg et al., 2004). By hindering communi-
cation within the network, white matter dis-
ease produces comparable executive control
deficits, without directly damaging any cortical
network nodes; thus, it offers strong support
for the network model of modulatory control
described in this chapter. This may be a poten-
tial underlying basis for the cognitive deficits
that occur in normal aging and vascular de-
mentia (Gunning-Dixon & Raz, 2003; Wolfe et
al., 1990).

CONCLUSIONS

The search for a unifying theory of PFC func-
tion has been a major focus of cognitive neuro-
science research, with the power to inform
both basic science and clinical objectives. In
this chapter, we have presented a synthesis of
the literature supporting a unifying role of the
PFC in executive control. This control extends
to both cognition and emotion via influence on
sensory input, internal state (both cognitive
and affective), and motor output. The struc-
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tural-functional bases of PFC executive control
are distributed neural networks, with complex-
ity manifest by neurochemical and anatomi-
cal heterogeneity of PFC circuits. The neural
mechanism of this control is top-down modu-
lation of the speed and magnitude of activity in
distant brain regions, characterized by parallel
processes of enhancement and suppression.
Dysfunctional PFC control by either structural
or neurochemical alterations results in a frontal
lobe syndrome that can be organized within the
framework of this modulatory control model.
This model has generated numerous testable
hypotheses whose empirical support will be es-
sential for the establishment a unifying physio-
logical basis of PFC function, as well as the de-
velopment of new treatments for patients with
cognitive deficits from PFC dysfunction.

NOTES

1. There has been an emerging effort to integrate emo-
tion and cognition in the context of the PFC and its
interactions with other regions (Compton, 2003;
Gray, Braver, & Raichle, 2002; Holland & Gallagher,
2004).

2. Executive control should be differentiated from “ex-
ecutive function,” which often refers exclusively to
cognitive and not affective processes.

3. Clearly, we still have a long way to evolve in both of
these regards.

4. Perseveration is the uncontrollable repetition of a
particular response.

5. Structural imaging is frequently unhelpful when as-
sessing behavioral changes in cognitive neurology
patients.
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